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Abstract

Arctic coastal erosion is a growing concern as global climate change affects the planet. Un-
like low-latitude and mid-latitude coastal areas, the sediments along Arctic coastlines are
often frozen, even during summer. It is essential to consider both thermal and mechanical
factors when analysing Arctic coastal erosion.

Two major erosion mechanisms in the Arctic have been identified: thermodenudation
and thermoabrasion. Thermodenudation refers to the thawing and melting of the frozen
soil, while thermoabrasion refers to the mechanical action of waves and ice against the
coast. Various numerical models have been developed in recent years to describe these
mechanisms, but one limitation of such models is the difficulty of including hydrodynamic
forces. Moreover, the available coastal erosion models developed for warmer climates can-
not be applied to Arctic coastal erosion, where permafrost is a significant environmental
parameter.

To address these challenges, a new methodology has been proposed in this thesis that
allows using models designed for warmer climates to simulate Arctic coastal erosion. A
modular approach is adopted where the processes related to permafrost thawing and
Arctic coastal erosion are represented as submodules. The open-source software XBeach
is used to simulate the waves, sediment transport, and morphological changes in the
nearshore. Different submodules are developed to simulate the processes unique to Arctic
coasts, such as thawing-freezing, slumping, wave-cut niche, bluff failure, and more. These
submodules are coupled with XBeach to enable concurrent simulation of the thermode-
nudation and thermoabrasion Arctic coastal erosion.

Since 2012, field investigations have been conducted at an Arctic coast named Baydarat-
skya Bay in the Kara Sea, Russia, as part of the Sustainable Arctic Marine and Coastal
Technology (SAMCoT) project. These investigations are carried out annually in the sum-
mer by the Lomonosov Moscow State University (MSU) to collect data from the study
area. The measurement of coastal profiles during these investigations are used in this
study to calibrate and validate numerical models. The study area is unique since the two
erosion mechanisms - thermoabrasion and thermodenudation - are both active. The back-
bone of this thesis is based on the reports, in situ tests, measurements, and observations
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made during the field investigations carried out over the years. The investigations of the
study area are critical to understanding the complex coastal dynamics in the region, and
it provides an invaluable resource for working on issues related to climate change and
coastal erosion.

Some of the model’s input parameters are calibrated using field measurements and the
model is then validated by another set of mutually exclusive field measurements under
different morphological conditions from the study area. The sensitivity analysis of the
model reveals that nearshore waves are a significant driver of erosion, and the inclusion
of nearshore hydrodynamics and sediment transport is essential for accurately modeling
the erosion mechanism. This finding highlights the importance of considering multiple
physical processes and their interactive nature when modeling Arctic coastal erosion.

In data-poor environments such as the Arctic coastal regions, developing a determin-
istic model to describe the processes and predict the outcomes of coastal erosion can be
challenging. Deterministic models rely on precise and accurate input data and may not
capture the full range of uncertainties associated with the system being studied. A prob-
abilistic model based on Monte Carlo simulation is developed by assuming a probabilistic
distribution of the input parameters. The probabilistic approach is demonstrated using
an earlier Arctic coastal erosion model version. Crest retreat due to thermoabrasion on
the coastal profile is simulated, and the probability of the bluff collapsing during a storm
is estimated.

One of the challenges in studying Arctic coastal erosion is the lack of temperature meas-
urements of permafrost. The temporal and spatial resolutions of the temperature ob-
servations are relatively high, making it difficult to analyse the data. Therefore, in this
study, a data-driven model is developed to interpolate, hindcast, and forecast temperat-
ure measurements within the active layer and shallow permafrost when the temperature
measurements at the surface or near the surface are available. The temperature vari-
ations along the year are periodic, and hence attempts are made to express the seasonal
variations with a combination of periodic functions (Fourier components), which are then
used as boundary conditions to reach the analytical solutions.
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CHAPTER 1

Introduction

1.1 Background

One-third of the world’s coastline is located in the Arctic (Lantuit et al. 2012) and affected
by the abundance of sea ice, frozen soil (permafrost), and ground ice (Lim et al. 2020 ;
Nielsen et al. 2022). A considerable portion of the coastline in the Arctic undergoes erosion
(most observable as a retreat of the shoreline position) and the situation is worsening due
to the effects of climate change (Jones et al. 2020 ; Lantuit et al. 2012). The mean coastal
retreat rate in the Arctic is approximately 0.5 m per year (Lantuit et al. 2012). The mean
erosion measured in the last decade at the Arctic coast at the Kara Sea is between 1 to
1.7 m per year (Isaev et al. 2019b). The coast of the Beaufort Sea in Alaska demonstrates
a mean erosion of 1.7 m per year (Gibbs et al. 2018). Even though the measured mean
erosion rates are relatively low, the variability in measurements is significant and a trend
of increasing erosion rates is noticeable (Bull et al. 2020). The highest erosion rate in
recent years is measured in the Alaskan Beaufort Sea, where the coast retreated more
than 22 m in one year (Gibbs et al. 2018 ; Jones et al. 2008). A similar trend is observed
for the coasts along the Kara Sea, Russia, where 19.6 m of the coastal retreat was recorded
in 2010-2011 (Ogorodov et al. 2020). Based on measurements from 2007 to 2016, Jones
et al. (2018) estimated an average retreat rate of 17.2 m per year along the Kara Sea, a
rate that is 2.5 times higher than the historical mean. Erosion at the western part of the
Alaskan Beaufort Sea measured by Tweedie et al. (2016) is 2 to 4 times greater than the
earlier measurements of Brown et al. (2003). The erosion in the permafrost-rich coasts of
the Laptev sea near Siberia increased by 1.5 to 3 times compared with the erosion rate in
the 1950s (Günther et al. 2013, 2015a).
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The environmental changes due to the warming of the climate are triggering significant
coastal erosion in the Arctic (Rowland et al. 2010). The effect of climate change is par-
ticularly enhanced in the Arctic coastal zones as the erosion dynamics are moulded by
the shrinking of sea ice and the extension of open-water days (Irrgang et al. 2022). Per-
mafrost coasts are particularly affected by the increase of the ambient air temperature as
the warmer air thaws the exposed permafrost during the summer (Irrgang et al. 2022).
Increased thawing of permafrost augments the top-down slumping by gravitational force
(Kupilik et al. 2020 ; Lim et al. 2020). Permafrost thaw will also weaken the mechan-
ical properties of the soil, which may destabilise coastal bluffs leading to slope failures
(Frederick et al. 2021). Here, it is worth mentioning that the anomalies in surface air tem-
perature in the Arctic are increasing and the difference between the mean air temperature
in the Arctic and the global mean is amplified by a factor of 2.4 during the period from
1971 and 2017 (Box et al. 2019). In addition to air temperature, seawater temperature
is a prominent driver of erosion at the base of the ice-rich bluffs (Barnhart et al. 2014a ;
Kobayashi et al. 1999). The sea water temperature anomalies reached 5°C in the Arctic
Ocean (Steele et al. 2008).

Further, the frequency and intensity of storms during summer are also expected to increase
(Holland-Bartels and Pierce 2011). Amplified thawing of the permafrost inside the coastal
bluffs leads to a higher slumping rate and, consequently, loss of mass along the Arctic
coast. On the other hand, the sea ice extent is shrinking, enabling longer fetches to
generate larger waves (Wobus et al. 2011). A longer open sea season also increases erosion
along the coast. As a result, Arctic coastal retreat has increased more than two times in
the last few decades (Günther et al. 2015a ; Irrgang et al. 2022 ; Jones et al. 2008, 2018,
2020). Observations along the various Arctic coasts have led to the establishment of a
link between increased coastal erosion and a smaller extent of sea cover (Barnhart et al.
2014b ; Stroeve and Notz 2018), warmer air temperature (Cohen et al. 2014 ; Serreze
et al. 2009) and increased permafrost temperature (Nielsen et al. 2022).

As roads in the Arctic are not accessible throughout the year, indigenous settlements
and related infrastructures are generally concentrated near rivers and coasts (Bull et al.
2020). Arctic coastal erosion has a negative influence on economic activities in such areas.
The eroding coasts pose a risk to infrastructures, wipe out cultural sites and hamper the
traditional practices of the indigenous people (Jones et al. 2008). The erosion in the
permafrost-rich coasts also releases organic matter, fine sediments and excess nutrients
into the ocean (Ping et al. 2011). The organic carbon released from the Arctic coasts is
almost equal to organic carbon carried by all the Arctic rivers (Vonk et al. 2012 ; Wegner
et al. 2015). Bluffs along the shores of Alaskan Beaufort contain 40 to 150 total organic
carbon (TOC) in the top layer (up to 3m) (Fuchs et al. 2019 ; Hugelius et al. 2014 ; Schuur
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et al. 2015). Coastal erosion may release a large amount of frozen organic matter on the
beach and nearshore (Fritz et al. 2017 ; Stein and Macdonald 2004 ; Vonk et al. 2012).
As an effect of coastal erosion, approximately 5-41 Tg ( tera grams) of TOC is released
each year from bluffs and rivers, which eventually reach the Arctic oceans (Wegner et al.
2015).

The impact of the Arctic coastal erosion on infrastructure, ocean ecology and global
carbon budget is substantial. However, most of our current understanding of the coastal
processes is limited to warmer-climate processes of the tropics and subtropics, which are
fundamentally different from the cold-climate processes in the Arctic (Bull et al. 2020).
The presence of sea ice and permafrost changes the processes related to erosion. In
contrast to coastal erosion in warm climates, which is mainly mechanical, coastal erosion
in cold climates is both thermally and mechanically driven. Therefore, predictive models
developed for the lower latitude coasts have minimal application in the Arctic (Rolph
et al. 2021).

Arctic coastal erosion is grouped under two primary mechanisms: thermodenudation (TD)
and thermoabrasion (TA) (Are F 1988 ; Günther et al. 2013). In the thermodenuda-
tion mechanism, thermal energy melts the permafrost during the summer, leading to the
slumping of the thawed bluffs by gravitational forces and possibly loss of bluff stability.
The slumped materials are removed from the beach by waves, tides and storm surges.
Thermodenudation is a continuous process during summer and contributes to the slow
retreat of the coast. In contrast, thermoabrasion is rapid and episodic. Thermoabrasion
is triggered during summer storms when surges cause inundation of the beach. This leads
to forming of the wave-cut niche at the bluff’s base. The growing niche becomes deep
enough to trigger bluff collapse at one point. The collapsed bluff degrades on the beach
and eventually washes away under hydrodynamic forcing.

Earth System Models (ESMs) are developed to simulate Arctic coastal erosion by coup-
ling atmosphere-ocean-land-surface models (Frederick et al. 2016). ESMs described by
Vincent et al. (2017) ; Chylek et al. (2011) ; Notz et al. (2013) ; Koven et al. (2013) and
numerous others establish links between permafrost thaw dynamics and climate changes.
However, the recent trend of increased permafrost thaw rates is not well presented in
the current generation ESMs and has not been considered for the climate projections;
thus, a mismatch exists between the outcome of modern ESMs and the observations of
the Arctic coastal erosion (Nielsen et al. 2022). Rolph et al. (2021) proposed a simpli-
fied pan-Arctic coastal erosion model based on Kobayashi et al. (1999) to parameterise
the Arctic shoreline retreat in ESMs using a computationally inexpensive physics-based
model. The Arctic Coastal Database (ACD) by Lantuit et al. (2012) shows that coasts
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consisting of low bluffs and high ice content erode most rapidly. Nielsen et al. (2022) de-
veloped a semi-empirical data-driven large-scale model to simulate erosion using the ACD
database to connect the local variability with ESMs. Nielsen et al. (2022) considered both
thermal and mechanical drivers of erosion. They used yearly accumulated temperature
(thawing and freezing index) as the main thermal driver and yearly averaged accumulated
significant wave height as a representation of the mechanical driver.

Besides the aforesaid large-scale models, several process-based models have also been
developed during the past decades to simulate Arctic coastal erosion on local scales. Such
models are useful to improve our understanding of the underlying mechanisms of Arctic
coastal erosion, to help identify the root cause of erosion, and to quantify its main drivers.
The local-scale process-based models are also helpful as engineering and decision-support
tools for planning, designing, and assessing risk and vulnerability.

Leont’yev (2003) proposed a numerical model of Arctic coastal erosion, assuming the ther-
modenudation to be the only active erosion mechanism. This was achieved by coupling
the morphodynamics model of Nairn et al. (1998) with his own thermal energy balance
module. Later, he updated the model by incorporating the thermoabrasion mechanism
(Leont’yev 2003). The collapse of the bluffs undergoing thermodenudation can be at-
tributed to the melting of permafrost that reduces the soil shear strength (Gruber and
Haeberli 2007). Isaev et al. (2019b) showed that the retreat rate is highly correlated with
the wind-wave energy influx to the coasts during the open sea period. Thermo-hydro-
mechanical (THM) models are developed to simulate bluff failures under the thermode-
nudation mechanism. THM models incorporate three coupled modules for thermal and
mechanical drivers with hydraulic aspects. Ghoreishian Amiri et al. (2015) developed a
THM model for saturated frozen soil, assuming the mechanical loading is carried by the
solid grains. Based on the works of Ghoreishian Amiri et al. (2016), Schneider (2017)
analysed the slope stability of Arctic bluffs by coupling water flow and shear strength
stability, assuming failure only occurs in the thawing portion of the bluff. A simplified
general slope stability model for the frozen and saturated Arctic coast is proposed by
Guégan (2015). Frederick et al. (2021) developed a thermo-mechanical model based on
the coupling of a thermal module of three-dimensional heat transfer and phase change
with a mechanical module of mechanical strength of the soil.

Most of the available local-scale models for Arctic coastal erosion assume thermoabrasion
to be the only active mechanism and thus focus on crest retreat due to bluff failure, where
the growth of the niche leads to a bluff collapse. Such process-based models simulate
wave-cut niche growth at the bluff base and destabilisation of the overhanging portion.
The earlier work of Kobayashi (1985) is the basis for most of these models. Kobayashi
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(1985) developed an analytical solution of the inward growth rate of the niche as a function
of the temperature of the incoming seawater, the depth of the water at the base of the
bluff and the duration of the inundation. Additionally, niche models developed for melting
icebergs via waves and currents (Russell-Head 1980 ; White et al. 1980) have also been
used with modifications (Bull et al. 2020). The root cause of the erosion or the bluff
instability is controlled by the mechanical strength of frozen soil, which is governed by
the thermal state of the permafrost(Frederick et al. 2021). Hoque and Pollard (2009)
developed analytical solutions for bluff failure as a loss of balance (moment failure) and
shear failure (mechanical strength).

A process-based model to connect niche growth and bluff collapse with hydrodynamic
forcing was introduced by Ravens et al. (2012). They included oceanographic boundary
conditions using 12-hour time steps. Ravens et al. (2012) coupled four physical processes
as modules: storm surge, niche growth, the collapse of the overhanging bluff over the niche
and degradation of the collapsed bluff. Barnhart et al. (2014a) expanded the model of
Ravens et al. (2012) and incorporated the stability concept of Hoque and Pollard (2009).
Barnhart et al. (2014a) also used smaller time steps (3 h) to capture erosion at higher
temporal resolutions. To include the effect of morphological changes such as changes in
the coastal profiles of the Arctic coasts, Ravens et al. (2017) used the open-source software
package XBeach (Roelvink et al. 2010) to simulate wave propagation, sediment transport
and slumping. The latter was achieved by modifying the avalanching module in XBeach,
originally developed for sandy dunes. Bull et al. (2020) introduced finite element analysis
to understand niche-induced bluff collapse in detail. Frederick et al. (2021) developed
the finite element model to obtain a detailed analysis of the formation of the niche and
subsequent bluff collapse without assuming any predetermined failure planes.

1.2 Motivation of the study

The large-scale models mentioned in the earlier sections (i.e., ESMs) are either based on
oversimplified physics or include only a few physical processes; thus, the causal effect can-
not be established reliably. On the other hand, existing local-scale process-based models
of thermoabrasion usually simplify the interactions between the processes or make the
feedback mechanism one-way (the processes are consequential, following a strict order of
precedence). The existing thermodenudation models consider the hydraulics of the bluffs
(pore pressure, water flow etc.) but are typically not coupled with the hydrodynamics
boundaries (nearshore wave conditions, sediment transports etc.). The localised process-
based models cannot accurately capture the response of the Arctic coasts to the variabil-
ity of the environmental forcing predicted by the ESMs (Irrgang et al. 2022). Combined
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effects from thermodenudation and thermoabrasion mechanisms are usually overlooked
since most existing models simulate only the dominant mechanism in the site of interest.
Further, the existing models either neglect or oversimplify nearshore morphodynamics
(e.g., nearshore hydrodynamics including modelling of waves and water level, sediment
transport, update of coastal profile) (Irrgang et al. 2022).Thus local-scale models are usu-
ally limited in their application to the particular stretch of coastline for which they are
developed and tailored.

Figure 1.1: The time and spatial scale of the numerical models. The existing process-
based models have a typical time domain of few months and spatial domain within 100’s
of m. The ESMs have a time domains of decades and spatial domain of 100’s of kms. The
model proposed in this study can be placed in between, a time domain from months to few
years and a spatial domain of few kms.

The current understanding and modelling efforts to simulate Arctic coastal erosion have
a knowledge gap, as shown in Figure 1.1. Most of the existing process-based models are
local scale and short term with a domain of a hundred meters and a duration of one
summer. On the other hand, the ESMs have poor spatial and temporal resolutions and
cannot capture the variabilities of the Arctic coastal dynamics at local scales. This thesis
presents a comprehensive and unified model to capture the local variability with high
fidelity on a scale of a few km and the time duration of one storm to a few years.

While detailed models of some of the processes exist, for example, the formation of a wave-
cut niche during a storm (Frederick et al. 2021 ; Kobayashi 1985), a long-term generic
(not site-specific) model that accounts for the combined effects from thermodenudation
and thermoabrasion has yet to be achieved (Irrgang et al. 2022 ; Ravens et al. 2018). The
existing models are not generic to all Arctic coasts, specifically for beaches where erosion
is a mix of thermodenudation and thermoabrasion. Field observations and numerical
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modelling in various geomorphic conditions suggest that the nearshore hydrodynamics,
morphological changes, sediment transport and offshore conditions such as the length of
the open-water days during the summer and water level play a vital role in the erosion
mechanism (Barnhart et al. 2014b ; Casas-Prat et al. 2018). The strong dependency of
erosion mechanisms on the environmental forcing spanning from offshore to nearshore
emphasises the need for a unified erosion model.

1.3 Research questions

Based on the above observations and discussion on the status of the numerical models of
Arctic coastal erosion, the research questions of this thesis can be summarised as follows:

Q1: How can we fill the knowledge gap shown in Figure 1.1? What physical
processes affect the two mechanisms, thermoabrasion and thermodenudation,
in the Arctic coasts? This implies answering a series of questions such as:
what processes should be considered? How to model each individual process?
How to couple these processes to simulate a particular erosion mechanism?
And what input parameters should we consider to calibrate and validate the
numerical model?

Q2: Is it possible to adopt probabilistic approach to develop numerical model
for data-poor Arctic environment?

Q3: In addition to the development of a process-based model which is based
on the real world physics, can we develop any data-driven model(s) applying
statistical correlation ( regression, machine learning) based on the valuable
field data acquired during the project?

To resolve the research questions, the following objectives were envisioned:

1. Developing a comprehensive generic model of Arctic coastal erosion, including the
nearshore hydrodynamics, sediment transport, and morphological changes. The two
major erosion mechanisms of the Arctic, thermodenudation and thermoabrasion,
should be coupled within the model.
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2. Developing a probabilistic numerical model of Arctic coastal erosion for data-poor
conditions.

3. Examine the available field data and suggest one or more data-driven models.

1.4 Research plan

The research work performed under this thesis had three distinct phases. The outcome
of each step paved the way for the next one.

1.4.1. Phase 1: Defining the research problem and scope of the
work

The research question briefly presented in the earlier section were identified during the
inception of the study and formulated after reviewing data reports from previous fieldwork
in the Arctic.

1.4.2. Phase 2: Conducting a literature review

The literature review helped author to dismantle the various observations reported in
the previous field reports and refine the research questions. Author greatly benefited
from the previously established models for the Arctic coasts of the Alaskan Beaufort
Sea. A thorough literature review and observations from field campaigns have resulted
in the identification of the four challenges of the Arctic coastal erosion modelling: (a)
inclusion of hydrodynamic forcing and sediment transport, (b) modelling temperature of
permafrost, thawing and slumping, (c) coupling of the physical processes with a proper
feedback mechanism to reach a unified model and (d) validation of the numerical model.

1.4.3. Phase 3: Execution of the various research tasks

1.4.3.1. Field observation

Field investigations have been conducted at Baydaratskya Bay, Kara Sea, Russia, since
2012 as part of the project Sustainable Arctic Marine and Coastal Technology (SAMCoT).
The Lomonosov Moscow State University (MSU), Russia, conducts yearly field surveys
in the summer. The two erosion mechanisms, thermoabrasion and thermodenudation,
are active in the study area. The coast is straight and consists of ice-rich permafrost in
the bluffs (Figure1.2). The reports, in situ tests, measurements and observations are the
backbones of this thesis. The author participated in the field investigation in the year
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2019. The measurements obtained from the study area are used to calibrate and validate
the numerical models.

Figure 1.2: The study area is an Arctic coast at the Baydaratskya, Kara Sea, Russia. A
bluff consisting of permafrost stands at the end of the narrow beach. The bluff is made of
fine sediments.

1.4.3.2. Data curation

The initial step of developing the model was the data curation of the available measure-
ments. The anomalies were identified, and outliers were removed. The interpolation of
the missing measurements was completed after consulting with the various stakeholders.
Some unforeseen issues like errors with sensors, damage to the equipment by local people,
etc., halted the continuous measurement of temperature in the study area.

1.4.3.3. Model development

A modular approach is adopted for the development of the numerical model. The spatial
domain is divided into three zones offshore, nearshore and bluffs. SWAN (SWAN 2021)
and a simplified 1D storm surge module are used to simulate wave generation and storm
surge in the offshore zone. Wave transformation, sea level changes, sediment transport
and morphological changes in the nearshore zone are simulated using XBeach (Roelvink
et al. 2010). The coupling of XBeach with SWAN and the 1D storm surge model is estab-
lished at the boundary dividing the offshore and nearshore zones. XBeach has the feature
of a non-erodible surface which is used to simulate the non-erodible nature of permafrost
(details of the numerical modelling are described in Chapter 4). Separate numerical mod-
ules are developed for thawing, slumping, wave-cut niche, bluff collapse and degradation.
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These modules are coupled with XBeach. The calibration of the model is achieved using
field measurements from 2015 to 2016 of two cases with different morphological condi-
tions. The model is then validated using three other sets of measurements from the same
site. Unifying thermodenudation and thermoabrasion mechanisms into one generic Arctic
coastal erosion model is achieved. The model can simulate short-term (one storm or one
summer) to long-term (several years) with the same level of fidelity.

The temporal and spatial resolution of the measurements taken at the Arctic coasts are
generally high and discontinuous. A probabilistic model based on Monte Carlo simulation
is developed by assuming a probabilistic distribution of the input parameters. Thermo-
abrasion, the dominating mechanism of erosion is simulated and the probability of the
bluff collapsing during a storm is estimated.

The models discussed earlier are process-based which simulate several physical processes
and solve system of equations numerically. The project extensively measured permafrost
temperature at the coastal bluffs of the study area. Several boreholes were constructed in
the study area inside which a thermistor was placed to measure temperature at different
depths. A data-driven model is developed based on simplified analytical solution of heat
transfer. The parameters of the model is estimated using the temperature measurement
of the coastal bluffs in the study area. The data-driven model is developed using Fourier
analysis of the temperature measurements coupled with a machine learning algorithm
(supervised learning and regression).

1.4.3.4. Dissemination of results

Three open-access journal papers contain the results of the numerical models. The codes
of the numerical models are uploaded to Github (click here) with a creative common (CC)
license.

1.5 Limitation of the study

A few salient limitations of the numerical models are presented in this section. One of the
challenges of numerical modelling is the simulation of the effect of sea ice on the waves
and, eventually, on coastal erosion. The wave attenuation due to sea ice is controlled
within the model as a binary condition, sea ice concentration of less than 20% is assumed
to have no effect on the waves.

The two mechanisms, thermodenudation and thermoabrasion are not directly coupled.
Field measurements for a single mechanism are not available; hence they are not validated
individually. Instead, the physical processes are represented as numerical submodules and
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coupled in a certain order of precedence.

Under the thermodenudation mechanism, only failure of the thawed layer under gravit-
ational force is considered. The geotechnical aspect of the bluff collapse and failure of
thawed layers are simplified and treated with a few predetermined failure modes.

The probabilistic distribution of the input parameters could not be estimated due to lack
of measurements. The probabilistic model assumes a normal distribution for most input
parameters and log-normal distribution for strength-related parameters.

The data-driven temperature model of permafrost is based on regression analysis of the
analytical solution of thermal heat transfer. The model does not include the heat sink
and source due to the phase change of the water-ice.

1.6 The organisation of the thesis

1.6.1. Readership

The thesis is written as a ’mini-monograph’; the research methodologies, understanding of
the current status of the models, conceptual designs, and numerical implementation of the
erosion mechanism are presented in Chapters 1 to 3. The chapters are written as a whole
and can stand alone. The reader can systematically understand the numerical modelling
of Arctic coastal erosion by following the order of the chapters. The journal papers are
compiled as appendices and considered supplementary detailed information to earnest
readers. The implementation of the numerical models, the discretisation of the equation,
and the workflow of the modules are included in Chapter 3. The codes of the numerical
model are made open source and available online at https://github.com/akhsanul/codes
.

1.6.2. List of chapters

The structure of the thesis is as follows:

Chapter 1: Introduction
Chapter 2: Formulation of the problem
Chapter 3: Description of the numerical model
Chapter 4: Study area and summary of field observations
Chapter 5: Calibration, validation and sensitivity analysis of the numerical models
Chapter 6: Conclusions and recommendations for future work.
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Appendix A: The definitions used in this thesis, coastal profiles and some numerical im-
plementations.
Appendix B: Journal papers published as part of the PhD work.
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CHAPTER 2

Mechanisms of Arctic coastal erosion

2.1 Background

2.1.1. Lithified and unlithified Arctic coasts

Approximately 65% of the Arctic coasts are unlithified (Martini and Wanless 2014) nearly
66,386 km long (Brown and Solomon 1999). Lithified coasts consist of rocky bluffs with
small bluff heights along the fjords and rocky coastlines (Martini and Wanless 2014).
Unlithified coasts are mostly ice-bonded permafrost-rich in the Beaufort, Kara and Laptev
Seas (Baranskaya et al. 2021 ; Irrgang et al. 2018 ; Novikova et al. 2018). Most of the
unlithified coasts in the Arctic demonstrate ice volume that exceeds the total sediment
pore volume (Lantuit et al. 2011). This thesis focuses on the numerical modelling of the
unlithified Arctic coasts.

2.1.2. Definitions

The following definitions are used to describe various features of the Arctic coasts (shown
in Figure 2.1). The origin of the coordinates is placed inside the bluff. The x-axis is along
the shore-normal direction, the y-axis is along the shoreline and the z-axis is along the
vertical.

Coastal profile
The cross-shore section of the coast along the x-axis (along shore-normal direction).
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Cliff point
The end of the bluff surface where the slope of the coastal profile faces a sudden change.

Base point
The point at the end of the bluff face where we assume the beach begins.

Bluff surface
The bluff surface is the top of the bluffs beyond the cliff point in the onshore direction.
The slope of the bluff surface is mild. Vegetation grows on the bluff surface where an
active organic layer is present.

Bluff face
The portion of the coastal profile from the cliff point until the base point. This portion
of the coastal profile is most active in terms of erosion. Thermodenudation occurs at the
bluff face.

Bluff slope
The slope of the coastal profile from base point to cliff point.

Figure 2.1: Definitions used in this thesis.

Permafrost table
The permafrost table in this thesis is used to refer to the bottom surface of the thawed
layer. Below the table line or surface, the soil is assumed to be frozen with high mechanical
strength. The thawed layer is a function of time and hence the position of the table is
assumed to change during summer. In the winter, the permafrost table increases to the
surface as thawed layer ceases to exist.

Thawing depth
The thickness of the upper layer of the bluff that is not frozen in summer is termed
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thawing depth. The depth increases during summer and is considered zero during the
winter.

2.1.3. Permafrost

The presence of permafrost inside the bluffs and seabed renders the Arctic coast unique.
Permafrost is perennially frozen soil that remains frozen for two consecutive years or,
in other words, frozen soil that does not melt in the summer. Generally, continuous
permafrost is found at the bluffs of the Arctic coasts. The density and composition
of the sediments influence erosion; dense clay demonstrates lower erodibility than loose
sands (Irrgang et al. 2022). Bluffs subject to colder conditions demonstrate increased
mechanical strength and decreased erodibility. When bluffs are subject to warmer air
and water, thawing of the permafrost begins and the erodibility of the thawed portion
increases considerably (Baranskaya et al. 2021). The sediment from the thawed ice-rich
bluffs is removed rapidly by wave action and tides (Schirrmeister et al. 2011).

Lantuit and Pollard (2008) demonstrated a link between the ice content of the coastal
bluffs and mean annual retreat rates of the crest, the correlation being stronger for the
coasts with higher ice content. Ice wedge inside the bluffs is another feature of the Arctic
coasts. The ice wedge forms by a crack opening due to the contraction during winter and
water infiltration during the summer. Ice wedge formation may take several seasons and
most likely be visible on the surface.

2.1.4. A typical Arctic coast

A typical unlithified Arctic coast consists of frozen bluffs at the end of the beach, as
shown in Figure 2.2. The bluff height varies depending on the geomorphic conditions.
The elevation of the beach is such that wave run-ups rarely touch the base of the bluff.
The beach is narrow and composed of the sediments exerted from the bluffs. Typically,
the bluffs consist of fine sediments.

Vegetation covers the bluff surface during the summer. The top organic active layer
is thin and lacks nutrients for the vegetation. The root systems of the vegetation are
shallow but still demonstrate a considerable resistance to erosion by surface runoff. Ice
wedge polygons are quite common on the bluff surface; most of the time, the polygons are
visible on the surface. During the winter, the bluff surface and bluff face are covered by
snow and the beach goes under the sea ice. No erosion occurs during the winter. During
summer, the hydrodynamic forcing on the beach, i.e., sediment transport, currents, wave
action, etc., acts similarly to non-Arctic coasts (Are et al. 2008).
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Figure 2.2: A typical Arctic coast during summer. The beach is narrow and a bluff stands
at the end of the beach. The ice wedge splits the bluff.

2.2 Thermodenudation

When subject to warm air and solar radiation, the frozen bluffs gradually thaw (Guégan
2015). Thermodenudation occurs during calm conditions. It is the only erosion process
during the early open sea season (Overeem et al. 2011). Thermodenudation is a thermally
dominated process where the warm sea water has little to no direct contact with the
bluffs (Are et al. 2008 ; Lantuit et al. 2012). The thawed sediments have significantly less
strength than the permafrost. The thawed bluffs eventually fail under gravitational force.
The unconsolidated sediments accumulate at the bluff’s base. The sediments are typically
washed away by waves and currents (Lantuit et al. 2011). The thermodenudation can be
said to have three phases: initial, thawing and slumping.

2.2.1. Initial phase

The initial phase of thermodenudation is shown in Figure 2.3. Snow covers the bluff
surface, bluff face and most of the beach. The snow acts as a thermal blanket and limits
the exposure of the bluffs to solar radiation and ambient air. Land-fast sea ice prevents
waves from reaching the beach. Warmer air and water cannot initiate the thawing of the
permafrost at this phase.
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Figure 2.3: The initial phase of thermodenudation.

2.2.2. Thawing phase

The thawing phase initiates when snow begins to melt by the warm air (Figure 2.4). The
bluff is now directly in contact with air and solar radiation. Thawing is weaker at the bluff
surface as the vegetation cover acts against the thawing process. Typically, no vegetation
grows on the bluff face. Warmer sea water thaws the submarine permafrost. Waves can
now carry the energy to the beach. The depth of thawed layer starts to increase; however,
the sediments are still considered consolidated (Pearson et al. 2016).

Figure 2.4: The thawing phase of thermodenudation.

2.2.3. Slumping phase

The strength of the soil at the thawed layer decreases with the increasing thawing depth
by warm air (Figure 2.5). The thawed layer exhibits a lower mechanical strength. The
thawed layer may become unstable, and various types of failure may occur depending on
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Figure 2.5: Slumping phase of thermodenudation.

the conditions. Soil mass movement on the bluff surface, such as retrogressive thaw slumps
1 (Figure 2.6a), solifluction 2 (Figure 2.6b) and active layer detachment 3 (Figures 2.6c)
are observed (McRoberts and Morgenstern 1974). After the failure, the thawed portion
falls at the bluff base. The sediments exerted from the thawed bluffs are unconsolidated
and initially rest on the beach. Eventually, the sediments are removed from the beach by
waves, tides and currents. However, the sediments may change the elevation of the beach
and delay the direct wave attack on the bluff (Nairn et al. 1999).

1Retrogressive thaw slump is a circular shear failure along the bluffs due to the melting of permafrost
that cannot hold a massive ice block.

2Solifluction is a slow movement of the fine-grained saturated thawed layer by gravitational force and
water flow from the ice melting.

3Active layer detachment occurred at the low bluff slope where the effective shear stress between the
active layer and permafrost are greatly reduced as a result of thawing.
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a retregressive thaw: circluar shear , part of the bluff lost mechanical
strength and fails.

b solifluction: a slow movement of the thawed layer by gravitation, similar
to mud flow.

c active layer detachment: shear force between the thawed layer and
permafrost is lost and part of the bluff is collapsed.

Figure 2.6: Various mass movement modes of the thawed layer.
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2.3 Thermoabrasion

Thermoabrasion dominates during extreme events (storms) on the Arctic coasts. Along
the ice-rich bluffs of the Arctic coasts, thermoabrasion is the dominant erosion mechanism.
The prominent thermal driver is the warm sea water and the mechanical driver is the surge
created by the storm (Are 1988 ; Barnhart et al. 2014a ; Günther et al. 2013 ; Manson
and Solomon 2007 ; Ravens et al. 2012). The temperature of the water, the mechanical
strength of bluffs and the intensity and frequency of the storm surge influence the effect-
iveness of thermoabrasion. Are (1988) estimates thermoabrasion is three to four times
stronger than thermodenudation for most Arctic coasts. Similar to thermodenudation,
thermoabrasion can be said to have four distinct phases.

2.3.1. Initial phase

Thawed sediments lying at the base of the bluffs and on the beach must be cleared before
thermoabrasion occurs (Nairn et al. 1999). The storm surges during the early summer
usually carry away this accumulated thawed sediments (Are et al. 2008). An Arctic beach
at such phase is shown in Figure 2.7. The storm surge increases the water level to such an
extent that warm seawater comes in contact with the bluff’s base (Kobayashi and Aktan
1986).

Figure 2.7: The initial phase of thermoabrasion.

2.3.2. Niche growth phase

During the storm, when seawater inundates the beach and reaches the base of the bluffs,
convective heat transfer via warm seawater thaws the permafrost (Kobayashi 1985). The
rapid thawing of the bluff’s base results in the formation of a niche; see Figure 2.8
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(Overeem et al. 2011). The temperature difference between the seawater and bluff is the
thermal driver (Wobus et al. 2011) and influences the growth rate of the niche (Kobayashi
1985).

Figure 2.8: The niche growth phase.

Niche may grow with several storms. The fine sediments from the niche are moved offshore
by the waves and return-current created during storms (Kobayashi 1985). The geometry
of the niche depends on the storm surge level and the mechanical strength of the bluffs
(Kobayashi and Aktan 1986).

2.3.3. Bluff collapse phase

Niche may continue to grow to such an extent that the overhanging bluff creates instability
(Figure 2.9). Two types of failure, moment failure and shear failure, are identified (Hoque
and Pollard 2009). In the moment failure mode, the overhanging portion at the melting
face of the niche may lead to a failure when part of the bluff loses balance and topples
over on the beach (Barnhart et al. 2014a ; Hoque and Pollard 2016 ; Ravens et al. 2012).
In shear failure mode, the lower mechanical strength of the bluff cannot hold the weight
of the overhanging portion of the bluff, leading to collapse.

2.3.4. Collapsed-bluff degradation phase

The collapsed bluff remains on the beach (see Figure 2.10). The fallen bluffs are then
subject to thawing by warm sea water and may take a few days (Barnhart et al. 2014a ;
Jones et al. 2018 ; Overeem et al. 2011 ; Ravens et al. 2012) to a few weeks (Lantuit et al.
2012), depending on the various conditions. The sediments exerted from the fallen bluffs
rarely contribute to the beach (Barnhart et al. 2014a).
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Figure 2.9: Bluff collapse phase (moment failure is shown, the failure line is along the ice
wedge).

Figure 2.10: Degradation of the collapsed bluff.

2.4 Drivers of Arctic coastal dynamics

The coastal dynamics of the Arctic depend on several factors, including the wave action,
exposure of the coasts to wave energy, availability of solar radiation, nearshore coastal
morphology, geomorphology of the beach and bluffs, ice content of soil and the thermal
regime (Irrgang et al. 2022). Among the environmental drivers of Arctic coastal erosion,
air and water temperature, sea ice concentration nearshore and offshore, intensity and
frequency of the summer storms and sea level changes are prominent. The variability of
the local and regional environmental drivers shapes the Arctic coasts (Farquharson et al.
2018 ; Manson et al. 2005). A complex interaction between the processes occurs at the
local and large scale with phase lags, threshold control and feedback mechanism; thus,
very difficult to distinguish or correlate the influences of environmental drivers. In the
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upcoming chapters, the interactions between the processes and feedback mechanisms are
investigated, focusing on the regional and local scales.

2.4.1. Air and seawater temperature

Air and seawater temperatures are significant thermal drivers for thermodenudation. The
warm air brings thermal energy to the bluffs and greatly influences the thawing depth.
Warm air, water and solar radiation deliver the required energy of latent heat of melting
ice, causing the previously bonded fine sediments of the bluff to lose mechanical strength
and move down the bluff face under a gravitational force (Are 1988). Observations at the
Laptev and Kara seas show that warm air triggers thermodenudation of the bluff surface
and bluff face of the ice-rich coast where the wave action is either absent or weak (Günther
et al. 2013 ; Sinitsyn et al. 2020).

Thawed sediments as the result of thermodenudation accumulate at the bluff’s base.
Removal of the accumulated sediment is the prior condition of the thermoabrasion Nairn
et al. (1999), which is generally achieved by the storm and some cases, by high tides
(Are 1988). Without any hydrodynamic actions of the waves, the unfrozen sediments
accumulated at the base will act as a protective layer and limits the growth of the niche
(Kobayashi 1985 ; Kobayashi and Aktan 1986 ; Kobayashi et al. 1999).

2.4.2. Waves

In the lower latitudes, waves depend on the wind speed, direction, fetch length and ba-
thymetry (Young 1999). In contrast to lower latitudes, fetch lengths in the Arctic zones
greatly depends on the sea-ice extent (Ogorodov et al. 2016 ; Shabanova et al. 2018). The
sea-ice extent is generally minimum in September and maximum in March (Barnhart et al.
2014b). The wave characteristics are also influenced by the presence of sea ice (Shabanova
et al. 2018). The perennial sea-ice limits the fetch length to a great extent which halts
the wave generation (Frederick et al. 2016). Thomson and Rogers (2014) showed that the
reduction of sea-ice extension enables the waves in the Arctic seas to transform to swell.
This finding has multiple implications, such as a longer attenuation scale, longer time
period for waves travelling within ice packs and greater wave energy reaching the shore
(Frederick et al. 2016 ; Stopa et al. 2016).

In most locations around the Arctic, including the Laptev, Kara, Chukchi and Beaufort
seas, the strongest storms occur during September and October (Manson et al. 2005).
Coincidentally the thawing depth of the permafrost is typically the highest during these
months (Brown et al. 2000 ; Nicolsky et al. 2017) which amplifies the erosion. The study
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by Hequette and Barnes (1990) found a positive correlation between the wave height in
the nearshore and retreat of the Canadian Beaufort Sea coasts.

2.4.3. Open water period

The sea-ice extent is reducing; consequently, the open-water season is getting longer,
leading to a larger fetch for wave generation and longer exposure of the coasts to wave
actions (Irrgang et al. 2022). Barnhart et al. (2014b) estimate the trend of ice melting
is 1.5 days per year earlier than the previous year and delays in forming sea ice in the
fall by two days per year. The vulnerability of the Arctic coasts to erosion increases as
the frequency and intensity of the summer storms are projected to increase in the coming
decade (Casas-Prat and Wang 2020 ; Günther et al. 2015b). Günther et al. (2015b)
showed two most important factors that strongly influence erosion at the coasts of the
Laptev Sea were the open water days and thawing degrees. Overeem et al. (2011) suggest
that the open water condition can be used as the first-order predictor for erosion at the
Alaskan Beaufort Sea.

The next chapters present a process-based model combining thermodenudation and ther-
moabrasion and the application of the model to one study area.
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CHAPTER 3

Modelling of Arctic coastal erosion

This chapter thoroughly describes a process-based model developed herein for Arctic
coastal erosion driven by thermodenudation and thermoabrasion combined, including
nearshore morphodynamics. First, conceptual models for the thermodenudation and
thermoabrasion processes are explained. This is followed by establishing the theoret-
ical understanding and deriving the governing equations for the various erosion processes.
Further, the numerical implementation, workflow, and algorithms of the unified model
are presented. A discussion on the use of such process-based models in data-poor envir-
onments like the Arctic is discussed. Finally, a data-driven model to estimate permafrost
temperatures is presented towards the end of this chapter.

3.1 Computational domain

The model domain considered herein is shown in Figure 3.1. Four boundaries, BC1 to
BC4, divide the domain into three zones, namely (1) offshore, (2) nearshore and (3) beach
and bluffs.

The purpose of dividing the domain into several zones is to reduce computational de-
mands. Division of the zones are based on two criteria: (a) requirement of updating bed
profile at each timestep and (b) simulating the movement permafrost table. Simulation
of morphological changes of the seabed is essential only in the nearshore zone because the
waves are affected by the water depth. At the end of each timestep, bed profiles must
be updated to reflect the changes in the seabed as a result of sediment transport. The
boundary BC2 is placed where the water depth begins to affect the waves. The criteria
hm/� < 0.5 ( where hm is water depth and � is the wavelength) is used. The seabed profile
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must be updated at every timestep beyond BC2 boundary towards the onshore direction
( nearshore, beach and bluffs). Offshore of BC2, the waves do not feel the seabed and
thus, the simulation of morphological changes is not a strict requirement. On the other
hand, the movement of the permafrost table inside the bluff is one of the most important
physical processes. The processes related to permafrost within the beach and bluff zone
are simulated separately and coupled with the morphological module of the nearshore.

Figure 3.1: The spatial domain of the Arctic coastal erosion is from the polar ice until the
bluff surface. The domain is divided into three zones, namely offshore, nearshore and bluff
and beach by four boundaries, BC1 to BC4.

BC1 and BC2 bound the offshore zone. BC1 is a moving boundary that is at the end of
the polar ice cap. The offshore zone has two processes: wave generation and storm surge.
The nearshore zone is from BC2 until BC3. BC3 boundary is placed at the shoreline.
Wave transformation, currents, tides, wave setup-setdown, sediment transport and hydro-
dynamic forcing are the processes considered in the nearshore zone. Thermodenudation
and thermoabrasion occur at the beach and bluff zone, which is contained within BC3 to
BC4.

3.2 Description of a process-based model for Arctic coastal

erosion

A comprehensive model couples the thermodenudation and thermoabrasion processes with
nearshore hydrodynamics and sediment transport is developed under this study. The
waves and related hydrodynamic forcing in the nearshore zone, together with sediment
transport and morphodynamics are simulated using XBeach (Roelvink et al. 2010). The
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processes of thawing, slumping, niche growth, bluff collapse and collapsed-bluff degrada-
tion are modelled using in-house submodules and coupled with the coastal erosion model in
XBeach. Two-way coupling is established between (1) hydrodynamic forcing and sediment
transport in XBeach on the one hand and (2) mechanical and thermal erosion processes in
the in-house model on the other hand. A modular approach is adopted for the numerical
implementation where the submodules communicate at three-hour intervals. Table 3.1
lists the parameters used to define and describe the processes of thermodenudation and
thermoabrasion in the model.

Table 3.1: The list of main parameters used to describe the models.

parameter definition typical value units references
thermal properties

ha convective heat transfer coefficient of air 100 W/m2 � k Kobayashi et al. (1999)
hw convective heat transfer coefficient of water 700 W/m2 � k Kobayashi et al. (1999)
Lt latent heat of permafrost 1.6⇥ 107 kg/m3 Kobayashi et al. (1999)
Ta Temperature of air varied °C NOAA
Tw Temperature of water varied °C NOAA, sea surface temp
Ts Temperature of soil varied °C field measurements

geometry
xt thawing depth varied m
hid water depth at the base varied m
hm mean water depth varied m
ht tide compared with MSL varied m
� niche opening parameter 2 - Kobayashi (1985)
⌘ storm surge level compared with MSL - m Eq. B.7

mcr critical slope of slumping 0.1-1 - field observations
THF distance from niche to the ice-wedge polygon 5-14 metre m field observations
Uw wind speed - m/s NOAA reanalysis

time steps
dtx timestep within XBeach varied s XBeach Manual
dt timestep within modules/ global timestep 10800 s based on 3 hour sea state
dtm timestep between two field measurements 365 days Field report

3.2.1. Module: Thermodenudation

The thermodenudation mechanism, discussed in section 2.2 (page 16) can be divided
into two processes: permafrost thawing and mass loss (slumping). Two submodules are
developed to simulate the physical processes; submodule permafrost thaw to simulate the
heat transfer to thaw the permafrost during summer and freezing of the thawed layer
during the winter. Submodule slumping is to simulate the mass loss of the thawed layer
and move the slumped material to the bluff’s base.

3.2.1.1. Submodule: Permafrost thaw

Assumptions
The following assumptions are made to model the permafrost thaw:
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1. Heat flux at the bluff surface delivers the thermal energy requirement of permafrost
thawing during summer. The reverse heat flux at the bluff surface due to colder air
during winter freezes the thawed layer.

2. The heat fluxes at the bluff surface during summer and winter are significantly higher
than the heat flux within permafrost ( for example, heat flux of 250 w/m2 at bluff
surface during summer compared to around 1w/m2 within permafrost (Lachenbruch
and Marshall 1969)).

Heat flux
A schematisation of the permafrost and heat flow is shown in Figure 3.2. The permafrost
typically lies beneath the active layer, which thaws and refreezes yearly.

a heat flux during summer. b heat flux during winter.

Figure 3.2: Thawing and freezing of permafrost and thermal energy flux.

During the summer (Figure 3.2a), the direction of the heat flow is from the warm air to
the permafrost. The energy required for ice melting comes from the heat flow through
solar radiation and convective heat transfer via air and water. The heat flux q at the
surface is divided into two parts (simplified, during summer):

q0 = q � qL (3.1)

where qL is flux related to the latent heat of ice melting and q0 is the net flux that enters
the permafrost.

The direction of heat flux is reversed during the winter:

q = qr � qL (3.2)
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where qr is the net heat flux within permafrost during winter and qL is the latent heat of
phase change.

Assuming [a] heat flux at the surface of the coastal bluff delivers the energy requirement
of permafrost thawing and [b] qL >> q in Eq. 3.1 and qL >> qr in Eq. 3.2, the following
section describes the submodule: permafrost thaw.

Convective heat transfer via air and water

Convective heat transfer involves the combined processes of conduction and advection.
This thesis uses the term convection to represent the heat transfer process from warmer
fluid (air and water) to permafrost (solid). The heat transfer along the coast is considered
forced convection. The governing equation of the convective heat transfer is based on
Newton’s law of cooling. Newton’s law states that the rate of heat loss in a body is
proportional to the difference in temperature between the body and it’s surroundings
while under the effects of a breeze. The constant proportionality is the heat transfer
coefficient (hc). The coefficient is assumed to only depend on the temperature in classical
physics, which closely approximates reality. The value of the coefficient hc depends on
the nature of the fluid.

The coastal profile is divided into four zones and different hc values are used for each
zone. The Appendix A.1 at page 123 defines four zones in detail. The purpose of using
different zones for convective heat transfer is to enable the model to behave according to
the wet and dry conditions.

The basic relationship of the heat transfer per unit time (Qc) with convection is:

Qc = hcw/a
A(Ta/w � Ts)

b (3.3)

where hcw/a
is the heat transfer coefficient, A is the surface area, Ta/w is the temperature

of the air/water, Ts is the temperature of the permafrost, b is the scaling exponent. The
value of hcw/a

depends on the fluid’s physical properties and flow orientation. The warmer
airflow over a flat surface has a hca value of 25Wm�1K�1.

The hcw/a
for air can be estimated using the Prandtl number and Nusselt number correl-

ation:

Nu = 0.339Re1/2Pr1/3 (3.4)

The above relation is valid for incompressible flow over a flat plate. Nu is the Nusselt
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number, Pr is the Prandtl number and Re is the Raleigh number. For air, the Pr number
is 0.71.

Radiative heat transfer by solar radiation
The solar radiation of the sun also brings thermal energy to the bluffs. A simplified
relation of heat flux at the surface due to solar radiation can be expressed as follows:

Qr = Ssw � Sr (3.5)

Where Ssw is the shortwave solar radiation corrected for cloud cover and measured at the
earth’s surface, Sr is the reflection of the radiation from the surface.

Movement of the melting front of permafrost
The heat flux from the air and water and solar radiation melts the ice inside the perma-
frost. The energy requirement of phase change limits the thawing process;.

Figure 3.3: The movement of the melting front. A thawing rate of the permafrost (dxt/dt)
is established using Eq. 3.8.

Let’s assume that within t seconds, the melting face of permafrost moved from x1 to x2 in
Figure 3.3, resulting in a movement of the melting face by �x. The thawing depth, xt at
the beginning was xt0 . The thawing depth at the end of time t is xt where xt = xt0 +�x.
The volume of the changed material is V = �x⇥ A.

Assuming a unit surface area and ice content of the permafrost as nice, the melting volume
of ice is �xnice, which has a mass of ⇢s�xnice.

The required energy for the melting of ice will be:

QL = Ls⇢s�xnice (3.6)

The available energy Qa is (Qc + Qr) ⇥ t to thaw the �x thickness. We can express the
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energy balance as:QL = Qa

Ls⇢s�xnice = [hcw/a
(Ta � Ts)

b + (Ssw � Sr)]⇥ t (3.7)

Which is re-written as the thawing rate (dxt/dt) by assuming b = 1:

dxt

dt
=

hcw/a
(Ta � Ts) + Ssw � Sr

Ls⇢s�xnice

(3.8)

3.2.1.2. Submodule: Slumping of thawed layer

The detachment of the thawed layer is possible in various mechanisms, such as solifluction,
active layer detachment, slumping and retrogressive thaw-slumping. The model presented
here only considers the slumping of the thawed layer due to gravity. The model does not
consider the hydraulics (water table changes, pore water pressure, water flow); hence
solifluction and active layer detachment are not included. Retrogressive slumping is also
not included.

The term slumping is used in this thesis to describe the movement of the thawed layer
by gravity. The thawed layer of the bluff has very low mechanical strength. The thawed
layers may fall by the gravitational force and accumulate at the bluff base. Slumping
occurs at the bluff face of the coastal profile since the slope of the other parts is mild.

Figure 3.4: Slumping of the thawed permafrost at the bluff surface (Islam and Lubbad
2022).
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Assumptions

The following assumption are made to simplify the slumping process:

1. A critical slope exists for the coastal profile above which the thawed layer will lose
stability and climb down along the bluff face.

2. The mass flux or the movement does not depend on the slope (critical slope is a
pre-requisite only and does not influence the flux rate) but rather depends on the
thickness of the thawed layer.

A critical slope (mcr) is defined for the coastal profiles above which the thawed layer will
slump. Below the critical slope, the thawed layer will not move by gravitational force but
is open to sediment transport by water. The critical slope differs for wet/submerged and
dry/un-submerged conditions. We define the critical slope for the two phases: dry and
wet.

We can write the condition of slumping as follows (Figure 3.4):

dz

dx
�

8
<

:
mcr;w if xt > 0, h > 0.05m

mcr;a if xt > 0, h < 0.05m
(3.9)

where dz/dx is the slope of the coastal profile at a given point, mcr;a and mcr;w are
the critical slopes for dry and wet conditions, respectively, and h is the time-averaged
water depth. Some parts of the beach may temporarily go underwater by wave run-ups
and the time-averaged water depth (in the numerical model) will have a small positive
value at some of the grid points even though the heat is exchanged from the warm air.
To overcome this problem, an arbitrarily small threshold value of 0.05 m is chosen for
wet/dry conditions.

3.2.2. Module: Thermoabrasion

The thermoabrasion module simulates the niche growth, subsequent bluff collapse, and
collapsed-bluff degradation as three submodules. These three submodules are coupled
with a strict order of precedence (sequences 2 to 4 in Figure 3.5). The behaviour of the
submodules is highly dependent on the boundary conditions at the base of the bluffs,
especially the water level at the base of the bluffs (hid) and water temperature (Tw). In
the upcoming sections, three submodules are discussed.
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Figure 3.5: The sequences of thermoabrasion. The physical processes begin from sequences
2 to 4, and strict order of precedence is maintained.

3.2.2.1. Submodule: Niche growth

The niche grows at the base of the bluffs when the warm seawater melts the ice within
the soil pores. The melted sediments are taken away offshore by the return currents. A
conceptual model of niche growth by Kobayashi (1985) is depicted in Figure 3.6.

Assumptions

1. The permafrost is assumed to be composed of fine sediments and can be transported
via water as a suspended load.

2. At the melting face, the salinity of the seawater decreases due to the influx of water
from the ice.

3. A vertical uniformity is assumed for salinity, sediment concentration and temperat-
ure (Kobayashi 1985).

The water depth at the base of the bluff, point B in the Figure 3.6, is termed hid - obtained
from the results of the XBeach simulation. The thawing face, line EE’, is vertical and
assumed to be �hid, where � is the empirical parameter. The value of � is taken as 2
(Ravens et al. 2012). The niche depth, line BE’=xm, is estimated from the equation:

xm = 2⇣m
p
✏t (3.10)

where hid is the time-averaged depth of water at the base of the bluff (m), g is the
gravitational acceleration (m/s2), ✏ is the surf zone diffusivity ✏ = Ahid

p
ghid, A is an
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Figure 3.6: Niche geometry during the storm surge; simplified from Kobayashi (1985)
(Islam and Lubbad 2022).

empirical constant, taken as 0.4 (Longuet-Higgins 1970), ⇣m = 0.0094(Tw�Tm), Tw is the
temperature of the seawater and Tm is the salinity adjusted melting point of the ice.

The Eq. 3.10 describes the two most important driving forces of niche growth, Td and hid.
The parameter hid, the inundation depth of the bluff’s base, represents the mechanical
driving force. The hid values during the storm are not very high (a typical value is around
0.5 to 2 m), which makes the waves on the beach depth limited. The shallow water
equation can describe the movement of water inside the niche. Td, on the other hand,
represents the thermal driving force. From the empirical equation, we notice that for
a constant water depth ( hid), the relation between the niche growth rate (xm/dt) and
temperature (Td) is linear.

3.2.2.2. Submodule: Bluff collapse

The bluff collapse submodule considers two failure mechanisms (a) overturning failure
and (b) shear failure described by (Hoque and Pollard 2009).

Assumptions

1. The mechanical strength is not dependent on the temperature of the permafrost. A
depth-averaged mechanical strength is used for the model.

2. The friction between the permafrost and ice-wedge is considered as the tensile
strength of the failure line at the overturning failure.

Shear Failure

In Figure 3.7, one of the three shear failure modes is depicted (the other modes are
discussed in Appendix C.3). The shaded region over the niche is susceptible to collapse.
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Figure 3.7: Two common failure modes of bluff collapse. [a] Shear failure of the bluffs,
described by Eq. (3.11) and [b] Overturning failure of the bluff, described by Eq. (3.12)
(Islam and Lubbad 2022).

The failure line, in this case, is GE, and the shaded region by the geometry GCDE is
collapsed. A generalised and simplified condition of shear failure of the bluff is (Hoque
and Pollard 2009):

c · Tib +Wcos↵ · tan� < Wsin↵ (3.11)

where ↵ is the angle of inclination of the failure plane, � is the angle of internal friction
of the bluffs, Tib is the tensile failure line of the bluff (m), c is the tensile strength of the
bluff (N/m), and W is the weight of the collapsed bluff (N) (weight of the GCDE portion
in Figure 3.7a).

Overturning Failure

The governing equation for the stability is (Barnhart et al. 2014a):

⇢s

Z
ytop

ybase

Z
xp

0

(xp � x)dxdy = ⇢s

Z
ytop

0

Z
xp

xedge

(xp � x)dxdy

+

Z
xp

xedge

⌧b(xp � x)dx+

Z
ybase

0

⌧i(xedge � xp)dy
(3.12)

The geometric parameters are shown in Figure 3.8, where xp= niche depth at which
the stability is lost, xedge=position of the ice-wedge polygon from the base of the bluff,
ybase=y coordinate of the top of the niche growth melting point, ytop = y coordinate of
the top of the bluff, ⇢b = density of the bluff, g= gravitational acceleration, ⌧b= the tensile
strength of the frozen bluff and ⌧i= tensile strength of ice.
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Figure 3.8: Stability of an overhanging bluff of a niche. Two failure lines are marked
1 (horizontal) and 2 (vertical). The balance is lost when Td > Tr + Tb + Tw. image source:
(Islam 2018).

3.2.2.3. Submodule: Degradation of collapsed bluff

The collapsed bluff remains on the beach and is subject to degradation by warm air and
seawater. The geometry of the collapsed bluff depends on the niche depth and failure
modes described in the earlier section.

Assumptions

The collapsed bluff is assumed to remain on the beach. The collapsed portion is subject
to quicker degradation due to warm water. The degradation rate of the bluff can be
estimated from the following equation (used by Ravens et al. (2012)):

Mi = Mi�1 � aHn[Tw � Tm]) (3.13)

where Mi is the mass of the collapsed bluff at the end of timestep i, Mi�1 is the mass of
the bluff at the end of the previous timestep i � 1, Tw is the seawater temperature, Tm

is the salinity adjusted melting point of ice, H is the significant wave height at the 3m
water depth, and a and n are the empirical parameters. Ravens et al. (2012) estimated
that the values of a and n are 800 kg/m�° C and 1.47, respectively.

In the numerical implementation of bluff degradation, we assume an immediate degrad-
ation of the collapsed bluff and the sediments are distributed evenly on the beach. The
coupled hydrodynamic module simulates the removal of sediments from the beach.
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3.3 Numerical implementation

From the conceptual models of thermodenudation and thermoabrasion described in the
earlier sections, numerical implementation of the submodules is constructed. A feed-
back algorithm between the submodules is established based on the field observations,
theoretical understanding and simplification of the physics. The feedback between the
submodules is activated at the end of each timestep.

XBeach simulates nearshore hydrodynamics, including wave transformation, water level
fluctuation due to tides, sediment transport and morphological changes. On the outer
boundary of XBeach, BC2, in Figure 3.1, the wave conditions are required as input. A
simplified storm surge module is used to estimate the water level changes at the BC2
boundary.

3.3.1. Assumptions

The following assumptions are made to establish the numerical model:

1. Thawing: Thawing is assumed to be controlled and dominated by convective heat
transfer from the air. Thus, convective heat transfer by the pore-water is not in-
cluded. Conductive heat transfer within the bluff is not included in the simula-
tion,i.e., the depth-averaged temperature within the frozen bluff is used for the
numerical calculations.

2. Slumping: A simplified 1D slumping module, as described in section 3.3.6 is used.
No rotation (2D) of the bluffs and slip circle failures are considered. A depth-
averaged mechanical strength of the bluff is used.

3. Snow and sea ice: Snow accumulation and melting are not simulated. The effect of
sea ice on wave attenuation is simplified using a threshold value control ( discussed
in section 3.3.2).

4. Bluff collapse: Bluff collapses are simulated using two failure modes: (a) overturning
failure and (b) shear failure with a pre-determined failure plane.

5. Degradation of collapsed bluff: The sediment exerted from the collapsed bluff is
assumed to be evenly distributed on the beach immediately after the collapse, unlike
the models by Ravens et al. (2012) and Barnhart et al. (2014a).
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3.3.2. Threshold value control

Threshold values are used as binary conditions ( on/off switch) for some processes. The
following three threshold value controls are imposed:

1. Ice concentration: The effect of wave attenuation due to the presence of sea ice
is not simulated. Instead, a 20% threshold value control is imposed. When ice
concentration, icon < 20%, waves are assumed to be unaffected. Above 20%; the
waves are assumed to be completely attenuated by the sea ice (adopted from Rolph
et al. (2021) and Overeem et al. (2011); instead of 15%, 20% is used).

2. Wet/Dry condition: Due to wave run-up, the time-averaged water depth of the
grid cells near the swash zones has a small positive value of water depth. The
dominating heat transfer mechanism is still convection from the warmer air. To
resolve this issue, a cut-off value of 5cm is used instead of 0cm. The grid cell is
assumed to be dry when the average water depth is less than 5cm.

3. Niche growth: A threshold value of 10 cm to the time-averaged water depth at
the base of the bluff (hid) is used as a trigger condition for niche growth. When
the time-averaged hid value is less than 10cm, the niche process is assumed to be
inactive. The choice of this value is also optimised to assure model stability.

3.3.3. Simulation of offshore hydrodynamics

Waves generated offshore travel to the shore and acted as a mechanical driver of erosion
during the open season. Storm surges created during the summer act as the triggers for
niche development. When measurements are available, one can choose not to simulate
offshore processes. In this study, we used SWAN to simulate wave generations. The wave
conditions are coupled to XBeach on the BC2 boundary.

Figure 3.9: Offshore zone is contained within BC1 and BC2 boundary. Wave generation
and storm surge are simulated in this zone.
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Wave conditions and the water level are determined at the BC2 boundary, as shown
in Figure 3.9. SWAN determines the wave generation in the domain contained by the
boundaries BC1 to BC2. A one-dimensional (1D) storm surge model calculates the storm
surge (⌘) at the BC2 boundary. The storm surge model is a function of wind speed,
alongshore current, pressure drop, and the Coriolis effect. The storm surge module is
based on simplified physics. The governing equation and numerical implementation of
storm surge are described in Appendix B.1.

3.3.4. Simulation of nearshore hydrodynamics

A morphological model of nearshore is required to capture the hydrodynamics of the
waves, water level, currents, tide and morphodynamics of the seabed changes (Figure
3.10). We used XBeach, an open-source software, to simulate nearshore processes. XBeach
is coupled with other submodules at both offshore (BC2) and onshore (BC3) ends. XBeach
has no in-built thermal modules, so processes related to permafrost are simulated using
other modules.

XBeach simulates hydrodynamics, sediment transport and morphological changes from
BC2 (in Figure 3.10) from nearshore until bluffs. The bed level changes due to sediment
transport is an important phenomenon to simulate. In the offshore zone, the simulation of
bed changes is ignored. The input parameters at the BC2 are time series of the JONSWAP
spectrum for waves and the water level is the combination of tide, mean sea level and
storm surge.

Figure 3.10: Nearshore zone is contained within BC2 and BC3 boundary. Wave trans-
formation and other hydrodynamics are simulated in this zone.
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3.3.4.1. XBeach model set up

A typical XBeach model setup is shown in Figure 3.11. Depending on the water depth of
the nearshore, the boundary BC2 ( line CD ) should be placed. The criteria adopted for
this study is the hm/� < 0.5 where hm is the water depth and � is the peak wavelength.
The distance between the swash and cliff points depends on the beach conditions. The
measurements showed that the crest retreat is in the range of 4 to 10m and the ice wedge
polygon has a radius of about 10 to 12m. We chose 50m from the cliff to the onshore
direction as the BC3 boundary.

Figure 3.11: The onshore (BC2) and offshore (BC3) boundary of XBeach model set up.

3.3.4.2. Variable grid spacing

Variable grid spacing is allowed in XBeach. A typical variable grid spacing used in the
study is shown in Figure 3.12. The bluff slope is the most active part of the Arctic coastal
profile because of the occurrence of niche growth and slumping. The highest resolution
of grids is used on the beach and bluff surface zones.

3.3.5. Simulation of permafrost within XBeach

The permafrost in the coastal profile is treated as a non-erodible surface in XBeach. No
morphological changes are allowed in the permafrost table by XBeach during the model
run in one particular time step. After the XBeach run is complete, the thawing permafrost
module estimates the new position of the permafrost table. Figure 3.13 depicts the XBeach
setup with a permafrost layer. Grid point A has a corresponding point B which is on the
permafrost table. Using the parameter ne_layer, the value xn determines the position of
the non-erodible surface,i.e. permafrost table. However, thawing depth, xt is calculated
normal to the coastal profile and corresponds to point B́. Using the geometric relation
of line ABánd AB, the position of point B on the permafrost table is calculated for each
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a The variable grid spacing of XBeach model.

b A fine grid spacing is used from beach to the bluff surface

Figure 3.12: Variable grid spacing of XBeach is used in the model to accommodate finer
spatial resolution from the bluff’s base until a few metres of bluff surface. (Islam and Lubbad
2022)

grid point at the end of each timestep.

Figure 3.13: Simulation of permafrost within XBeach is shown. The thawing module
calculates the thawing depth in the direction normal to the coastal profile at each grid point.
XBeach only considers vertical distance from the coastal profile. Hence a correction must be
done at the end of each timestep to convert the values of xt from the thawing submodule to
xn to be used by XBeach.
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3.3.6. Numerical implementation of slumping

The numerical schematisation of slumping used in this study is shown in Figure 3.14.
In the figure, line ABCD is the original coastal profile before slumping. Point A has a
slope less than the critical slope (mcr). The next grid point B has a slope greater than
mcr. Slumping occurred at point B, which resulted in a shift in the coastal profile from
line ABCD to the new line AB’C’D. The permafrost table WXYZ remained unchanged
since slumping can only occur on the thawed layer; however, the thawed layer thickness
at grid points B and C are changed due to slumping. The criterion to initiate slumping
as described earlier:

Si > mcr (3.14)

where Si is the slope of the grid point i and mcr is the critical slope of the grid point i.

Figure 3.14: Numerical schematisation of slumping based on critical slope and fall by
gravity only. The line ABCD is the profile line which had WXYZ permafrost table at
various thawing depths of each grid point. The slope at point B is greater than ma, which
triggers the slumping and the new position for point B at the same grid line is B́. (Islam
and Lubbad 2022)

3.3.6.1. Assumptions

The slumping module is based on the following assumptions:
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1. The slumping process is initiated by gravitational force only. We ignore the move-
ment of thawed material by the water flow created due to permafrost thawing.

2. The constraints of the initiation of the slumping at the i+1 th grid point (point B
in the figure) are as follows:

• C1. No slumping occurs at the permafrost table, the line WXYZ, irrespective
of the slope. The failure within permafrost is considered in the bluff stability
submodule. This submodule only simulates until the thawing depth.

• C2. The slope at the grid point before the i th cell (point A) has a lower slope
than critical Si > mcr.

• C3. The n-th timestep has j number of iterations where j is any number
iteration until Equation (3.14) is no more satisfied.

• C4. For slumping at i-th grid point at j th iteration, the mass transfer is limited
to two adjacent grid cells; points B and C are moved to B’ and C’.

• C5. As a result of slumping, the grid point in consideration, point B, will be
subsided to B’, increasing the elevation of point C to C’.

• C6. The subsidence of point B is such that the area under the curve ABCD will
be equal to the area AB’C’D so that the conservation of mass is maintained.

• C7. Rule C6 is overridden when the subsidence of point B’ is limited by the
permafrost line. Point B is not allowed to be lowered than point X. If C6 is
overridden, then point C will move and still maintain mass balance. In this
case, the movement of the mass will be lower.

• C8. The slumping process is always triggered in the downward direction. If
for n th timestep, if two grid points have a slope more than the critical value
mcr, slumping will be initiated at the grid point in the higher vertical position.

3. There is no limit to the iterations for each time step, i.e., the module will run until
all the grid points in the profile satisfy the governing equation.

At the n-th timestep, let us assume that the numerical submodule is checking whether
slumping is triggered at each grid point. Using the critical slope criteria, the model finds
point A, the i th grid point does not satisfy the criteria Si > mcr, then it checks the i+1
th grid, the point B.

If the slumping occurs, it overrides the thawing depth, xt estimated by the thawing depth
modules.
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The workflow of the numerical model is shown in Figure 3.15. Each grid point is checked
for the triggering condition, and then the profile is continuously updated until the last
grid point. When all the grid points are examined, the numerical model allows for the
next coupled module or next time step.

Figure 3.15: Workflow of the slumping module. (Islam and Lubbad 2022)

3.3.7. Coupling submodules to establish a combined model of
thermodenudation and thermoabrasion

The two mechanisms of Arctic coastal erosion, thermodenudation and thermoabrasion
can be independent, i.e. only one of the mechanisms can occur on a beach. When both
mechanisms are active on the coast, the two mechanisms affect each other. For example,
bluff collapse exposes the bluff face and reduces the thawing depth for thermodenudation
whereas thawed material from slumping may increase the elevation of the beach near the
bluff base; thus reducing the growth of the niche during a storm. This section presents
the methodology of coupling submodules to mimic the two mechanisms.
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The results of the XBeach simulation are used as inputs for the in-house submodules
of thermodenudation and thermoabrasion. XBeach simulates uninterruptedly for three
hours, so we can consider the timestep of the global model as the same (Figure 3.16).
The three-hour timestep is used to be aligned with the standard practice of describing
sea state at three-hour intervals. We simulate the hydrodynamic forcing and sediment
transport of nearshore with XBeach for the i-th timestep and analyse the results. We
determine the bed level changes, average water depth at the base of the bluffs (hid), and
the mean water depth at each grid (to determine the wet/dry condition for convective heat
transfer). The output of XBeach is then fed into the submodules of slumping, thawing
depth, niche growth, and bluff collapse.

Figure 3.16: XBeach simulates the nearshore module. The XBeach output is analysed and
used as inputs for other submodules. (Islam and Lubbad 2022)

The workflow of the coupling is shown in Figure 3.17. At the inception of the simulation,
global parameters such as the volumetric latent heat of permafrost thawing (Lt), the
tensile strength of bluffs (⌧), geometric parameters such as � and mcr for air and water,
etc., are loaded. These parameters are time-independent, i.e., they remain the same for
all timesteps. The input parameters, such as air temperature (Ta), water temperature
(Tw), ice concentration (icon), wind speed (Uw), bluff temperature (Ts), and tide (ht) are
dependent on time. The model requires the time series of these input parameters at
the same time interval as the global timestep. We set the global timestep as 3 h to be
consistent with the three-hour sea-state and wave spectrum.

At the beginning of the i-th timestep, we must check whether the current timestep is
within the simulation duration. If the condition is satisfied, we load the input parameters
from the respective time series for the i-th timestep. The numerical model checks the
ice concentration (icon) for the current time step. From here, it is possible to proceed
following two different routes. The offshore wave generation and storm surge is calculated
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Figure 3.17: Numerical implementation workflow of the submodules.(Islam and Lubbad
2022)

46



3.3. NUMERICAL IMPLEMENTATION

only if the ice concentration is less than 20%. If the ice concentration is more than 20%,
then the numerical model does not run SWAN, storm surge model and XBeach. We skip
to the slumping submodule. An ice concentration of more than 20% indicates no wave
activity.

Another route in the workflow is triggered when the ice concentration is less than 20%.
If this condition is satisfied, then SWAN and storm surge submodule is turned on. The
storm surge water level (⌘) and wave spectrum are calculated at boundary BC2. The
water level is updated at BC2 for the tide and storm surge.

The XBeach simulates sediment transport, currents, water level setup, and morphological
changes. The niche submodule becomes activated when the water level at the bluff (hid)
reaches more than 10 cm. We also calculate the time-averaged water depth at every grid
point to determine whether the coastal profile is wet or dry at the i-th time step. The dry
and wet grid points of the coastal profile are treated differently with respect to convective
heat transfer and slumping.

The model enters the thermodenudation module if the hid is less than 10 cm (which means
the sea is calm, it is a ’no storm’ condition), the slumping submodule is turned on. If hid is
greater than 10 cm the model enters to thermoabrasion module and the niche submodule
is activated. It calculates the growth of the niche (xm). The niche geometry is fed into the
bluff stability submodule to check whether a collapse is triggered. The model returns on
the thawing depth submodule when no bluff failure is recorded. When the model registers
a bluff failure, it estimates the collapsed bluff’s size and volume, and the collapsed bluff
degradation module is activated. After that, we calculate the thawing depth at each grid
point for the i+1 th time step. The last step of the model run at the i-th time step is
registering the changes and updating the coastal profile to simulate the i+1 th iteration.

Four major routes or combinations of processes representing four different phases of
erosion are observed within the workflow. A summary of the four routes is given in
Table 3.2.

Table 3.2: A summary of the routes combinations of submodules based on the environ-
mental forcing. (TA=thermoabrasion, TD=thermodenudation)

route icon wave air temp thawing hid niche mechanism
R#1 >20% no <0 yes - no TD
R#2 >20% no >0 yes - no TD
R#3 <20% yes >0 yes <10cm no TD
R#4 <20% yes >0 yes >10cm yes TA

Before the beginning of summer, only the thawing module is active and calculates the
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freezing of the thawed layer. Sea ice covers the nearshore and waves can not reach the
shore. Only the thawing module is active during this time which calculates the freezing of
the active layer. This phase is termed R#1 ( Figure 3.18). The air temperature rises over
zero before the ice concentration (icon) goes below 20%. This phase is termed R#2. The
thawing module now calculates the movement of the permafrost table since the average
air temperature is positive, initiating the thawing of the permafrost. Since sea ice is still
present, XBeach is not activated. Slumping may occur; in this case, the sediments stay
on the base of the bluffs and accumulate over time.

In the summer, waves can reach the shore, so XBeach is activated in route R#3. The nu-
merical model uses this route during calm summer days. Morphological changes nearshore
may occur; sediment transport is possible. If any sediment accumulates during the R#2
phase, it will be removed. R#4 route is activated during storm surge to simulate ther-
moabrasion.

Figure 3.18: A simplified representation of the four routes.

The model described in this chapter simulates nearshore hydrodynamics with high fidelity
and simultaneously estimates both thermoabrasion and thermodenudation. Consecutive
years of simulation can be achieved as the model simulates the freezing as a negative move-
ment of thawing depth during winter. The model can estimate the fate of an Arctic coast
due to the mass influx to the nearshore zone by thermodenudation and thermoabrasion
in both the short and long term.

The calibration, validation and application of the numerical model are discussed in Chapter
5 ( section 5.1 on page 78).

3.4 Probabilistic approach for data-poor environments

The model described in the earlier sections requires detailed field measurements and en-
vironmental forcing as input parameters. Many Arctic coasts are only accessible during
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summer when the coast is ice-free. Poor communication infrastructure and harsh envir-
onment limit access to the coasts. In situ measurements are very few and generally have
a coarse temporal and spatial resolution.

A probabilistic approach to a process-based model in a data-poor environment is a prac-
tical solution because it considers the uncertainty. The probabilistic approach incorpor-
ates the inherent uncertainty due to a lack of measurements. This allows for more robust
and flexible solutions that adapt to changing conditions or new information. The prob-
abilistic approach can also generate a range of potential outcomes, providing a deeper
understanding.

The application of a probabilistic approach for data-poor environments like Arctic coasts
was examined in this study. The approach was applied to an earlier version of the process-
based model of thermoabrasion. The probabilistic approach could not be applied to the
combined model of thermodenudation and thermoabrasion due to the time constraints of
the study. The methodology was examined using a simpler process-based thermoabrasion
model of coastal erosion. Only crest retreat due to thermoabrasion was simulated and
nearshore hydrodynamics along with morphodynamical changes were ignored.

3.4.1. Assumptions

Two specific assumptions in terms of probability are made: (a) the input parameters
follow a normal or lognormal distribution with a 10% coefficient of variance (CV) while
some input parameters are kept deterministic, and (b) the probability distributions of the
input parameters are independent, i.e., no correlation between parameters.

3.4.2. Description of the approach

A Monte-Carlo simulation was adopted to account for the uncertainties in the input para-
meters. The sequence of submodules of thermoabrasion described in the earlier section
was used. The coupling of the submodules of thermoabrasion using Monte Carlo simu-
lation is shown in Figure 3.19). A random number generator spawns random numbers
following a particular distribution. For the Monte Carlo simulation, 1000 sets of input
parameters were generated.

The density of the sediments, water and porosity of the soil parameters are kept determin-
istic. The numerical model initially loads the coastal profiles as shown in Figure 3.19. The
numerical model consists of three submodules connected as a series, one after another,
in a strict order of precedence. The first submodule, storm surge, was kept outside of
the probabilistic approach and the surge (⌘) was used as one of the input parameters for
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Figure 3.19: Algorithm of the model with three numerical modules and Monte Carlo
simulation.

the niche submodule. A short list of parameters with typical values and the probability
distribution is shown in Table 3.3.

Table 3.3: Distributions of the input parameters for the numerical model. Here, N[p,q]
presents a normal distribution with a mean of p and a standard deviation of q, D[r] =
deterministic value of r and Log N[x,y] represents a log-normal distribution with a mean of
x and a variance of y].

Parameter Symbol Distribution

Inundation depth hid deterministic [calculated]
Ice-wedge size xedge N[14,1.4]
Bluff height ytop � y0 N[5.2,0.52]
Salinity of seawater Sa N[30,3]
Porosity of frozen sediments n D[0.4]
Density of ice ⇢i 916 kg/m3

Density of sediments ⇢s D[2650 kg/m3]
Seawater temperature Ta N[monthly mean, 10% cov]
Friction factor cf D[1 ⇥ 10�6]
Longshore current v N[1,01]
Beta (Kobayashi formula) � N[2,0.2]
Tensile strength (ice) Ti Log N[1 ⇥ 104 Pa, V = 100]
Tensile strength (bluff) Tb Log N[2 ⇥ 104 Pa, V = 200]
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Using the water level changes due to storm surge and tide, the value of inundation depth,
hid is calculated. The next submodule of the sequence is niche growth. Probabilistic
distributions were used for some of the input parameters like salinity of seawater, sea water
temperature, niche opening parameter (�) etc. The outcome of the niche submodule, the
growth of the niche (xm), followed a probabilistic distribution. The subsequent submodule:
bluff stability also uses probability for the input parameters. The bluff failure probability
can be calculated from the N=1000 cases. The numerical model estimates crest-retreat
after analysing all the cases. The probability distribution of the crest retreat was found
to follow a normal distribution. The standard deviation of the distribution, however,
increases over time. The application of the numerical model is demonstrated with one
profile in section 5.2 on page 101. The model details are attached as Appendix C.1.

For the numerical parameterisation of the governing equations, an explicit Euler scheme is
used. The numerical model has a time step of 10 min (600 s) for all the three submodules.
The grid size is 1 m for the storm surge submodule. A higher spatial resolution (10 cm) is
used for the niche growth submodule. The algorithm for the interaction between the three
submodules is explained in Figure 3.19.

3.5 Data driven model of permafrost temperature

In addition to the process-based model for coastal erosion, a data-driven model to estimate
the permafrost temperature using measurements near the surface is developed in this
study. Once calibrated for a site, the permafrost temperature model can be used for
interpolation of missing measurements and as a prediction tool to forecast. The model
can be used to estimate the thawing depth when the measurements of the temperature of
permafrost are not available. It is also possible to calibrate the model on the pan-Arctic
scale to predict the thawing depths.

The model is based on the analytical solution of conductive and convective heat transfer
within coastal bluff. A summary of the model is presented here(details can be found in
journal paper C.2).
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3.5.1. Thermal regime of permafrost

Figure 3.20: Permafrost thermal regime is shown. The annual maximum and minimum
temperatures are drawn along the depth. The annual maximum crosses the zero-degree
temperature line at the end of the active layer. The distance from the surface to the end of
the thawed layer is termed thawing depth (xt).

A typical temperature curve (trumpet curve) describing the thermal regimes is shown in
Figure 3.20. The active layer is the top layer of soil which freezes and thaws every summer.
Thawing depth (xt) is the thickness of the thawed layer. The maximum thawing depth
can be assumed at the point where the annual maximum temperature curve crosses the
zero-degree line. A thin organic layer consisting of nutrients for vegetation is typically
found near the surface.

The seasonal variation of the temperature is greater near the surface; the difference
between the annual minimum and maximum is highest at the surface (z = 0). The tem-
perature variations follow an annual cycle; based on this concept, Van Wijk and De Vries
(1963) and Andersland et al. (2003) proposed the following equation to express the tem-
perature variation at any depth in the soil as a summation of a mean and a harmonically
fluctuating component :

Tg(z, t) = Tm(z) + Ta(z) · sin(2⇡tf + �(z)) (3.15)

where Tm is the mean temperature, Ta is the amplitude of the harmonic wave, f is the
frequency of the harmonic function, f is interchangeable with ! (= 2⇡f) -the angular

52



3.5. DATA DRIVEN MODEL OF PERMAFROST TEMPERATURE

frequency, � is the phase of the wave. The amplitude, Ta and the phase, � is function of
depth (z), but the frequency, f remains the same.

3.5.2. Problem formulation

Figure 3.21: Thermal energy transfer between two points in the permafrost. image source:
Islam et al. (2021).

Two points, A and B, inside the coastal bluff are shown in Figure 3.21. The temperature
of point A is known. To determine the temperature of point B, one can, in principle, solve
the heat balance equation of the porous medium as shown in Eq. 3.16 (Plaxis 2021).

@

@t
(npS⇢wew + np(1� S)⇢vev + (1� np)⇢ses) = �r · (J

w
+ J

v
) +QT (3.16)

where ew,ev and es are the internal energy in the water, vapour and solid phases, QT is
the heat source term,J

w
and J

v
are the advective internal energy flux in water, vapour

and soil (porous medium), np is porosity of the soil, ⇢w, ⇢v and ⇢s are the density of the
water, vapour and soil.

An alternate approach to determine the temperature of point B adopted for the model
is to indirectly estimate the parameters of the analytical solution ( Eq. 3.19 ) using
field measurements. The indirect estimate of the parameters is achieved by Fast Fourier
Transformation (FFT) and regression analysis.

Based on the conservation of the energy, the Fourier thermal conduction and convection
equation for the 1D case is expressed as (Stallman 1965 ; Gao et al. 2003, 2008):

@T (z, t)

@t
=

@2k(z)T (z, t)

@z2
+

@W (z)T (z, t)

@z
(3.17)
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where k is the thermal diffusivity(unit=m2s�1 ) and k = �/Cg where � is the thermal con-
ductivity (unit=Wm�1C�1) and Cg is the volumetric heat capacity of the soil (unit=Jm�3C�1),
W is the liquid water flux density. W = @k/@Cw/Cgw⌘z, @k/@z is the gradient of the soil
thermal diffusivity in the z-direction, Cw is the heat capacity of the water (J°C�1m�3), w
is the liquid water velocity(m/s), ⌘ is the volumetric water content of the soil (unit-less).

3.5.2.1. Assumptions

The following assumptions are made to establish the data-driven model:

1. Eq. 3.17 describes the heat transfer via conduction and convection between two
points within coastal bluffs. Eq. 3.17 does not consider the sink and source term of
the phase change.

2. If combinations of harmonics describe the boundary condition, the final solution can
be achieved by superimposing the solutions of Eq. 3.17 for each harmonic.

3.5.2.2. Boundary condition

Instead of applying Eq. 3.15 as a boundary condition, the temperature measurement at
the surface can be expressed as a combination of harmonics using Fast Fourier Trans-
formation (FFT). The boundary condition is decomposed to N number of the harmonic
component with different frequencies and amplitudes.

T (z = 0, t) = Tm(z) +
NX

n=1

Ta0n
sin (2⇡fnt� �0n) , n = 0, 1, 2, . . . , N (3.18)

3.5.2.3. Analytical solution

Applying Eq. 3.18 as a surface boundary condition (as temperature profile at point A at
a depth z), the temperature at point B can be determined using Eq. 3.17. A solution to
soil temperature Tz at point B can be expressed as shown in Eq. 3.19 (Verhoef et al. 1996
; Hu et al. 2016):

Tz(z, t) = Tm(z) +
NX

n=1

Ta0n
e[

�W�↵n
2k ]z sin


2⇡fnt� �0n � z

�n

2k

�
(3.19)

where Tm is the mean temperature at depth z, independent of the frequency, Ta0n
is the

amplitude of each harmonic function, �0n is the phase of each harmonic function at the
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surface. W and k are independent of the harmonic functions but dependent on depth
(for simplicity, W and k are made depth-averaged), and ↵ and � are different for each
harmonic function.

We re-write part of the Eq. 3.19 to be used for regression as follows:

Ta(z, t) = Ta0 · e�z·
PN

n=1 RRFSn (3.20)

�n(z) = �0n � z · PLFSn (3.21)

where RRFSn = �Wn�↵n
2k and PLFSn = �n

2k for n = 0, 1, 2, 3....

The solutions are independent of the frequencies of the harmonic functions and do not
change over depth (Van Wijk and De Vries 1963). A data-driven model is developed by
calibrating the parameters RRFSn and PLFSn .

3.5.3. Numerical implementation

3.5.3.1. Training, testing and prediction data set

Figure 3.22: The temperature measurement is divided into testing and training datasets.
Parameters of Eq. 3.19 to 3.21 are estimated using the training dataset. A prediction is
made and the simulation is compared with the testing dataset.

The temperature measurement at various soil depths is divided into two datasets, as shown
in Figure 3.22. Initial 80% of the data points for all the depths are kept as a training data
set, and the rest is reserved as testing data set. The training dataset is used to calibrate
the parameters of Eq. 3.19 to 3.21. The testing dataset is not used for the regression;
the dataset is used to determine the model’s accuracy. Using the parameters obtained
from the training dataset, another set of data is prepared, named the prediction dataset.
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The prediction dataset contained simulated or estimated temperature measurements of
the same time period of the testing data set.

The workflow of the methodology is shown in Figure 3.23. The solution of Eq. 3.18 is fitted
to the training data set to determine the parameters (RR and PL for each FFT harmonic
component). After that, the calibrated solutions are used to numerically reproduce the
remaining data,i.e. the testing data set. The calibration accuracy is determined by
comparing the numerical prediction with the measurements, and the decision is made
whether to accept the calibration or to re-calibrate the parameters. If the error is within
the limit, the calibrated equation can be used as the governing equation to hindcast or
forecast soil temperatures for the specific local area.

The calibration and validation of the model are demonstrated using one set of field meas-
urements in Chapter 5 section 5.3 on page 104. Details of the numerical implementation
can be found in Appendix C.2.
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Figure 3.23: The workflow of the data-driven temperature model of permafrost. image
source: Islam et al. (2021).
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CHAPTER 4

Field Measurements

Field investigation of one of the Arctic coasts at Baydaratskya Bay, Kara Sea, Russia, is
being conducted each year at the end of the summer. The project Centre for Research-
based Innovation (CRI): Sustainable Arctic Marine and Coastal Technology (SAMCoT)
surveyed the coast from the year 2012. Under this project, Lomonosov Moscow State
University (MSU) investigates the coasts and conducts site visits in collaboration with
the Norwegian University of Science and Technology (NTNU). The observations, lab tests,
in-situ tests and reports form the basis for this study. The author participated in the field
investigation from 26 October-12 September 2019.

4.1 Location of the study area

The location of the study area is shown in Figure 4.1. The study area is an Arctic coast
in the Kara Sea, Russia. The coast is situated between two peninsulas, Yamal and Yugra.
The coastline is straight and creates a 72°angle with the line of North (Figure 4.1c).

The study area is not densely populated; only a few indigenous settlements are found. The
infrastructures are very limited and minimal access is possible due to the harsh climate
and lack of communication facilities. The Nord Stream gas line was constructed near the
study area in 2011, after which the importance of studying the coasts increased (Ogorodov
et al. 2013).
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a

b c

Figure 4.1: [a] The study location is situated in the Kara Sea.[image source: Google Earth].
[b] The sea is shallow and funnel-shaped, which makes it susceptible to storm surges [image
source: navionics.com]. [c] The study area has a straight coasts (68.853096° N, 66.891730°
E).

4.2 Geomorphological description

The study area is mostly made with Pleistocene marine and glacial sediments. However,
some alluvial patches, lacustrine and deposits of boggy materials are found. The area is
believed to be modified by the Pleistocene ice sheets, unlike the eastern Russian coasts
(Ogorodov et al. 2020). Massive ice beds are present in the study area. Visible ice-wedge
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polygons are formed along the cliffs of the beaches and contribute to the large collapses
of blocks by thermoabrasion (Ogorodov et al. 2020). The depression formed by the ice
glaciers during the Pleistocene era developed the shallow gulf and during the Holocene
period, the area was submerged (Isaev et al. 2019a). The permafrost underneath the
active layer is mostly continuous and reaches 30-70 meters in thickness (Isaev et al. 2017).
The study area is around 6 km NW of the river system of Oyu-Yakha. The gasoline
pipe of Bovanenkovo-Uhta that transports gas to Europe passes the study area 0.1 km in
the southeast direction (Isaev et al. 2019a). The total length of the study area is 8 km.
Ngouyaha river divides the study area into two almost equal parts (Isaev et al. 2017).

The Baydaratskaya bay is a depression along the coast of the Kara sea, among others
found along the Kara sea. A zone of active faults on the west side bounds the bay. The
clay and bottom mud found in the deeper part of the bay are well-sorted-fine sands along
the Ural shoreface and silty sand along the Yamal coast.

The severe climatic condition created a thick layer of low-temperature permafrost during
the Pleistocene and Holocene era. The recent warming of the atmosphere has started
to affect the permafrost. Below the depth of 100m and more, the ground is supercooled
without the phase changes of the water. Depending on the water depth, the annual ground
temperature at the bottom varies from 0.1 to 1.2. Seabed permafrost exists to a depth of
25m (Romanovsky and Osterkamp 1997).

During the Holocene, the coastline faces a dramatic change. Almost 30m of vertical move-
ment of the shoreline changes occurred and the sea level moved up to present conditions.
It was a combined effect of the global progression of sea level at the end of the ice age
(Isaev et al. 2019a) and the coast is built with fine-grained perennially frozen sediment.

4.2.1. Description of the beach

The beach consists of coarser sediments; some consolidated clays may also be present.
The sediment distribution of the study area is provided in Table 4.2. D90 and D50 of the
sediments on the beach are 0.82mm and 0.31mm. The width of the beach is narrow. The
width varies from 10-25m during high tide to 50-50m m in low tide (Isaev et al. 2017). A
frozen bluff stands at the end of the beach. The study area is divided into two distinct
zones, marked S#1 and S#2. The low marine terrace with bluff heights around 4-6m is
termed zone S#1. Zone S#2 has bluff heights of 12-17m. In total, 11 cross sections are
measured (see Figure 4.2).

The presence of coarse sediments on the beach, while the bluffs consist of mostly clay,
indicates the eroded and collapsed deposits from the bluff are more sorted, the coarser
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particles form the stable beach zone and while clay particles are carried by seawater to
the deeper sea. The main direction of the sediment/mass transport is along the bluff in
the NW-SE direction (Belova et al. 2016). The elevation of the beach is not greater than
3m from the MSL. The beach is submerged during high tides. The same also happens
with greater intensity during the storm due to the surge created by the wind blowing over
the gulf. The return currents created during tides and storm surges are strong enough to
carry the fine sediments away from the base of the bluffs.

The coarser sediments created a layer above the finer sediments on the beach. The coating
is thinnest near the base of the cliffs (around 0.1 0.2m deep), and the thickness of the
layer increases considerably (to around 1m) near the shoreline. Beneath the sand layer,
the clay is similar to the sediments in the cliffs indicating the previous position of the
beach was far ahead of the current location.

The S#1 and S#2 sites are located about 3.5 km in N-W direction from the cofferdam of
the Bovanenkovo-Uhta gas pipeline. The study area is spread from North West (68.867459,
66.741529) to East South (68.842112, 66.984593). The zone S#1 is a low marine terrace
with a length of about 4 km and a bluff height of 4-6 m high, starting directly from the gas
pipeline (the most south-eastern point). The bluff surface is smoothly sloping. The S#1
zone has some shallow thermokarst lakes, ice-wedge polygons are visible on the ground
surface and erosion trenches are found along the coastline.

The bluff heights of the S#1 gradually lowers and transforms into a laida of 1.5-2 m high
with Ngouyaha river valley. The laida shoreline is almost 1.2 km long. The elevation of
the laida is such that it never goes underwater during the high tides. But it is flooded by
seawater during storm surges created during the summer. This laida consists of depres-
sions with frost-thaw lakes; some of them are drained due to the retreat of the coastline.
Lake occupancy on some of the high laida areas exceeds 50%. The lower sections of the
laida are followed by the S#2 zone; a more elevated terrace of 10-17m. This S#2 zone is
4.65km along the coastline. The surface of the higher terrace is more frequently cut by
deep trenches with dry thermokarst lake basins (hasyrey) and younger thermokarst lakes,
polygonal-shaped frost clefts and weathering spots on the sandy soil.
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Figure 4.2: [a] Beach profile lines in zone S#1 and zone S#2 (shown
in thick red lines) [b] Bluff in zone S#1 and [c] bluff in zone S#2.
[d] Remnant of an earlier collapsed bluff. [e] Niches in the bluff face.
(image source: (panel (a): Isaev et al. (2017) and panels (b)–(e): author, 2019)

4.2.2. Vegetation condition

The bluff surface is covered with vegetation, while the bluff slope and the beach lack any
vegetation in most of the profiles. The height of the plants is around 0.2m (Figure 4.3).
Lack of nutrition limits the growth of vegetation. The short duration of ice-free summer,
along with the shallow organic active layer, also prohibits relatively larger plants from
growing (Isaev et al. 2016). The study area is located in the subzone of typical moss-
shrub and lichen tundras. The general features of the vegetative cover of the study
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area are (a) poverty of the species composition; (b) low activity of species, their narrow
confinement to redistributed types of habitats and low abundance; (c) stuntedness due to
the insignificant thickness of the snow cover; complexity associated with permafrost and
microclimatic conditions. The vegetation cover is represented by the following formations:
lichen, mohoy, sedge, dwarf shrub and shrub.

Figure 4.3: The study area is covered with low-lying berries and moss during sum-
mer.[image source: Isaev et al. (2017)]

4.2.3. Hydrodynamic conditions

The bay cuts deeply into the land and creates a funnel-like shape. Both the west and east
part of the bay interact with the waves coming from the Kara sea. During the winter,
the sea is covered with sea ice. Open seasons are around 100 days in length (Isaev et al.
2017).

4.2.3.1. Water flow

The water circulates in the bay under the influence of the tide and wind drift. The water
density or gradient currents are also observed. The resulting movements of water from all
the forces in the northwest and southwest direction. The maximum speed of the current
in the open water season was observed to be 0.85 m/s. During the winter, the current
speed drops to 0.11 m/s (Isaev et al. 2016) .

4.2.3.2. Tide

The tidal range of the bay increases in a southward direction. At the west part of the
pipeline (study area), the tidal range is 1.1m which decreases to 0.8m at the eastern
side of the pipelines. The characteristic of the tide is semi-diurnal. The ebb duration is
approximately 20 minutes longer than flood tide (Pearson et al. 2016).
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4.2.3.3. Waves

The 100-year mean return period wave height is 2.9 m at the central deepest part of the
bay (Isaev et al. 2016). When the coasts are considered, the height is reduced to 1.1 to
1.2m near a water depth of around 3m. The highest water levels due to joint action of
the tides and storm surges are up to 1.5m above the mean sea level.

4.2.3.4. Water temperature

During the ice-free period, the water temperature near the surface remains over zero
degree celsius. The maximum temperature observed is 34.46°C during the month of July
(20 July 2016). When the ice starts to melt, the freshwater exerted from the ice reduces
the salinity of the water near the coast. The salinity drops to 20 to 23ppt at the surface
of the water while the water at the deeper part remains at the 30ppt salinity. During the
long cold winter, the water temperature under the ice sheet remains close to the freezing
point ( -1.8°C) and salinity slowly increases, which may reach 34 ppt during the maximum
ice thickness.

4.2.3.5. Ice conditions

The Baydaratskaya bay is covered with ice most of the time of the year (around 300 days
of the year, there is some snow). During the winter, the land-fast ice reaches around 5km
wide on the Ural coast and 15 to 20km at the Yamal side of the bay. In the middle of the
bay, we find some drift ice. The thickness of the land-fast ice is around 1.1 to 1.7m. The
thickness of sea ice near the Yamal coast is 0.3 to 0.5m more than the Uralian coast. A
portion of the ice drifted out of the bay by tidal currents and winds. The drift of the ice
is around 5-10 cm/s.

The duration of melting of the ice is around 45 days during the start of the summer. It
typically starts to melt at the end of May and the freezing starts again at the beginning of
August. The bay becomes totally ice-free, mostly at the end of July. The average period
of the ice-free season in the bay is about 65 days, the longest being recorded for 126 days
in 1944. During the recorded history, it was not ice-free during the summer only three
times; eight times it happened the ice-free duration was more than 85 days, and 4 times
it was observed that an ice-free season is less than 45 days (Isaev et al. 2017).
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4.3 In-situ measurements

4.3.1. Ground temperature measurements

Various boreholes are constructed in the study area to measure the temperatures (list of
the boreholes provided in Table 4.1). Initially, two boreholes were drilled, and temperature
sensors were placed during field measurements in June 2013 (bh#4, 6m deep) and June
2014 (bh#6, 3.5m deep). BH#4 borehole was dug in the low terrace (S#1) and bh#6 was
on the high terrace (S#2). Boreholes were made using handheld Augers and M_log5W
(GeoPrecision GmbH) thermistors were placed inside them. The boreholes are protected
by a plastic pipe to avoid internal collapse. The sensors of the thermistors are typically
kept 0.3m to 0.5m apart. But near the surface, sensors are placed at 0m and 0.1m to
capture the temperature of the surface and just below the vegetation cover (lichen and
moss). The position of bh#4 and bh#5 is shown in Figure 4.4.

Figure 4.4: Typical cross section at zone S#1 depicting the positions of the boreholes.
The boreholes are equipped with thermistor strings to measure the temperature at various
levels (Isaev et al. 2017).

The boreholes are 3.3m to 9.9m deep. Due to some technical issues, continuous measure-
ments of temperature were not achieved. The temperature measurements of the bluffs are
shown in Figure 4.7 and 4.8 (trumpet curves; monthly). The measurements are collected
from the equipment once a year during field investigations.
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4.3.2. Sediment size distribution

Samples were collected from the beach to perform a sieve analysis. The results are shown
in Table 4.2. The D50 of the study area is estimated to be 0.31mm.

4.3.3. Historical air temperature records

Historical temperature data is available from two meteorological stations, Ust Kara station
(N 69.25 E 64.93) and Marresale station (N 69.71 E 66.80). Ust Kara station is 88.65
km North-West of the study area and situated on the same coastline. Marresale station
is farther up North, 95.82 Km in the north direction from the study area, and situated
on the opposite coastline. Historical temperature data is available from the year 1914 at
Marresale stations, whereas data from the year 1934 is available for Ust Kara station.

4.3.4. In-situ test of the thermal properties

Thermal properties of the coastal bluff of the study area are shown in Table 4.3 from
the in-situ test. The thermal conductivity of the upper layer, which consists of peat, and
vegetation decomposition, exhibits a lower conductivity than the non-organic active layer
and permafrost. The permafrost in the study area demonstrates a thermal conductivity
of 1 to 1.5 W/m�K.

Table 4.1: List of boreholes at the study area are shown. The boreholes are placed in the
cliffs, both at the high and low marine terraces (Isaev et al. 2017).

zone Borehole ID Depth Coordinates Drilled on Remarks

S#1 bh2 9.9 m N 68.853004
E 66.899996 Sep 2016 On the slope

S#1 bh3 9.9 m N 68.852599
E 66.899767 Sep 2016 30 m inside the crest

S#1 bh4 6.2 m N 68.853797
E 66.889794 Jun 2013 Inside the cliffs, discarded

S#1 bh5 9.9 m N 68.858327
E 66.838207 Sep 2014 5 m above the water level

S#2 bh6 5 m
[3.31 m]

N 68.857162
E 66.843057 Jun 2014 15 m above the water level

Table 4.2: The sediment size distribution of the study area (Isaev et al. 2016).

sediment size (mm) remarks
sample ID <0.0002 0.0002-0.001 0.001-0.05 0.05-0.1 0.1-0.25 0.25-0.50 0.50-1.00 1.00-2.00
sample#1 2.5 10.39 19.46 29.33 38.03 0.28 0.00 0.00 S#1, bluff
sample#2 3.2 12.56 27.93 31.8 24.51 0.0008 0.00 0.00 S#1, bluff
sample#3 11.29 42.65 34.07 8.59 3.33 0.07 0.00 0.00 S#2, bluff
sample#4 0.00 0.22 0.15 0.0003 40.87 58.19 0.57 0.00 S#1, beach
sample#5 0.0002 0.48 0.36 0.0002 33.69 62.09 3.38 0.00 S#1, beach
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Table 4.3: Thermal properties of the sediments on the bluffs. The top organic active layer
has very low thermal conductivity and thus acts as a blanket hindering the thawing process.
Other than the top organic layer, thermal properties vary a little along the depth. data
source: (Isaev et al. 2017)

Location Depth Soil type Temp Thermal
conductiv-
ity

m °C W/(mK)
Excavation-1
N68.85305
E66.88763

0-0.15 Peat, middle stage of decomposition,
dark brown

1.3 0.386

0-0.20 Layering of sand light-grey, frozen and
dark gray light loam, cryoturbation

1.94 0.732

0.42-
0.75

Sand, grey, fine-grained, with layers of
ferruginous matter

1.0 1.42

Excavation-2
N68.85361

0.40-
0.60

Loam, dark grey, soft plasticity with
deep decomposed organics

1.5 1.48

E66.89361 0.60-
0.9

Sand fine grain, light-grey with a ver-
tical band of ferruginous matter

1.15 1.16

0.9-1.3 Sand fine grain, light-grey with a ver-
tical band of ferruginous matter

0.47 1.39

0-0.30 Loam dark-grey, soft plasticity with
ferruginous matter

3 1.64

Excavation-3
N68.85277
E68.87778

0.30-
0.53

Sand light browny grey, middle grain
size, with ferruginous matter layers and
inclusions of fine gravel matter

1.4 1.58

0.61-
1.64

sand, light-grey, middle grain size, with
horizontal layers of dark sand and ver-
tical bands of ferruginous matter

1.13 1.04

4.3.5. Coastal profiles

The coastal profiles of the study area are surveyed using the Differential Global Posi-
tioning System (DGPS). Geo-referencing is completed using handheld DGPS receivers
and employing datum to identify the profile in the field. After that, the observations are
transferred to the Russian State Geodetic Coordinate System (GSK-2011). Coastal fea-
tures such as bluffs and shorelines are recorded. Surveying via light detection and ranging
(LiDAR) began in 2018. Figure 4.5 shows one profile from each site of S#1 and S#2.
The rest of the profiles are shown in Appendix A.2.
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Figure 4.5: Measurements of two coastal profiles in S#1 and S#2 are shown. [a] Measure-
ments of profile P#1 in the zone S#1. [b] Measurement of profile P#11 in zone S#2. The
bluff height in this profile is approximately 14m.

4.4 Observation of erosion in the study area

4.4.1. Thawing and slumping

Both thermoabrasion and thermodenudation are active in the study area. During the
summer, the thawing is continuous, and slumped materials accumulate on the beach.
Two photos of 12 hours apart are shown in Figure 4.6-d. The thawed sediments are
accumulated at the base of the bluff and are clearly unconsolidated. During high tides or
storms, the sediments will be carried away offshore.

4.4.2. Niche openings

Figure 4.6 depicts the wave-cut niche at the base of the bluff at profile#11. The niche has
not reached a critical length; the overhanging bluff is still stable. The vertical position
of the niche is higher than that at high tide. It was formed by a storm surge before the
observation was made. During observation, no loose sediment was noticed at the base
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or inside the niche opening. The return currents must have carried away the sediments
when the storm flooded the beach.

Figure 4.6: [a] Status of Profile#11 during the 2015 measurement. The coastal profile#11
is shown as a black line. A wave-cut niche is visible at the base of the bluffs. Image source:
(Isaev et al. 2016) [b] Permafrost inside the bluff was excavated during the field investigation
in 2015. Image source: (Isaev et al. 2016), [c,d] six-hour time-lapse of thermodenudation in
S#1. Niche is visible at the base of the bluffs, but the bluffs are stable. Accumulation of
slumped sediments at the base. Image source: Vladislav Isaev. SAMCoT Report, 2015.

4.4.3. Permafrost

The permafrost layer inside the bluffs during summer is shown in Figure 4.6b. The thawed
layer above the permafrost is approximately 0.5 to 1 m at the bluff surface. It is clear
from the figure that the thawed layer has a considerable thickness at the bluff slope. Since
all the thawed layer is not slumped, we can infer that the intensity of the slumping (mass
flux) is limited by the slope or stability of the thawed layer rather than thickness. In
other words, the observations indicate the thawing rate (dxt/dt) is clearly higher than the
reduction rate (slumping) of the thawed layer (dz/dt).
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The following summarises the observations from several years in the study area:

• Thermodenudation at the bluff face may be active, even when sea ice is present and
land-fast ice remains at the base of the bluffs. Unlike thermoabrasion, the open
water season is not a prerequisite for thermodenudation. Thermoabrasion, however,
has some pre-conditioned that must be fulfilled, such as open water, warm seawater
and storm surge.

• Thawed sediments from the bluffs fall under gravity and expose the permafrost
underneath. The slumped materials are loose and accumulate on the beach. So the
thawing depth and slumping influence each other; the two modules can not have an
order of precedence, as the two processes are parallel.

• Wave-cut niches are developed at the base of the bluffs, while the bluffs may still
be stable. Several storms may elongate the niche depth to a critical depth. Unless
the niche depth reaches the critical length, the bluff remains stable.

• Thawed sediments accumulated at the base of the bluffs remain there until an ex-
treme event creates a higher water level and return current.

4.4.3.1. Temperature profiles of the coastal bluffs

The temperature profile of the coastal bluff is shown in Figure 4.7. The monthly average,
monthly maximum, and monthly minimum are shown with three lines. After the depth
of 0.5m, the temperature variations are quite small.

Figure 4.8 depicts the temperature profiles at zone S#2. The temperature profiles are
similar to S#1. But the thawing depth is higher for zone S#2. S#2 consists of bluff
heights of 12-17m, and the water table during the summer is found to be quite low. This
may result in higher thawing depths.
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Figure 4.7: The temperature profile of the coastal bluff S#1 until the depth of 2.43m. The
monthly mean(blue line), monthly maximum (red line), and monthly minimum (black line)
are shown.
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Figure 4.8: The temperature profile of the coastal bluff S#2. The monthly mean(blue
line), monthly maximum (red line), and monthly minimum (black line) are shown.

4.5 Environmental forcing

The environmental forcing as input parameters are areavailable from the re-analysis
model of the NCEP climate forecast system (Saha et al. 2014). The re-analysis was
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obtained from metocean data-portal of Danish Hydraulic Institute (available using the
web portal at: v1.metocean-on-demand.com). The input parameters are taken at the
point 66.89°E, 68.9°N . The time interval between two measurements is three hours.

4.5.1. Solar radiation (short wave)

Figure 4.9: SW radiation reaching the bluff surface of the study area. data source: NOAA,
(Saha et al. 2014)

The solar radiation reaching the bluff surface as a short wave from 1978 to 2020 is shown
in Figure 4.9. The maximum level is close to 350 W/m2, whereas the average SW ra-
diation in the warmer climate is close to 4000 W/m2. The radiation energy is almost
zero to negligible during the months of December to January. Redistribution and absorp-
tion of solar radiation and large-scale circulation of the air masses determine the rate of
degradation of the permafrost. The annual arrival of total solar radiation in the study
area is estimated to be 3, 000MJ/m2. Out of the total energy, 800MJ/m2 is coming
from direct solar radiation as solar heat. Due to the closure of the sky by clouds, the
radiation comes in the form of scatter radiation. Half of the total amount reaches the
study area during the months of May-June. Estimated absorbed solar radiation is close
to 1, 500MJ/m2, and the rest of the energy is reflected in the atmosphere. The average
heat fluxes reach close to 250W/m2 in between week#25 to week#30. The cloud cover
of the study area is quite high throughout the year. On average, more than 50% of the
time, the sky is covered by clouds. During the winter seasons, the clearance is close to
20% only, whereas, during the summer, the clearance increases slightly and reaches close
to 40%. The higher standard deviation during the summer than that of winter indicates
the variability is higher during the summer.
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4.5.2. Historical wind storms

The frequencies and direction of the storms in the study area are shown in Figure 4.10.
Storms are defined as at least 12 m/s wind speed sustained for 36 hours. The number of
storms is greater in winter ( marked with a green dot). Summer storms are smaller in
amplitude and lower in frequency.

Figure 4.10: Historical storms during summer and winter. The directions are shown as
an angle with North. The wind speed is marked on the radius. data source: NOAA, (Saha
et al. 2014).

4.5.3. Thawing index

Thawing index (Thi) is defined as the sum of all the positive average daily temperature
days, expressed with the following equation:

Thi =
nX

i=1

✓ (4.1)

Where n is the number of summer days where the average daily temperature is more
than zero-degree Celsius, ✓ is the average daily temperature of the nth day. Figure 4.11
depicts the thawing index of the study area. The recent increase in the thawing index is
immediately visible. The latest hottest summer is found to be 2016. During the 80s and
90s, the thawing index was around 600-degree days, whereas during 2016 thawing index
is estimated to be more than 1500.
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Figure 4.11: Historical thawing index of the study area. The trend shows an increase
in the thawing index; compared to the 90s, it increased by almost two folds. data source:
NOAA, (Saha et al. 2014)

4.5.4. Wind speed

Winter and summer have different wind conditions. During the winter, the wind speed
is observed to be up to 20 to 25 m/s which is far higher than that of summer. Also, the
direction of the winter wind is different. In every season, we identified ten to twelve cold
storms passing the bay. During the open season, the frequency of cyclones and storm
winds is lowered by around 50% (see Figure 4.10). Maximum wind speed during the
summer was recorded to be 19.24 m/s (see Table 4.4). The top 75% value for the wind
speed during the storm during summer is 14.62 m/s. The mean direction of the wind is
255° with the North which translates to a 3° angle with the shore normal.

During the summer, the wind blows almost vertically to the shoreline. The storms are
stronger during the winter season and higher in magnitude. The average number of storms
during summer is estimated to be 3.52 (a wind speed of at least 12.5 m/s and duration
of 48 hours is considered a storm). In contrast, during the winter, the average number of
annual storms reaches 12.83 in number( see Table 3 for details). The maximum number
of storms occurred during 1988,1995 and 1997 in winter (n =20). The maximum number
of storms during the summer was in 2009 (n=9). The average direction is 270° with N,
which is 33° with normal shore direction) whereas the winter average direction is 227°
which is -25° with the shore-normal direction). The total number of storms during the
observation from 1979 to 2019 is 141 in summer and 539 in winter.
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Table 4.4: Distribution of wind speed during summer and winter. data source: NOAA,
(Saha et al. 2014)

Wind (speed) Wind (dir) Air pressure Air temp Sea temp
m/s degree KPa °C °C

Summer

mean 14.04 255.16 999.26 3.59 3.01
std 1.35 68.36 9.11 3.30 3.22
min 12.50 25.64 972.00 0.03 -1.01
25% 12.93 243.93 993.70 1.23 0.29
50% 13.76 265.07 999.00 2.95 2.51
75% 14.62 297.07 1005.80 4.93 4.38
max 19.24 358.30 1023.80 20.78 21.14

Winter

mean 14.50 226.81 1000.91 -8.58 -8.24
std 1.75 70.88 13.14 5.68 5.53
min 12.50 0.90 966.59 -30.62 -28.82
25% 13.20 175.52 991.93 -12.18 -11.89
50% 14.10 249.76 1001.30 -7.46 -7.22
75% 15.21 264.26 1009.44 -4.34 -3.96
max 22.24 357.28 1040.55 -0.03 3.61

4.5.5. Historical Air temperature

Figure 4.12: Yearly mean temperature values are drawn with the standard deviation of
each year (derived from monthly averaged values) ( observations missing from 1953 to 1962).
data source: field measurements (Kokin et al. 2019) and NOAA, (Saha et al. 2014).

The annual mean temperature was observed in 1934 to be around -8°C, which is increased
to now -6.5°C. When we consider the trend-line of the annual temperature, we observe the
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annual average calculated from the monthly average temperature is increasing over time,
albeit the rate is slow. However, if we consider the coldest month of the year (February)
and the warmest month (July), we notice the trend is different. The coldest month
demonstrates almost no increase over time; though fluctuation exists, the long-term trend
is very stable. We cannot say the same for July. The trend shows the temperature in the
month of July is sharply increasing.

The yearly average temperature of the study area is drawn along with the standard
deviation of the temperature (Figure 4.12). The standard deviation is increasing over
time, indicating the anomalies are increasing steadily.
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CHAPTER 5

Result and Discussion

Chapter 3 presented a process-based model for Arctic coastal erosion driven by ther-
modenudation and thermoabrasion combined and including nearshore morphodynamics.
In addition, for the data-poor environment, a probabilistic approach to handle the uncer-
tainties related to the input parameters was demonstrated. Further, a data-driven model
of permafrost temperature was introduced. The models were calibrated and validated us-
ing the field measurements described in Chapter 4. This chapter presents the calibration
and validation, together with results and findings from various model sensitivity analyses.

5.1 Process-based model for Arctic coastal erosion

As discussed earlier, each process of Arctic coastal erosion is represented within the numer-
ical model as a submodule. The mechanism of thermodenudation and thermoabrasion is
simulated using a combination of the submodules. These submodules can not be validated
as stand-alone models except for the thawing submodule (see section 5.1.2). However, the
process-based model, after coupling the submodules, can be calibrated and validated using
the yearly measurements of coastal profiles. The model must simulate at least one year of
erosion to use the measurement properly. With several iterations during the calibration,
a combination of input parameters of the submodules can be obtained. The parameters
are chosen in a way so that the outcome of the model matches as closely as possible to
three indicators: (a) crest retreat, (b) erosion volume per width (volume per metre along
the crest line) and (c) changes in the bluff slope.

78



5.1. PROCESS-BASED MODEL FOR ARCTIC COASTAL EROSION

5.1.1. Methodology of calibration and validation

The deviation of the simulation results of the numerical models from the observations is
measured using the following error formulas:

5.1.1.1. Standard Error of Estimates (SEE)

The standard error of estimate (SSE) ( Eq. 5.1) measured the mean deviation between
the simulated and measured values.

SEE =

sP
N

t=1[o(t)� ô(t)]2

N � 2
(5.1)

where, N is the number of the samples, ô(t) is the observed N values, o(t) is the value by
simulation.

5.1.1.2. Coefficient of determination

The coefficient of determination (R2) indicates the part of the variance in the dependent
variable, which we can estimate from the independent variables. However, the value of
R2 does not indicate whether an appropriate regression is used.

R2 = 1�
P

(oi(t)� Pi(t))2P
(oi(t)� ō)2

(5.2)

where oi is the i th observation, P is the prediction of the statistical model and ō is the
average of the observation.

5.1.1.3. Root Mean Square Error (RMSE)

The root mean square error (RMSE) is used to estimate the deviation from the measure-
ment. The following formula is used to determine RMSE:

RMSE =

sP
N

i=1 (oi � ŝi)
2

N
(5.3)

where RMSE is the root mean squared error, i is the variable, N is the number of grid
points of simulation and observation, o is the observed value at the grid point and ŝ is
the simulated value at the grid point.
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5.1.1.4. Upper and lower limit determined by field observations

For some parameters where field measurement is not available, an upper and lower limit is
established from either field observations or a theoretical understanding of a similar case.
For example, the upper and lower limit of the parameter water level (wl) is estimated from
the observations (a) the water in the calm weather does not reach the base of the bluffs
(upper limit) and (b) the width of the beach is 40 to 60m (lower limit). The coefficient of
convective heat transfer is estimated to be at least 25W/m2 � k using the idealised case
of airflow over a flat plate.

5.1.2. Calibration and validation of thawing submodule using in
situ temperature measurements

Temperature measurement inside the bluffs is obtained by digging boreholes and placing
thermistors inside the borehole. A short description of the boreholes and temperature
measurements is provided in section 4.3.1 on page 65. In this section, calibration and
validation of the thawing submodule using temperature measurement from borehole bh#4
are presented. Assuming the temperature curve crosses the zero-degree line at the melting
face and a linear temperature profile between the two measuring points, a time series of
thawing depth is calculated.

Two measurements of nodes at points A and B at a particular time are such that TA > 0

and TB < 0 ( see Figure 5.1). A linear temperature profile is assumed between the two
points which crossed the zero-degree line at a depth x from point A. Using the proportional
properties, x is calculated by following:

Figure 5.1: Assuming a linear temperature profile between the two nodes, the thawing
depth is calculated.
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x =
h

TA � TB

TA (5.4)

where TA and TB are two consecutive measurement such that TA > 0 and TB < 0, h is
distance between the two points and x is the thawing depth from point A. The thawing
depth, xt measured from the surface and thus adjusted accordingly.

Temperature measurement from bh#4 is used to estimate the thawing depth of zone S#1.
The thawing depth of summer, 2017 is shown in Figure 5.2.

Figure 5.2: The thawing depth calculated from the permafrost temperature measurement
of bh#4.

From the figure, we notice thawing depth sharply increases at the beginning of summer.
The maximum depth reaches around 0.8m and after September, freezing started.

Figure 5.3: The thawing and freezing rate.

The air temperature and thawing rate are shown in Figure 5.3. The air temperature has
almost no phase-lag with the thawing rate. The maximum air temperature and highest
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thawing rate almost coincide. The freezing rate is almost the same as the thawing rate (
2cm per day).

Figure 5.4: Iteration seeking the optimum value of hc (Islam and Lubbad 2022).

Using the thawing module, the thawing depth (xt) can be calculated from the environ-
mental forcing. The field measurement is then compared with the simulated value and
RMSE error is determined. Many iterations are performed to seek the optimum hc value
that results in the lowest RMSE. The result of the iterations is shown in Figure 5.4. It is
clear from the figure that an optimum value of hc can be found, which leads to the lowest
error. For the zone S#1 it is 106W/m2 �K. The simulation by thawing the submodule
using hc = 106 is shown in Figure 5.5.

Figure 5.5: The thawing depth obtained using Eq.5.4 from the measurements of permafrost
temperature; compared with the simulation. The module estimated the maximum thawing
depth close to the measurements. However, the thawing and freezing rates are not matching
perfectly with the measured values.

Keeping the parameters unchanged, the model is applied to the measurements of summer,
2014 as shown in Figure 5.6. The maximum thawing depth is quite accurately simulated.
However, the numerical model simulates a shorter duration of thawing. The thawing
process is being simulated with a time lag and the numerical model also simulated faster
freezing.
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Figure 5.6: Application of the thawing module to another set of measurements for a
different year is shown here. The model predicts the maximum thawing depth with good
precision.

5.1.2.1. Discussion

The following comments are made on the thawing submodule:

• The numerical model simulates slower thawing but faster freezing. This indicates
the simplification imposed by the assumptions has consequences.

• The numerical model is optimised to capture the lowest RMSE which almost ac-
curately captures the highest thawing depth. However, the small undulation in the
middle of summer is loosely captured by the numerical model.

• The minimum RMSE attained after optimisation and calibration was 0.1m which is
almost 12% of the maximum thawing depth.

5.1.3. Calibration of the input parameters by iterations

5.1.3.1. Calibration of water level

The water level (wl) at the offshore and nearshore boundary (outermost boundary of
XBeach) is updated at every timestep. Mean sea level (wl) is estimated by superimposing
water level changes due to tide (ht) and storm surge (⌘) on the mean sea level (hm),
expressed by the following equation:

wl(t) = ht(t) + ⌘(t) + hm (5.5)

where hm is the mean sea level, which is constant during the simulation (not a function
of time), ht denotes tidal water-level changes at three-hour intervals (interpolated from
the measurement), and ⌘ is the storm surge level estimated at three-hour intervals by the
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storm surge submodule. The model is calibrated by altering the value of wl of Eq. 5.5;
the values of ht and ⌘ are not subject to calibration. We use the initial value for wl from
the field measurements during the calm summer days.

The parameter wl has upper and lower limits; the constraints are imposed from field
observations: (1) the water level does not touch the base of the bluffs during high tide on
a calm day (upper limit of wl), and (2) the length of the beach from the base of bluffs to
the swash zone varies from 40 to 70 metres (lower limit of wl).

5.1.3.2. Calibration of convective heat transfer coefficients

In section 5.1.2, we calibrated the hca for the bluff surface. The remaining three other
values are calibrated using trials and errors to match the total erosion volume.

For the wet portion of the coastal profile, the initial value of hcw is determined from the
following formula Kobayashi et al. (1999):

hcw =
afwCwUw

1 + F
p
0.5fw

(5.6)

where a is the empirical parameter equal to 0.5, fw is the wave friction factor, Cw is the
volumetric heat capacity of seawater, Uw is the fluid velocity and F is the parameter
depending on the turbulence and Prandtl number. Kobayashi et al. (1999) estimated the
value of hc within the range of 500 to 800 W/m2�k. After several iterations, we reach
hcw = 700W/m2 � k for our cases.

For the hca of air of bluff slope and dry portion of the beach, the initial value of iteration
is determined by using the equation for the forced convection of a turbulent flow over a
flat plate:

Nu =
hc · L
kf

= 0.037Re0.8Pr1/3 (5.7)

where Nu is the Nusselt number, kf is the thermal conductivity of the fluid, L is the
characteristic length, Re is the Reynolds number, and Pr is the Prandtl number. Using
Pr=0.71 for air, we estimate the initial value of hca to be approximately 25 W/m2 � k.

5.1.3.3. Calibration of the critical slope (mcr)

The slumping process simulated within the numerical model is controlled and triggered
using one single parameter, the critical slope (mcr) of Eq. 3.9. The calibration is achieved
by running the model with various values of mcr within an acceptable range and then
selecting the mcr value that yields the closest estimate of total erosion volume and the
profile shape.
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We estimated initial values for the trials from field measurements of the coastal profiles.
The bluff height and bluff slope of 30 measurements are shown in Figure 5.7. These
measurements were taken between 2012 and 2017 on several profiles of S#1 and S#2.
The slope of the profiles varies from 0.1 to 1.1. A distinct difference is visible between the
bluff slopes of zones S#1 and S#2. The coastal profiles are measured at the end of the
summer when the thermodenudation is almost complete. We infer that the slopes of the
bluff faces are near-stable slopes, and thus, the critical slope should be more than these
measured slopes. We also note that the profiles at S#2 have a greater bluff height and
steeper slope. We used a lower limit of Figure 5.7 for 0.2 and 0.4 for the S#1 and S#2,
respectively. The upper limit was set at 0.45 and 0.8 for S#1 and S#2.

Figure 5.7: Relation between the bluff height and bluff slope in the study area (Islam and
Lubbad 2022).

5.1.3.4. A summary of the calibrated parameters

The model is applied to field measurements of coastal profiles with environmental forcing.
The input parameters are calibrated to match the simulation outcome to the three targets:
net erosion volume, crest retreat and bluff slope as closely as possible. The combination
of the input parameters for which the simulation demonstrated lowest deviation is taken
as calibrated parameters. A summary of the calibrated values of the parameters is shown
in Table 5.1. In the upcoming sections, we discuss the results of the calibration and
application of the model.
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Table 5.1: Summary of the calibrated parameters.

parameter zone symbol calibrated value unit remarks

convective heat transfer
coefficient (air)

S#1 & S#2 hca;surface 90 W/m2 � k for bluff surface
S#1 & S#2 hca;face 98 W/m2 � k for bluff slope
S#1 & S#2 hca;beach 120 W/m2 � k for beach

convective heat transfer
coefficient (water) S#1 & S#2 hc,w 700 W/m2 � k for seabed

Tensile strength of ice S#1 & S#2 cice 1⇥ 104 N/m
Tensile strength of permafrost S#1 & S#2 cp 1.2⇥ 105 N/m

critical slope ( dry) S#1 mcr;a 0.35 -
S#2 mcr;a 0.5 -

critical slope (wet) S#1 & S#2 mcr;w 0.2 -
mean water level S#1 & S#2 hm -7.7 m Ref:GSK-2011

5.1.4. Results of the simulation

The application of the model is demonstrated in this section using one case, the calibration
and validation cases are described in the journal paper attached as Appendix C.3.

5.1.4.1. Defining a case

The erosion measurement using coastal profiles of two consecutive years, named case#1,
is shown in Figure 5.8. The coastal profile is in zone S#1 with a bluff height of around
6m. The profile has undergone a net erosion volume of 7.03 m3/m � width. The lower
part of the coastal profile gained 3.28 m3/m � width, but overall, the erosion is almost
three times higher than accretion. The crest retreat as a result of the erosion is 4.1m. A
summary of the case is shown in Table 5.2.

Table 5.2: The summary of the case#1. The net erosion from 2015 to 2016 on profile#1
is 7.03 m

3
/m� width.

Cases Zone Profile Time Crest Retreat Erosion Accretion Net Erosion

From To (m) (m3/m�width) (m3/m�width) (m3/m�width)

case#1 S#1 P#1 15-09-2015 14-09-2016 4.1 10.31 3.28 7.03
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Figure 5.8: Coastal profiles of case#1, two measurements are from 2015 and 2016. Part of
the coastal profile is accreted; however, the erosion is greater than accretion. Net erosion is
7.03 m

3
/m� width.

5.1.4.2. Environmental forcing

In order to run the one-year simulation, environmental parameters to force the model
are required. The air temperature, water temperature, significant wave heights (Hm0

calculated at BC2 by SWAN), and wind speeds from September 2015 to September 2016
are shown in Figure 5.9. The air and sea-surface temperatures show almost no phase lag.
The wind speeds are higher during the winter. Storms are defined as wind speeds greater
than 10 m/s within a 36-hour window. The air temperature during the summer of 2016
reached 28°C, which presents a significant anomaly. The source of these input parameters
is the NOAA reanalysis model (Saha et al. 2014).

The winter and summer conditions are shown with a blue and red line respectively ( except
for Hm0 since no wave is considered during winter). Winter started on 28 September and
ended on 16 May the following year.
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Figure 5.9: The environmental forcing during the calibration cases is shown. [a] The air
temperature of the study area is shown; summer with a red line and winter with a blue line.
During the summer of 2016, the temperature reached 28°C. The year 2016 was the hottest
in recent decades. [b] Sea-surface temperature is shown, summertime with a red line and
winter with a blue line. The phase lag between air and sea-surface temperature is minimal.
[c] The wave conditions at the BC2 boundary during summer, the input for the XBeach, are
shown. The storms are marked with ’x’. [d] Wind speed and storms are shown. Wind speed
is higher during the winter.
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5.1.4.3. Simulation of thawing depth

The model requires thawing depth as an initial condition. We calibrate the model with 0.4
metres of initial thawing depth. The thawing depth at the bluff surface by the simulation
is shown in Figure 5.10. Thawing depth had a small initial increase followed by a sharp
decrease due to winter. The numerical model estimates no thawing depth from January
until almost the end of May. No erosion is recorded for this period.

Figure 5.10: The thawing depth at the bluff for case#1.

5.1.4.4. Prediction of the shape of coastal profile

The secondary aim of the calibration is to forecast the shape of the profile at the bluff
face and the elevation of the beach. The elevation of the beach is crucial since it affects
the inundation depth (hid), which in turn controls the thermoabrasion. The performance
of the model for case#1 is shown in Figure 5.11. Before estimating the RMSE value, we
’normalise’ the profile around the middle of the bluff slope. Hence, the RMSE values are
only related to the shape of the profile, and not associated with the position of the bluff.

Figure 5.11: Case#1: Prediction of the coastal profile shape after normalising the simula-
tion around the middle of the bluff slope. The RMSE of the prediction is 0.56 m.(Islam and
Lubbad 2022)
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For case#1, we observe that the simulation predicted a slope slightly steeper than the
measurement. The predicted elevation of the beach was close to the measurements, al-
though it overestimated the erosion by sediment transportation. The deviation is highest
near the base of the bluff; errors near the beach are negligible. The model overestimates
the erosion at the base of the bluffs.

5.1.4.5. Simulation of erosion

The two mechanisms, thermodenudation and thermoabrasion, are active within the nu-
merical model simultaneously. The model attributed almost 76% of the erosion volume to
thermoabrasion, which is aligned with the observation by Are F (1988) that thermoabra-
sion along the Kara Sea coasts is three to four times stronger than thermodenudation. One
big collapse, followed by two small collapses, occurred during the middle of the summer of
2016. At the end of the summer, there were some storms, but the water temperature was
not high enough to accelerate niche growth. The model over-estimate the erosion volume;
the crest retreat was underestimated by almost 5%. Table 5.3 provides a summary of the
simulation result.

Figure 5.12: Simulation of case#1 is shown. subfigure [a] cumulative thermodenudation
and thermoabrasion as time series are shown with collapses. The model attributed 24.22%
of erosion volume to thermodenudation and the rest to thermoabrasion. subfigure [b] Net
cumulative erosion along with the parameter hid is drawn. The collapses are not aligned with
the frequencies of the hid indicating several storms result in a bluff collapse. The collapses
did not occur at the beginning of summer or at the end. (Islam and Lubbad 2022)
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5.1.4.6. Simulation of crest retreat

The secondary aim of the simulation is to predict the crest retreat of the bluffs. The crest
retreat of the Arctic coast is retrogressive, i.e., always retreating as there is no restoration
mechanism similar to the dune systems of the sandy beaches in warmer climates. The
crest of the bluff is always moving towards the land. The annual crest retreat rate is
important for predicting vulnerability and associated risks. For case #1, the crest retreat
rates were 4.1m. The model predicts crest retreats of 3.9 m (Figure 5.13).

Figure 5.13: The crest retreat as a time series is shown. The crest retreats coincide with
the bluff collapses. The sudden drops are due to thermoabrasion, which contributed the
most to the retreat. (Islam and Lubbad 2022)

Table 5.3: Summary of the calibration of case#1. (td = thermodenudation and ta =
thermoabrasion).

Case Criteria Measured
Simulation

Error (%)
Volume (%) net

case#1 erosion volume (m3/m�width) 7.03 td 2.01 24.22% 8.3 17.9%
ta 6.29 75.78%

crest retreat (m) 4.1 - - - 3.9 4.8%

5.1.5. Simulation of long term erosion

5.1.5.1. Defining a case

The application of the model for the long-term erosion simulation is demonstrated by
case#L ( adopted from case#5 of Appendix C.3). The simulation duration of the case
is five years and four months. A summary of the case is shown in Table 5.4. The crest
retreat is 16m for the five years and the erosion volume is 71.05 m3/m � width. The
changes in the coastal profile are shown in Figure 5.14.
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Table 5.4: A summary of the case#L for long term simulation.

Cases Zone Profile Time Crest Retreat Erosion Accretion Net Erosion

From To (m) (m3/m�width) (m3/m�width) (m3/m�width) (m3/m�width)

case#L S#1 P#1 13-06-2012 15-09-2017 16 71.05 0.00 71.05

Figure 5.14: Coastal profile changes of case#L. The case is based on profile#1, from 2012
to 2017. The measured erosion volume is 71.05 m

3
/m� width.

5.1.5.2. Result of long term simulation

The erosion pattern of case#L is similar to the other cases. The erosion is dominated by
thermoabrasion (70.68%). The thermodenudation rate differs each year. The hid values
during the simulation are shown in the secondary y-axis. We observe higher hid values
for the earlier years; the highest hid is observed during the summer of 2014. The effect of
the higher hid values of 2014 did not translate to many bluff collapses. The bluff collapse
by niche growth requires a positive hid value, but the intensity of the erosion does not
depend on the frequency and magnitude of the hid values.
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Figure 5.15: Simulation results for case#L. sub-figure [a]: The cumulative thermoabrasion
and thermodenudation are shown separately. Thermoabrasion is the dominating mechanism;
similar to earlier cases. sub-figure [b]: The combined erosion volume is 80.5 m

3
/m� width

which is over estimation of measurement. (Islam and Lubbad 2022)

5.1.6. Effect of environmental forcing on long term erosion

5.1.6.1. Air temperature

In Figure 5.16, the air temperature and simulated cumulative erosion are drawn. The
upwards zero crossing of the air temperature and the inception of the erosion in the
summer have a small phase lag. The erosion rate correlates with air temperature; higher
air temperature leads to increased erosion. At the end of the summer, the erosion stops
as soon as the air temperature exhibits a downward zero crossing.

Figure 5.16: Air temperature and cumulative erosion (simulation) (Islam and Lubbad
2022).
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5.1.6.2. Thawing index

The thawing index of air is used in many empirical equations concerning the thawing of
permafrost and erosion. Figure 5.17 draws the measured cumulative thawing index of
case#L juxtaposed with the simulated cumulative erosion. The correlation between the
two parameters is very strong even though the thawing index is only one of the environ-
mental forcing parameters of erosion. The cause of the erosion can be partly attributed to
the thawing index. We cannot establish a direct causation-relation of the thawing index
of air with thermoabrasion; warm air has almost no immediate effect on erosion by ther-
moabrasion. From the simulation result, we notice that even though erosion is dominated
by thermoabrasion, a strong correlation exists between the cumulative thawing index and
cumulative erosion.

Figure 5.17: Cumulative thawing index and erosion (simulation)(Islam and Lubbad 2022).

5.1.6.3. Wind speed

However, the wind speed and the simulated cumulative erosion of case#L are not cor-
related (Figure 5.18). The wind speeds are higher during the winter when there is no
erosion. The bluff collapses (creating a jump on the cumulative erosion) rarely coincide
with the storms of the summer. We can infer that the bluff collapse by thermoabrasion is
not dominated by storms in the summer; instead, a combination of various environmental
forcing results in bluff failure, justifying the inclusion of hydrodynamic and morphological
submodules into the numerical model of Arctic coastal erosion.
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Figure 5.18: Wind speed and cumulative erosion (simulation). (Islam and Lubbad 2022)

5.1.7. Sensitivity of the process-based model

Considering the scarcity of measurements to identify and discern the individual effect of
the coastal processes, a sensitivity analysis is undertaken to demonstrate the behaviour
of the numerical model and its potential applicability. For this purpose, a base case is
defined where the erosion is a combination of thermodenudation and thermoabrasion.

5.1.7.1. Methodology of the sensitivity analysis

Sensitivity analysis is performed on the base case shown in Figure 5.19, and some conclu-
sions are inferred. Two approaches are adopted: (a) turning off a process and comparing
it with the base case and (b) amplifying or damping one environmental forcing to observe
the deviation from the base case.

The calibrated model is used to simulate the erosion of a hypothetical coastal profile
over a period of 31.25 days, from 7 June 2016 to 8 July 2016. Environmental forcing
are taken from NOAA reanalysis (Saha et al. 2014). The base case coastal profile has a
bluff slope of 0.35 and a height of around 7 m. The base case is developed in such a way
that one single mechanism does not dominate; erosion volume due to thermoabrasion and
thermodenudation is almost equal.

Figure 5.19: Coastal profile of the base case.
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5.1.7.2. Defining a base case

The environmental forcing applied to the base case is shown in Figure 5.20. The erosion
volume reveals one collapse due to thermoabrasion occurs near the end. Almost no erosion
is recorded during the calm period.

Figure 5.20: The environmental forcing applied to the base case. [a] cumulative erosion
over time, [b] air temperature and wave heights (Hs) and [c] wind speed and storm surge.

5.1.7.3. Sensitivity of erosion to waves

The wave is the prominent mechanical driver of both erosion mechanisms. When we turn
off the wave inside the XBeach, the hid values become very small to non-existent (Fig-
ure 5.21). No sediment transport along the cross-shore is simulated, eventually stopping
thermodenudation by stabilising the slope. The model detects almost no erosion as a
result. We can infer the following:

• Thermoabrasion is controlled by both mechanical and thermal driving forces; the
absence of one of the driving forces can withhold thermoabrasion.

• Mechanically driven forces do not control thermodenudation, i.e., they are not the
limiting factor, but nearshore hydrodynamics can influence the rate of thermode-
nudation.
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• Without the presence of waves, no bluff collapse occurs even when the model simu-
lates positive values of hid; indicating the importance of the combination of thermal
and mechanical drivers.

Figure 5.21: The effect of waves on erosion. sub-figure[a]: cumulative erosion as a time
series. Cumulative erosion is almost zero when the wave module inside XBeach is turned
off. sub-figure[b]: comparison of total erosion.

Figure 5.22 shows the effect of the amplitude of the wave heights (hm0) at BC2 as an
environmental forcing. A 20% increase in the significant wave height increases the cumu-
lative erosion by more than 30% (qualitative assessment) as simulated by the model. The
bluff collapses are more frequent and occur earlier in the summer when amplitudes are
increased. Thermodenudation also increases as stronger waves enable a faster removal of
the thawed materials from the bluff base.

Figure 5.22: The effect of wave inputs on erosion.
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5.1.7.4. Sensitivity of erosion to niche growth

When we turn off the niche growth submodule, the model essentially converts to a ther-
modenudation model ignoring thermoabrasion even when the other submodules of ther-
moabrasion are active. Figure 5.23 describes the result where erosion is only allowed by
removing the sediments from the bluff-base via waves and currents, dominated by ther-
modenudation. We notice an initial high erosion. The frequent hid values indicate that
the erosion is due to waves and currents removing the thawed material from the base of
the bluffs and beaches.

Figure 5.23: Effect of the niche-growing process on erosion.Without niche growth, the
bluff collapse can not occur but the sediment transport from the base of the bluff remains
active.This leads to higher thermodenudation.

5.1.7.5. Sensitivity of erosion to slumping

The results of turning off the slumping module are shown in Figure 5.24. The model
allows the removal of sediments from the beach, but the influx from the slumping module
is turned off. The result shows that the erosion initially has a smaller value than the
base case. However, the erosion volume increased significantly later in summer with
frequent collapses. A comparison of the hid values reveals that higher and more frequent
hid are observed for this case, indicating the importance of the influx of sediments by
thermodenudation as an erosion-resisting mechanism in the model. The sediment influx
from the slumping elevates the base and reduces the probability of thermoabrasion. Thus,
two erosion mechanisms are intertwined.
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Figure 5.24: Effect of the slumping process on erosion.

5.1.7.6. Sensitivity of erosion to other input parameters

The model’s sensitivity to water level, tide, air temperature, water temperature, convect-
ive heat transfer coefficients are added as Appendix B.2.

5.1.8. Discussion on process-based model

The salient outcomes of the calibration, validation and sensitivity analysis are summarised
as follows:

1. Erosion during the winter is negligible or absent. Barnhart et al. (2014a) concluded
in their model that low erosion occurs at the end of summer and beginning of
fall for the coast of the Alaskan Beaufort Sea, whereas our numerical model for
Baydaratskya Bay in the Kara Sea simulates higher erosion at the middle and end
of summer.

2. There is a slight phase lag between the commencement of summer (measured by air
temperature) and the beginning of slumping. The air temperature had an upwards
zero crossing at the end of May, but thawing began after June.

3. Smaller sudden spikes in air and water temperature at the beginning of summer do
not contribute to thermodenudation. The model also does not show any immediate
response to the spikes of temperature anomalies. One of the possible explanations
for this behaviour is the low thermal conductivity of the permafrost and active layer.
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4. Thermodenudation is continuous and of lower intensity, whereas thermoabrasion
causes spikes in erosion volume. The limiting factors for thermodenudation and
thermoabrasion are, respectively, the latent heat requirement for phase change and
water depth at the base of the bluffs (hid).

5. The results of the numerical model suggest that thermoabrasion is a complex process
and does not demonstrate a linear relation with the intensity of storms. In other
words, the strongest storm does not necessarily lead to a collapse. A bluff collapse
by wave-cut niche results from a combination of the nearshore beach profile, storm
surge duration, water temperature, and bluff geometry. A similar observation was
made by Barnhart et al. (2014a) for the thermoabrasion numerical model of the
Alaskan Beaufort coast.

6. The two consecutive bluff collapses routinely have an interval between them, and
the time lapse between the two collapses is four to six weeks. The sediments re-
leased from the collapsed bluff alter the elevation near the swash zones, reducing
the probability of inundating the beach with warm water and resulting in slow niche
growth. The model by Ravens et al. (2012) considered a numerical elevation of the
beach by about 0.28 m to calibrate the model and achieve optimised calculation. In
contrast, the model proposed herein assumes the sediment from the bluffs increases
the elevation of the beach and the elevation is controlled by the morphodynamic
module (XBeach).

7. The parameter inundation depth, hid, acts as an on-off switch for thermoabrasion;
however, the numerical model does not show a clear relationship between the mag-
nitude of hid and erosion. Our model agrees with the previous observation of Ravens
et al. (2012) that overall crest retreat is controlled by the niche erosion process.

8. The erosion rate of thermodenudation was found to be approximately 0.4 m3/month
for low bluff-height profiles in zone S#1. The erosion rate by thermodenudation for
the zones with a high bluff is estimated to be close to 1 m3/month. The erosion
rate of thermodenudation does not show a strong relationship with the thawing
depth (xt).

9. The hydrodynamic forcing, especially wave condition, plays a vital role in the erosion
mechanism; hence the inclusion of the nearshore hydrodynamics and morphological
changes is important.

10. Thermodenudation and thermoabrasion are intertwined; one mechanism can affect
the other. For beaches where the two mechanisms are active, this feedback should
be taken into consideration.
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5.2 Probabilistic approach using Monte Carlo simula-

tion

The application of a process-based erosion model using Monte Carlo simulation is dis-
cussed in section 3.4 of Chapter 3 for data-poor environment. The approach is demon-
strated here using one coastal profile from the study area. The coastal profiles of the year
2012 and 2013, named case#P are shown in Figure 5.25.

Figure 5.25: case#P, coastal profile and crest retreat is shown along with the wind rose.
The crest retreat of 6.9m was measured between the two measurements of 2012 and 2013.

5.2.1. Probability of the bluff failure during a storm

The numerical model simulates crest retreat for each of the N=1000 cases generated using
normal and log-normal distributions. The probability of the bluff collapse during a storm
is calculated for the bluffs shown in case#P. Provided that the inundation depth (hid)
is kept constant at 0.25m, the probability of the bluff collapse is shown in Figure 5.26.
At the beginning of the storm, the probability is very low for a bluff collapse. As time
progresses, the probability increases almost linearly. The probability after 10 hours of the
storm is more than 50%.
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Figure 5.26: The probability of the bluff collapse during a storm for the case#P. The
probability is calculated by Monte Carlo simulation after applying the environmental forcing
of 2012-2013.

5.2.1.1. Probability of crest retreat

The probability of the crest retreat after N=1000 simulation is shown in Figure 5.27. A
deterministic storm surge module is used. The surge level ⌘ is calculated from the wind
speed and direction. From the water level simulation, the parameter hid is calculated. The
niche and bluff collapse submodules are probabilistic. The distribution of crest retreat is
estimated from all the cases. The crest retreat follows a normal distribution. Figure 5.27-
d shows the mean and 1.96� ( �=standard deviation) as a time series. The mean crest
erosion at the end of the simulation is found 6.6m with a standard deviation of 0.39m.
The numerical model predicts that 95% probability that the crest retreat is within 5.83m
to 7.36m when the field measurement was 6.9m.
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Figure 5.27: Cumulative erosion over the summer of 2013 of Case #P is shown. Subfigure
(a) displays the wind speed during the summer of 2013. The wind speed is input for the storm
surge module which calculates the storm surge level shown in subfigure (b), which in turn is
used to find the inundation depth hid in subfigure (c). Until here, the model is determinstic.
The coastal erosion as time series is calculated for each case of n = 1000 in the Monte Carlo
simulation. The distribution of the calculated erosion rate follows a normal distribution.
Shown in the subfigure (d) are the mean erosion (thick black line) with ±1.96 � drawn as
dotted lines (� = standard deviation).
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5.3 Data-driven temperature model of permafrost

This section demonstrates a data-driven temperature model of permafrost with one ex-
ample. The model is described in detail in journal paper C.2.

The model is based on the Eq. 3.19 ( section 3.5, page 54). Boreholes with thermistors are
placed in the study area to measure temperature within bluffs. An abridged temperature
measurement of one of the boreholes, bh2, is shown in Figure 5.28; a complete analysis
(both by FFT and single harmonic) is provided in Appendix C.2.

Figure 5.28: Temperature measurements of permafrost in a coastal bluff from depth 0.4
to 9.9m (bh#2, 21 nodes).
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5.3.1. Pre-processing of the raw data

The filed measurements contain some values which are clearly an error in the sensor.
Before proceeding, these values were identified and cleared. Unusual values can greatly
affect the quality of curve fitting. A trend within the time series may be observed. Since
a trend was not considered when we sought the analytical solution, the trend must be
removed before the calibrations.

5.3.1.1. Removal of outliers

Any observation over three times the median absolute deviations (MAD) away from the
median is considered a measurement error and termed as an outlier. The outliers are
replaced with the value generated by the piece-wise cubic spline interpolation.

5.3.1.2. Removal of trend

The observations from the field typically have an upward or downward trend of the mean
temperature. A first-order de-trend model is used to remove the trend from the observa-
tion.

Yp,q = Op,q � Tq,1 ⇥Op,q (5.8)

where the p is the number of nodes along depth, q is the number of nodes in time-
series, Op,q is the matrix of the training data set and Tq,1 is the matrix of the de-trending
parameters and Yp,q is the refined observations. When the calibrated solutions are used
to make predictions, the trend values are required to be included. The estimated trend
values using the parameters Tq,1 are added back using the relation Tq,1⇥O0

p,q
; where O0

p,q

is the predicted observation matrix.

5.3.2. Training and testing dataset

The continuous temperature measurement of bh2 is divided into training and testing
datasets ( shown in Table 5.5).

Table 5.5: The temperature measurements are of 882 days. The time series is divided
into training and testing datasets. Measurements of 705 days are used to determine the
parameters (Islam et al. 2021).

Training data-set Testing data-set
time-series from to total days from to total days

bh2 13-09-16 18-09-18 705 18-09-18 10-02-19 178
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5.3.3. Fast Fourier Transformation of training dataset

An FFT analysis on the time series of the temperature measurements at bh2 is shown in
Figure 5.29. FFT decomposes the measurements into a combination of harmonic func-
tions. The figure shows that the highest amplitude of such harmonic function is found at
lower frequencies. Along the depth, the amplitude of the harmonic reduces exponentially.

Figure 5.29: A fast Fourier transformation (FFT) decomposes the measurement of the
temperature of bh2 (Islam et al. 2021). The highest amplitude is found at the lower frequen-
cies. The amplitudes of the harmonic functions decrease exponentially along the depth.

5.3.4. Regression to estimate the parameters and reverse FFT

A separate regression is performed for each of the harmonic functions obtained from the
FFT to determine the parameters. Table 5.6 shows the result of the top three harmonics
(based on amplitude).
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Table 5.6: An exponential curve (a · e�bz) is fitted to the amplitude distributions along
the depth (where z is the depths). Only the top three harmonic functions are shown in the
table.

time-series parameter rank of the peaks (n)
n=1 n=2 n=3

a 6.514121 3.667414 1.746538
bh2 b 0.79755 1.32577 1.46048

R2 0.990179 0.98182 0.994857

The amplitude reduction is different for each component, but analysis shows phase lags
are the same for all components; only along the depth does phase lag increase linearly.
As a result, we only need one regression to determine the phase lag along the depth. The
result of the regression of the phase lag is shown in Table 5.7. The lag is found to be
around 25 days per unit (m) of depth.

Table 5.7: Phaselags of the signal determined by CPSD analysis, fitted to linear equation
a�mz.

Time series a m lags(days/m) R2

bh2 -0.0310 0.0399 25.0403 0.980723

5.3.5. Simulation Vs measurements

As shown in the previous section, the parameters estimated from the regression are now
used to simulate temperature from the same time period of the testing dataset. The
predicted values are compared with the measured value. The result of bh2 is shown in
Figure 5.30.

To present the accuracy of the prediction, along the two axises, observed and predicted
temperatures are placed. A 45°line is drawn. Every dot is a prediction of the model;
an accurate prediction will put the dot on the line. The RMSE and SEE errors are also
shown; both errors are reduced along the depth.
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Figure 5.30: Comparing the observation and prediction. Along the x-axis prediction and
along the y-axis, the observed values are placed. An accurate prediction will put the point
on the blue line of the figure (Islam et al. 2021).

5.3.6. Discussion

The following conclusions are drawn for the model:

1. The result demonstrates that when the temperature at the surface ( boundary con-
dition) is expressed as single harmonic ( detailed in Appendix C.2), the model
performs worse than the combination of harmonics (FFT component).

2. The RMSE error is higher near the surface and sharply decreases along the depth.
This limits the reliability of the model to predict temperature near the surface during
summer.

3. The model over-estimate the temperature around �10°C, these are the observations
near the surface during winter.

4. The phase lag is measured to be around 22 to 28 days/m along the depth. This
means the highest temperature of the permafrost at 3m depth occurs almost 75 days
later.
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CHAPTER 6

Conclusions and recommendation for

the future works

6.1 Conclusion

This study focuses on developing a comprehensive model that can simulate thermodenud-
ation and thermoabrasion simultaneously. As a complement to the combined model, a
data-driven temperature model of permafrost and a probabilistic application of thermo-
abrasion are also developed.

The salient findings of the thesis on the challenges of the numerical modelling of the Arctic
coastal erosion problem are summarised as follows:

1. A combined model of thermodenudation and thermoabrasion is developed, calib-
rated and validated for unlithified Arctic coasts. The nearshore morphology is in-
cluded in the model, which is one of the novelties of the study.

2. Thermoabrasion is a complex mechanism that depends on the unique combination
of various parameters such as storm surge, sea water temperature, and elevation of
the beach. The collapse always coincides with the storm but not all storms lead
to a collapse. No correlation between the intensity of the storm (in terms of wind
speed) and collapse is found. The probability of collapse increases along with the
duration of the storm though.

3. The inclusion of wave and wave-related mechanical forcing is an important driver of
erosion. A sensitivity analysis demonstrates that erosion is reduced by almost 97%
when waves are excluded from the simulation.
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4. Simulation of the combined model shows that thermodenudation is not limited by
the thawing depth; rather it depends on the slope stability and hydrodynamic forcing
that can remove the loose sediments from the base of the bluffs.

5. The elevation of the beach indirectly controls the erosion mechanism, especially
prominent for thermoabrasion. The sediments exerted from the collapse bluffs
thwart the niche development; thus, a time lag is observed between two consec-
utive collapses.

6. The probabilistic model using Monte Carlo simulation assuming a normal and log-
normal distribution of the input parameters demonstrates the crest retreat follows
a normal distribution.

7. The data-driven temperature model of permafrost demonstrates that it is possible to
estimate permafrost temperature when only measurement at the surface is available,
given that some parameters are calibrated using previous full-scale measurements.

6.2 Future development

6.2.1. Process-based model of thermodenudation and thermoab-
rasion

1. Only the slumping of the thawed permafrost under the gravitational force is mod-
elled. Various other mass move modes, such as retrogressive thaw slumping, are not
considered.

2. The model excluded the accumulation and melting of snow. Another related effect
of snow melting, water flow inside the bluff is not modelled. A snow submodule that
tracks the thickness of the snow and its effect on the thermal processes will improve
the accuracy of the model.

3. Threshold value control is used to include the presence of sea ice. However, the
model currently acts in a binary mode where sea ice is ignored when the ice con-
centration is less than 20%. The damping of the waves because of the floating ice
will also improve the model’s fidelity.

4. A depth averaged critical slope (mcr) is used to model slumping. One depth-
averaged value is calibrated for each zone in the study area. A matrix of mcr values
at different depths and geological conditions will increase the model’s accuracy.

5. In the thermoabrasion mechanism, the collapse of the bluff is predetermined. Two
modes, shear failure and momentum failure are considered, but the failure planes
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are already defined. To improve the accuracy of the coastal profile after the bluff
collapses, a finite element model at the bluff face may be used. It will better predict
the irregular bluff slope.

6.2.2. Probabilistic approach for data-poor environment

1. The probabilistic model excluded the morphological changes of the seabed, which
limits its application to be used for long-term prediction. The inclusion of a simu-
lation of nearshore morphology will put a computational demand that will limit the
iterations within the Monte Carlo simulation. An empirical model of nearshore mor-
phology will increase the fidelity of the model without causing a significant increase
in the computation.

2. The probabilistic model is 1D which limits the inclusion of longshore sediment trans-
port. It will be a significant improvement to include sediment transport due to waves
and currents, both in longshore and cross-shore directions.

6.2.3. Data driven temperature model of permafrost

1. The model bypasses the effect of the energy requirement of permafrost phase changes.
The inclusion of the phase changes in the regression model will certainly improve
the fidelity of the model; however, many of the associated parameters need to be
measured in situ such as horizontal water flow and convective heat transfer inside
porous media.

2. A continuous field measurement of a few years with a good time resolution, such as
3 hours or less, will allow capturing the daily temperature variations. The model
currently uses a 12-hour timestep which can not capture the daily temperature
changes.
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APPENDIX A

Coastal profiles

A.1 Four zones of a coastal profile

The four zones of the Arctic coast in terms of erosion, thermal energy transfers and
involvement of various physical processes are described in Figure A.1. The four zones are
defined as follows:

Figure A.1: The coastal profile is divided into four sections based on the thermal energy
transfer mechanism.

1. bluff surface: it is the surface behind the cliff point Xc. The slope in the zone is
zero or close to zero. The surface is covered with vegetation during the summer.
Subsidence due to the thawing of the permafrost is the major change in the profile.
Thawing depth is dependent on the convection of air and solar radiation. We assume
the erosion due to surface run-off is negligible ( based on field observation). The
bluffs are usually filled with ice-wedge polygons. The organic-active layer at the
top of the surface has negligible shear strength but can contribute to the lower
erodibility to surface run-offs.
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A.2. COASTAL PROFILES

2. bluff face: It is the steepest slope of the profile, in between the base point Xb and cliff
point Xc and the most active part of the profile. The thawing process contributes
directly to the mass loss by slumping and cliff retreat.

3. beach: The narrow beach in front of the bluff from the base point Xb to the swash
point Xs. The thawed sediments accumulate on the beach. The collapsed bluffs fall
on the beach. The beach is subject to inundation during the summer storms. The
return currents created during the storms sort out the accumulated sediments and
transport them offshore.

4. seabed: It is defined from the swash point Xs to the offshore. The general direction
of the sediment transport is offshore since there exist no restoration mechanisms at
the Arctic beaches. The wave-induced particle movement is enough to transfer heat
( convective heat transfer). The thawing depth is not the limiting factor, i.e., the
permafrost lies quite deep. However, due to sea ice, sediment transport during the
winter is negligible.

A.2 Coastal profiles

Figure A.2: Profile#1
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Figure A.3: Profile#2

Figure A.4: Profile#3

Figure A.5: Profile#4
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Figure A.6: Profile#5

Figure A.7: Profile#6

Figure A.8: Profile#7
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Figure A.9: Profile#8

Figure A.10: Profile#9

Figure A.11: Profile#10
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Figure A.12: Profile#11
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APPENDIX B

Numerical implementations

B.1 Storm surge submodule

Storms are caused by the differences in the pressure; wind blows from the high pressure
zones to the low pressure zones. The centre of the storm is typically the low-pressure
zones. Wind fields are driven along the pressure gradients. When wind blows over the
ocean surface, ocean surface waves are created. The stress created by the wind on the
ocean surface also pushes the water towards the onshore which creates the surge. Shallow
bathymetry increases the effect of surge. The surge level is also influenced by the shape
of the coast, the surge level is magnified if coast is funnel shaped. The storm surge level
is typically above the highest astronomical tides. The surge is created by (a) pressure
differences, (b) wind stress and (c) Coriolis effect along with the wave set-up.

Figure B.1: The water level changes from the low pressure ( point A) to the high pressure
(point B).

Surge created by the pressure differences is shown in Figure B.1. The pressure at point
A (centre of the storm) and point B ( outside of storm) are as follows: point B: P (h) =
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B.1. STORM SURGE SUBMODULE

⇢gh + Pa point A: P (h + ⌘b) = ⇢wg(h + ⌘b) + Pa � �P Where Pa is the air pressure at
point A, �P = Pa � Pb is the pressure difference, ⇢w is the density of seawater, h is the
water depth and ⌘b is the water level increase due to pressure differences. ⌘b has to be
such that the pressure at these two points is equal. Equating the equation leads to the
following relation:

⌘b = �P/⇢wg (B.1)

As a rule of thumb, the relation ⌘b = 1.04�P is used where �P is measured in milibars and
⌘b is measured in centimeter (Dean and Dalrymple, 2004). Observations shows the value
of ⌘b is quite small, for a storm class 5 the surge level due to pressure drop is measured
to be around 9 cm.

Figure B.2: surge created by the wind stress on the surface.

The empirical formula for the wind stress is ⌧s = ⇢CfU2 where Cf is the friction factor
of the wind-air surface and U is the wind velocity. A typical value of Cf is 1.2 ⇥ 10�6

to 3.4 ⇥ 10�6 (Dean and Dalrymple 1991). Wind stress working on the surface creates
a force ⌧s�x acting along the wind velocity. The water column rises ⌘w to counter the
force. The force balance equation is as follows:

1

2
⇢g(h+ ⌘w)

2 � 1

2
(h+ ⌘w +�⌘w)

2 = (⌧b � ⌧s)�x (B.2)

The force balancing equation then leads to the realtion of storm surge with wind velocity
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dnw

dx
=

⌧s � ⌧b
⇢wg(h+ ⌘w)

(B.3)

Examining the equation we can deduce that the water depth has a profound implication,
the surge level is inversely depended on the water depth (h). The water level changes due
to the currents can be described with the equation:

d⌘c
dx

=
fv

g
(B.4)

Where f is the Coriolis parameter which is equal to 2�sin! [!=angular velocity of
earth=7.272 ⇥ 10�5 rad/sec and � is the latitude of the location] and v is the shore
parallel depth averaged currents.

The depth averaged along shore velocity v can be estimated from the following equation:

v =

s
8Cf

f
U (B.5)

The surge level due to pressure drop is very small. Assuming the surge due to pressure
changes as zero, we end up with the following equation for a combined storm surge:

g(h+ ⌘)d⌘/dx = (h+ ⌘)fv + ⌧sx/⇢w (B.6)

Where h is the time averaged water depth, ⌘ is the magnitude of the surge due to com-
bination of windstress and currents, ⌧sx is the wind stress normal to the shore and ⇢w is
the density of the water.

When the slope of the bed is considered, the equation can be re-written as:

g(h+ ⌘)[
d(h+ ⌘)

dx
� dh

dx
� fv

g
] =

⌧sx
⇢w

(B.7)

When h >> ⌘ the solution of the equation for ⌘ becomes very small which is true for the
deep water of the ocean. Based on this observation, we use the boundary condition ⌘ = 0

at the offshore zones. The equation is a steady state condition since no time derivative
is found in the equation. However, the input parameters for the storm surge model are
time dependent such as the wind speed, currents and water depth.
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B.2 Sensitivity analysis of the process-based model

B.2.1. The Effect of Tide

Water level fluctuation due to tide (ht) is simulated in XBeach as one of the input para-
meters. Figure B.3 depicts the effect of excluding tide from the model. In our study, area,
the tidal range is 70 centimetres, so the effect of the tidal fluctuation on the output of
the numerical model appears small. The deviation from the base case is not very high.
Both the thermodenudation and thermoabrasion are reduced, and the bluff collapses are
delayed as hid values become smaller with lower frequency.

Figure B.3: The effect of tide on erosion.

B.2.2. The Effect of Water Level

The model is highly sensitive to water level (wl, defined using Equation (10)). The
incremental water level changes (10 cm) are shown in Figure B.4. The frequency of the
bluff collapse is related to the wl. The erosion volume shows a linear relation with the
input parameter wl. The erosion volume increases about three times causing a 30 cm
elevation in water levels.
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Figure B.4: The effect of water level inputs on erosion.

B.2.3. The effect of water temperature

The effect of sea water temperature is observed on the quicker growth of niche. The result
is the faster and bigger bluff collapse.

Figure B.5: The effect of water temperature on erosion.

B.2.4. The effect of air temperature

The effect of the air temperature is the increase of thermodenudation. Higher air tem-
perature incrases the initial thawing and demonstrated higher erosion rate. However, the
erosion is quickly stabilised and no significant difference is observed.
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Figure B.6: The effect of air temperature on erosion.

B.2.5. The effect of convective heat transfer coefficient of water

The sensitivity analysis suggest the convective heat transfer coefficient of water has no
significant effect on the erosion volume.

Figure B.7: The effect of convective heat transfer coefficient of water on erosion.

B.2.6. The effect of XBeach parameter ’dry slope’

The XBeach parameter ’dry slope’ initiate the avalanching of the sand dune. Even though
the Arctic coasts does not have a dune, we applied different values of the parameter to
demonstrate that Arctic coasts does not behave like warmer climate. The effect of the
parameter is not significant.
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Figure B.8: The effect of convective heat transfer coefficient of water on erosion.
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Abstract: Arctic coastal erosion demands more attention as the global climate continues to change.
Unlike those along low-latitude and mid-latitude, sediments along Arctic coastlines are often
frozen, even during summer. Thermal and mechanical factors must be considered together when
analysing Arctic coastal erosion. Two major erosion mechanisms in the Arctic have been identified:
thermodenudation and thermoabrasion. Field observations of Arctic coastal erosion are available
in Baydaratskaya Bay in the Kara Sea. The objective of this study is to develop a probabilistic
model of thermoabrasion to simulate the measured coastal erosion at two sites where observations
suggest thermoabrasion is dominant. The model simulates two time periods: (a) the summer of
2013 (2012–2013) and (b) the summer of 2017 (2016–2017). A probabilistic analysis is performed to
quantify the uncertainties in the model results. The input parameters are assumed to follow normal
and lognormal distributions with a 10% coefficient of variation. Monte Carlo simulation is applied to
determine the erosion rates for the two different cases. The simulation results agree reasonably well
with the field observations. In addition, a sensitivity analysis is performed, revealing a very high
sensitivity of the model to sea-level changes. The model indicates that the relation between sea-level
rise and thermoabrasional erosion is exponential.

Keywords: thermodenudation; thermoabrasion; probabilistic model; permafrost; storm surge;
niche growth; bluff collapse

1. Introduction

Almost one-quarter of the land surface in the Northern Hemisphere is permafrost [1]. The thawing
of permafrost releases carbon dioxide and methane on the order of hundreds of gigatons [2].
The American and Canadian coastlines exhibit the highest erosion rates throughout the Arctic region [3].
These annual rates are also among the greatest in the world. In Arctic Alaska, the coastal erosion
rates reach as high as 15 m/year [4]. However, if annual erosion within the Arctic is considered only
within the open water season window (typically spanning three months), the adjusted erosion rates
can be eight times greater than those in the Gulf of Mexico [5]. The alarmingly high rate of present-day
erosion is expected to increase due to climate warming [6]. The global climate is confronted with
a noticeable shrinkage of the sea-ice cover, and the rate of Arctic land warming is 3.5 times greater
than the average 21st century warming rates predicted in global climate models [7].

Accelerated erosion rates have been reported throughout the coastal regions of the Arctic
corresponding to the broader spatial extent of open water, the longer open water period and the
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increased thawing rate of coastal permafrost [8]. Arctic coastal communities are highly affected
by rapid coastline retreat, and valuable resources are at risk. Erosion causes large-scale land loss
and potential risks to coastal infrastructure, including the oil and gas industry. These conditions
are forcing planners to counter the uncertainties and possibilities that arise from rapid erosion [9].
The coastline of the Kara Sea is the longest among all the water bodies within the Arctic Ocean [10]
and composes more than one-quarter of the total length of Arctic coastline [11]. Isaev et al. [12]
reported erosion rates as high as 29.1 m/year along the coast of the Kara Sea. The mean annual erosion
rate along this coast is estimated to be in the range from 0.2 m to 2.0 m per year [13]. Jones et al. [6]
reported that the mean annual erosion rate in Alaska along the north-facing coastline between Drew
Point and Cape Halkett was 13.6 m/year during 2002 to 2007 and 17.1 m/year during 2007 to 2009.

The mechanisms of Arctic coastal erosion are different from those in warmer regions of
low-latitude and mid-latitude [14]. Unlike the coastal erosion occurring on the beaches of low-latitude
and mid-latitude coasts, the retreat of coastlines at high latitudes comprises both mechanical
and thermal processes. The sediments within bluffs in the Arctic are often permanently frozen.
The thawing of permafrost is typically the critical step in the overall sequence of processes leading
to coastal erosion. Thermodenudation is the continuous degradation of a frozen coast during
the summer by thawing and slump failures. Upon being exposed to warm weather, a portion of
a frozen bluff will start to thaw under the impacts of warm air, energy from solar radiation and the
melting of snow [15]. When a frozen bluff starts to melt, the mechanical strength of the soil is
reduced. At some point, the stability of the slope cannot be maintained, and slope slipping occurs [16].
It was observed that thermodenudation could contribute up to 0.4 m of coastal retreat per year in
the Kara Sea, where bluffs are mostly silt and silty clay [17]. On the other hand, thermoabrasion is
an episodic yet infrequent phenomenon of Arctic coastal erosion. Bluff failure occurs when a niche
destabilises the overhanging portion of the bluff. The mechanical abrasion of the base of the bluffs
by the incoming warmer seawater distinguishes thermoabrasion from thermodenudation as water
can reach the base of the bluff only during the storms. The three most important environmental
parameters responsible for thermoabrasion are the size and position of the ice-wedge polygon and the
niche growth rate [18]. Bluff failure can be explained from both geotechnical and hydrodynamic
perspectives. From a geotechnical point of view, the authors of [19] proposed that the weight of
the overhanging bluff must not exceed the strength of the bluff. Hoque and Pollard [20] proposed
a similar model in which bluff collapse can occur along different planes, determined by the mechanical
properties of the permafrost and the position of the ice wedge. Kobayashi [21] developed an analytical
solution for niche growth during a storm based on the conservation of mass, sediments and salinity.
Vidrine [22] developed an integrated solution to the conservation of thermal energy, which was
subsequently adopted by Nairn et al. [23] in the software COSMOS 2D. Ravens et al. [24] modelled
the erosion occurring at Drew Point, Alaska based on thermoabrasion; they simulated thermoabrasion
as a combination of four consequential processes based on simplified physics, and they adopted
the [21] model for niche growth. Ravens et al. [24] found that the erosion rate was most sensitive
to the elevation of the beach in front of the coastal bluff. Barnhart et al. [4] further improved
the model in [24] by using a smaller time-step, relatively more realistic erosion of collapsed bluffs
and the application of other niche growth models. Barnhart et al. [4] and Hoque et al. [18] regarded
the collapse of the bluff as essentially overturning around the base of the bluff, which was confirmed by
field observations. Hoque et al. [18] modelled thermoabrasion as a combination of the tensile strength
of frozen soil, the niche depth inside the bluff and the ice-wedge location and depth. However, they
did not consider failure along predetermined planes; rather, they postulated that the combination
of various environmental parameters determines the failure planes inside the bluff. Isaev et al. [12]
estimated the rate of retreat of coastal bluffs based on the relation among the wave energy flux,
ground temperature and resistivity of frozen ice-rich material on the premise that the resistivity of
frozen materials is significantly higher than that of unfrozen materials. They further observed that
wind-driven wave activity during the open water season influences the magnitude of retreat, whereas
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recent temperature increases contributed relatively little to coastal retreat during the period of 2005 to
2016 along the coastline of the Kara Sea.

In this paper, we develop a numerical model to simulate coastal erosion due to thermoabrasion.
The model is based on recent observations and adopts some of the existing modules cited in
the literature. Using the Monte Carlo simulation technique, we run the model thousands of times to
perform a probabilistic analysis of coastal erosion at two sites of Baydaratskaya Bay in the Kara Sea.
The statistical distributions of the inputs for the model are assumed to be normal and lognormal with
a 10% coefficient of variation. The parameters of these distributions are estimated from measurements
and data available in the literature. The statistical parameters of the distributions of the output
(mean and standard deviation) are presented in this paper and compared with available full-scale
measurements. We not only validate the model against in situ data, but also investigate the sensitivity
of the model to its input parameters. In the following sections, we introduce the study site and the
field data. Thereafter, we describe the governing equations of the numerical model, the numerical
scheme and the input parameters for the Monte Carlo simulation. Subsequently, we present the model
results and discuss the validity of the model against available data and the sensitivity of the model to
changes in the input parameters, and we suggest improvements for further work. Finally, we draw
the most important conclusions of this study.

2. Field Measurements of Arctic Coastal Erosion in the Kara Sea, Russia

Field measurements of Arctic coastal erosion are available for the coast of Baydaratskaya
Bay situated in the Kara Sea (68.853096° N; 66.891730° E), as shown in Figure 1. The field
campaign was started in 2012 with support from the Centre for Research-based Innovation (CRI):
Sustainable Arctic Marine and Coastal Technology (SAMCoT). The area has been investigated by
Lomonosov Moscow State University (MSU) every year since 2012. The measurements are taken
at the end of each summer to record the final shoreline position of the year. Soil temperatures are
measured throughout the year using thermistor strings (GeoPrecision, Ettlingen, Germany) placed
within boreholes drilled in 2012 and 2013. Once summer ends, the shore is covered with snow,
and the sea freezes, where sea-ice will also be covered with snow. The sea along the shoreline has
a depth of around 10 m which enables large storm surges in the summer (one of the prerequisites for
the thermoabrasion process). The region is sporadically populated with very limited infrastructure.
The study site is located at a distance of 3.6 km in the northwest (NW) direction from the cofferdam of
the Bovanenkobo-Uhta gas pipeline [25].

2.1. Geomorphology and Cryology of the Study Area

The Baydaratskaya Bay, situated between the Yugra Peninsula and the Yamal Peninsula,
is approximately 350 km long and 250 km wide at its mouth. The study area lies in the northern
geocryological zone and features practically continuous permafrost. Three major geomorphological
features are distinguishable within the study area: beaches, laida and bluffs. The beaches are sandy
and not wider than 50 m. Bluffs with elevations in the range of 4 to 6 m (sandy clay deposits) are
termed zone S1, and those with elevations of 12–17 m are termed zone S2 (see Figure 2). The native
term “laida” describes a treeless part of the tundra terrain with peat substratum, permafrost close
to the surface and covered with low shrubs, mosses and liverworts. The spatial extent of the laida
zone is around 500 m along the coast and has been stable in recent years, and is thus excluded from
this study. Field measurements have been conducted each year beginning in 2012 with Trimble
differential global positioning system (DGPS) equipment in two places: (a) low bluff zones (S1)
and (b) high bluff zones (S2) (see Figure 2a). The elevation measurements extend typically a distance
of 2 m to 3 m into the open water and the shoreline is noted in the measurements. The exact position
of the shoreline at mean sea level is determined via the standard procedure of linear regression of
the Lidar data. In total 11 cross-sections were profiled each year. In some of these cross-sections,
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thermoabrasion was the dominant erosion mechanism. The bluff retreated over a range of 10 to 60 m
(average value of 30 m) during the 7 years of observations [25].

(a)

(b)

(c)

Figure 1. The study location is situated along the coast of the Kara Sea and in between the Yugra
Peninsula and the Yamal Peninsula. The sea is shallow and funnel-shaped, which makes it susceptible
to large storm surges (image source: a and b: Google Earth and c: navionics.com). (a) The study
location is along the Kara sea (68.853096° N, 66.891730° E). (b) The beach is located near the 69° N
latitude; straight but the orientation is around 45° with horizontalline. (c) Bathymetry of the study area.
Near the shore, the depth is 10 m.
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Figure 2. (a) Beach profile lines in zone S1 and zone S2 (thick red lines) from the surface
of the bluff to the swash zone of the beach. (b) Bluff in zone S1 and (c) bluff in zone S2.
Zone S1 has an uneven bluff surface, a relatively gentle bluff slope and a wide and smooth beach
(subfigure (b)), whereas zone S2 comprises a steeper bluff slope and a narrower beach (subfigure (c)).
(d) Remnant of an earlier collapsed bluff. Sizes of the collapsed bluff are not big enough to
disrupt storm surge and to prohibit the growth of niche at the base of bluffs. However, the active
layer with dead vegetation still resists degradation, whereas the rest of the collapsed bluff eroded.
(e) Niches in the bluff face. The uneven shape of the niche indicates various levels of storm surges.
(image source: (panel (a): [25] and panels (b–e): authors, summer, 2019)

Zone S2 is composed of dusty marine sands with a 5 mm thick peat layer and a 10 cm thick ice
layer. The land surface in zone S1 is rough and complicated by extensive lake basins in different stages
of development. In contrast, the land surface of zone S2 has fewer thermokarst lakes and is covered by
a network of ice-wedge polygons [25]. The changes in a typical beach profile in recent years are shown
in Figure 3.

2.2. Physical Parameters and Environmental Forcing

The beaches in the study area are 15 m to 50 m wide and are smooth with slightly sloped
(0.0015 to 0.0025) sand surfaces lacking vegetation. The bases of the bluffs on the beaches are
1.8 m to 2.3 m above mean sea level. The tidal range of the study area is 0.7 m [26]. Waves reach
the base of the bluffs when the storm surges levels are in the range of 1.5 to 2 m. The entire research
area is covered by moss and moss-lichen tundra in combination with other types of Arctic tundra [25].

The bay is typically ice-free until the end of September due to thermohaline stratification from
warmer and saltier water coming through the Kara Strait [26]. The bay has a salinity range of
20–25 ppt [27]. The tidal currents do not exceed 0.3 m/s [26]. The bay has a depth of less than 10 m
near the shore. The currents near the area of interest lie in the range of 0.18 to 0.25 m/s with marginally
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higher velocities during flooding events [28]. Storm surges in the region can reach 2 m [29], and the
root-mean-square wave height (HRMS) is found to range from 1.3 m to 1.8 m with a peak period of
approximately 6 s. The historical rate of recession of the site varies from 0.5 to 1.5 m/year.

Figure 3. Typical cross section at zone S1 depicting the positions of the boreholes. The boreholes are
equipped with thermistor strings to measure the temperature every ten minutes at various levels [25].

3. Conceptual Model of Thermoabrasion

A typical coast with simplified features is considered for the development of the conceptual
model (shown in Figure 4). The coast consists of a high, frozen bluff with a narrow beach in front
of it. In the calm conditions, the wave run-up does not touch the base of the bluffs. Therefore,
only thermodenudation of the bluff is possible: thermoabrasion is possible only when there is water
at the base of the bluff. As the base of the bluff is one to few metres above the mean sea level,
only during the storm when the surge is significant (1.5–2 m) water reaches the base of the bluffs.
Thus, thermoabrasion is episodic and only occurs at the extreme events.

Figure 4. Schematic of a typical Arctic coast. A frozen bluff stands at the end of the beach. Storm surges
can flood the beach and reach the base of the bluffs where a niche forms.

In calm conditions, waves are assumed to break on the beach in front of the frozen bluff
and wave hydrodynamics triggers the morphological changes of the beach, which are unrelated
to thermoabrasion. During the storm, the beach is submerged and waves with higher energy breaks on
the beach due to depth limitation before reaching the base of the bluff. The effect of the waves, return
current and erodibility of the soil allows a niche growth at the base of the bluff. As long as there is
water at the base of the bluffs, the niche grows inwards. At a critical niche depth, the hanging bluff
loses its stability and collapses.

The depth and shape of the niche and growth rate of the niche are influenced by the wave during
the storm. The information of the wave is estimated from the water depth since the waves are depth
limited on the beach in a similar way the waves are depth limited at surf zone. The depth of the water
indirectly determines the wave condition at the base of the bluffs, and thus the extent of a niche inside
the bluff can be directly related to the storm surge level (empirical and analytical solution of niche
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growth is discussed in Section 3.2). The fine sediments cannot sustain the wave actions, and therefore
they are transported offshore by return currents. Only relatively coarse sand remains on the beach.
The beach is above mean sea level, so water cannot reach the base of the bluff except during the storm.
Thawed sediments on the lower part of the beach are removed during high tides.

3.1. Storm Surge Module

A one-dimensional simplified storm surge model is adopted to calculate the increase in the water
level (h) (see Figure 5) from the mean seawater level (M.S.L). The water level rises during a storm
due to barometric pressure gradients in the low-pressure storm, the stress coming from wind flows,
the Coriolis force induced by earth rotation, and the shape of the bay and the wave set-up. The 1D
model described here can not capture the shape of the bay. We also exclude the effect of pressure
gradient as the surge level due to the pressure drop is small (less than 10 cm). The generation
and propagation of waves during the storm and their effect on the beach profile are omitted from
the model since we only focus on the niche at the base of the bluff. The waves are depth-limited on
the beach during storms [21], and they break on the narrow beach before reaching the base of the bluff.
It is computationally less demanding to estimate only the surge and the inundation depth (hid) at
the base of the bluff and assume the wave conditions rather than to simulate the evolution of waves
from offshore.

The cross-shore steady-state solution of the equation of motion of Dean and Dalrymple [30] (given
in Equation (1)) for a straight and long coast is used as the basis of the storm-surge module:

g · (h + h) ·
hd(h + h)

dx
� dh

dx
� f · v

g

i
=

tsx
rw

(1)

where h = beach water depth, h = increased water level due to storm, g = gravitational acceleration,
x = offshore-directed position coordinate, f = Coriolis parameter equal to 2Wsinf (W = angular rate
of rotation of the Earth = 7.272 ⇥ (10)�5 rad/s), f = latitude of the considered site, v = magnitude of
the depth-averaged currents parallel to the shore, dh/dx = slope of the seabed, rw = water density
(variation due to temperature ignored) and tsx = shore-normal shear stress on the surface of the water
from the wind, calculated as tsx = rwCDU2

10, where CD ⇡ 2 ⇥ 10�6 is a drag coefficient and U10 is
the shore normal wind speed at 10 m elevation. Wave-induced set-up and pressure induced surges are
not included in this equation.

Figure 5. Definition of geometrical parameters to estimate the growth of the niche (as per the work in
[21]). Point C in the figure is the origin of coordinates (0,0), xm = the depth of niche, hid = the inundation
depth at the base (assumed constant during the time-step of the global model and calculated as
hid = (h � hbase), M is the niche melting front advancing inward, and bhid is the opening of the niche.

3.2. Niche Growth Module

When the water level reaches the base of the bluff during a storm surge, a niche forms. The niche
grows into the bluff; ice present within the bluff starts to melt and some sediments may be extruded.
A strong return current generated by the storm washes away these sediments. The analytical solution
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of niche growth at the base of the bluffs during a storm surge is developed in [21] (given in Equation (2)).
Three conservation equations of mass, salinity, and sediments are used to establish the rate of niche
growth. To reach the solution, few assumptions are made: (i) waves are depth-limited close to the base
of the bluff that means waves break before reaching the base of the bluffs; (ii) the water depth is
constant during the growth of the niche; and (iii) the diffusivity constants for the moment, salinity,
and sediment concentration are the same as those in the surf zone given by Longuet-Higgins [31]
as e = Ah(gh)0.5 (where the empirical parameter A = 0.4 and h is the water depth at surf-zone).

The opening of the niche is assumed to be bhid (see Figure 5); Kobayashi [21] suggests the typical
value of b to be 2. In the model of Kobayashi, the wave conditions near the base of the bluff is
estimated from the water depth (hid). Although the assumption of constant water depth at the base of
the bluff is required to derive Equation (2), our thermoabrasion module is capable of handling variable
water depth by treating it as constant only within each time-step of 600 s. This makes Equation (2)
to be applicable within the time step and allows the calculation of the niche depth and height relative
to the current water depth.

The major input parameters of niche growth modules are given in Table 1.

Table 1. Input parameters for the niche growth model.

Parameter Symbol Estimated Value Remarks

Physical properties
Inundation depth hid - to be calculated
Salinity of the seawater inside the niche S 0.03 ppt no salt in the ice inside the bluff
Salinity of the ice inside the bluff Si 0 assumption
Suspended sediment (initial) C 0 assumption
Porosity of the frozen sediments n 0.4 assumption
Density of ice ri 916 kg/m3

Density of sediments rs 2650 kg/m3 measurement
Density of water rw 1010 kg/m3

Specific heat of suspended sediment Cs 0.8374 kJ/kg-K [4]
Specific heat of seawater Cw 4.187 kJ/kg-K
Specific heat of ice Ci 2.108 kJ/kg-K
Latent heat of ice Li 334 kJ/kg
Initial conditions
Sediment concentration Ca 0 kg/m3 [21]
Salinity concentration Sa 30 ppt measurements
Temperature Ta 3 °C measurements (averaged)
Empirical constant of Josberger m 0.06 °C per ppt [21]
Salinity of the melting point Sm - to be calculated
Momentum diffusivity at the melting point ha - to be calculated
Opening of niche (empirical) b 2 [21]
Empirical parameter of the diffusivity index A 0.4 [31]

Kobayashi et al. [21] reached an analytical solution with these above mentioned input parameters,
expressed as follows,

xm = 2 ⇤ xm ⇤ (et)0.5 (2)

where xm = the niche depth (see Figure 5), t = duration of contact of the water at the base of bluff,
xm = an empirical parameter related to temperature and e is the diffusivity index, which is determined
by the empirical formula of Longuet-Higgins [31] as e = Ah(gh)0.5. Kobayashi [21] determines if
the suspended sediment concentration before the storm is zero and salinity of the seawater is 30 ppt,
the value of xm can be approximated to xm = 0.0094Td, where Td is the difference in temperature
between the incoming water temperature and ice melting temperature inside niche (0 °C). Equation (2)
represents two driving forces of the thermoabrasion. The parameter xm represents the thermal
component and e represents the inundation depth and mechanical abrasion by the storm surge.
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3.3. Bluff Collapse Module

The bluff collapse module is adopted from Barnhart et al. [4] to simulate bluff failure. The model
considers the relatively low tensile strength at the ice-wedge boundary. This bluff collapse module is
sensitive to the position of the ice-wedge boundary. Therefore, the distribution of ice-wedge polygons
at the site is an important parameter for the module. The niche depth at which the bluff collapses is
termed the critical niche depth (xp). As shown in Figure 6, bluff collapse is determined by the balance
of moments around the base of the bluff(point M):

• the resisting moments, i.e., the self-weight , Tr = rbg
R ytop

0
R xp

xedge
(xp � x)dxdy

• the moment from the force acting at the vertical failure line , Tf =
R ybase

0 ti(xedge � xp)dy
• the moment from the force acting at the horizontal failure line , Tb =

R xp
xedge

tb(xp � x)dx

• the moment from the weight of the overhanging bluff , Td = rbg
R ytop

ybase

R xp
0 (xp � x)dxdy

where xp = niche depth at which the stability is lost, xedge = position of the ice-wedge polygon from
the base of the bluff, ybase = y coordinate of the top of the niche growth melting point, ytop = y
coordinate of the top of the bluff, rb = density of the bluff, g = gravitational acceleration, tb = the tensile
strength of the frozen bluff and ti = tensile strength of ice.

Figure 6. Stability of an overhanging bluff over a niche. Two failure lines are marked
1 (horizontal) and 2 (vertical). The forces acting along the horizontal failure line creates moment Tb at
the base of the bluff and forces acting along the vertical failure line creates moment Tf . The moment
from the overhanging portion (Td) is the counterbalancing moment for destabilisation and the rest of
the block volume is providing the resisting moment Tr. The balance is lost when Td > Tr + Tb + Tw.

The governing equation for the stability is given in Equation (3):

rbg
Z ytop

ybase

Z xp

0
(xp � x)dxdy = rbg

Z ytop

0

Z xp

xedge
(xp � x)dxdy

+
Z xp

xedge
tb(xp � x)dx +

Z ybase

0
ti(xedge � xp)dy

(3)

After the failure of the bluff, the collapsed block is disregarded from the model and the bluff is
exposed immediately to the water.

3.4. Numerical Scheme

For the numerical parameterization of the governing equations, an explicit Euler scheme is used.
The numerical model has a time step of 10 min (600 s) for the three modules. The grid size is 1 m for
the storm surge module and bluff collapse module, but a higher spatial resolution (10 cm) is used
for the niche growth module since this module is more sensitive. The algorithm for the interaction
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between the three modules is explained in Figure 7. The major input parameters for the storm surge
module other than the global physical parameters are the bathymetry and shore normal wind speed
measured at 10 m elevation. The storm surge module calculates the surge level (h) for the particular
time step using Equation (1). Then, inundation depth (hid) is calculated, and if only the value of hid
is greater than zero (the condition: water reached the base of the bluff is satisfied), it is passed on to
the niche growth module as an input parameter. The niche growth module calculates the depth of
the niche (xm) and passes it to the bluff collapse module. The bluff collapse module checks the stability
of the bluff for that time step. If the bluff is stable, no erosion is recorded and the global model moves
to the next time step. Table 2 summarises the major input and output parameters of the three modules.

Figure 7. Algorithm of the model with three numerical modules and Monte Carlo simulation.

Table 2. Major input and output parameters of the three modules.

Module Input Output Remarks

Storm surge
module

Bathymetry, wind speed
and sea-water density

For every time step 1D line model, quasi-static
equation

Niche growth
module

Storm surge level (h), inundation
depth (hid) as defined in
Figure 5, temperature of seawater,
and diffusivity index Equation (2)

For every time step 1D, not an empirical
formula, based on
conservation of mass,
energy and salinity

Bluff collapse
module

Tensile strength of bluff and ice,
bluff height and ice content in bluff

Stability 2D model, highly
dependent on the geometry
of frozen bluffs

The wind data are obtained from the hindcast model of the NCEP Climate Forecast System
Reanalysis (CFSR) provided by the National Oceanic and Atmospheric Administration (NOAA)
and downloaded though the Danish Hydraulic Institute (DHI) website.

3.5. Probabilistic Model of Arctic Coastal Erosion

To account for the uncertainties in the input parameters, a probabilistic analysis based on Monte
Carlo simulation is carried out. The algorithm of the probabilistic approach is shown in Figure 7.
Two assumptions are made: (1) the environmental parameters are independent, i.e., the correlation is
set to null, and (2) the coefficient of variation (CoV) is set to be 10%, whereas most of the distributions
of the input parameters are considered to follow a normal distribution (details of the distributions
and related statistical parameters are shown in Table 3). One-thousand runs are performed for
the Monte Carlo simulation using the algorithm depicted in Figure 8.

The parameters of the probabilistic distributions used for the major parameters are given in Table 3.
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Table 3. Distributions of the input parameters for the numerical model. Here, N[x,y] = normal
distribution with a mean of x and a standard deviation of y, D[z] = deterministic value of z and Log
N[x,y] = lognormal distribution with a mean of x and a variance of y.

Parameter Symbol Distribution

Bluff height ytop � y0
N[5.2,0.52] for case #1
N[14,1.4] for case #2

Inundation depth hid deterministic [calculated]
Ice-wedge size xedge N[14,1.4]
Salinity of seawater Sa N[30,3]
Porosity of frozen sediments n D[0.4]
Density of ice ri 916 kg/m3

Density of sediments rs D[2650 kg/m3]
Seawater temperature Ta N[monthly mean, 10% cov]
Friction factor c f D[1 ⇥ 10�6]
Longshore current v N[1,0.1]
Beta (Kobayashi formula) b N[2,0.2]
Tensile strength (ice) Ti Log N[1 ⇥ 104 Pa, V = 100]
Tensile strength (bluff) Tb Log N[2 ⇥ 104 Pa, V = 200]

Figure 8. Generation of cases for the Monte Carlo simulation.

4. Results and Discussion

Field measurements are available for eleven profiles at the Baydaratskaya Bay. Isaev et al. [25]
reported that both the thermodenudation and thermoabrasion mechanisms are active in the study area.
The model can not be applied to all the profiles because some profiles were measured while covered
with snow ( mostly in the year 2014 and 2013). The profiles are analysed based on the three geometric
criteria:

• horizontal crest retreat (cr),
• average slope of bluff face (s) and
• height of the bluff (bh)

In Figure 9, these parameters are defined as

• the average slope of the bluff face (s) after the retreat, s = (y1 � y2)/(x1 � x2)
• the average slope of the bluff face (s) before the retreat, s = (y10 � y20)/(x10 � x20)
• the bluff heights (bh) are defined as, bh = y1 � y2 and bh0 = y10 � y20

• the horizontal crest retreat (cr) is defined as, cr = x10 � x1
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Figure 9. Definition of the horizontal crest retreat (cr), the average slope of the bluff-face (s) and the
height of the bluff (bh). The bluff retreated from A’B’ line to now AB line. The crest retreated from
point A’(x10 , y10 ) to A(x1, y1) whereas the base retreated from B’(x20 , y20 ) to B(x1, y1).

Crest retreat (cr), bluff height (bh) and slope of the bluff-face (s) of the 11 profiles are
summarised in Table 4. As the profiles are not continuously measured during the open water
season, it is not possible to accurately attribute the annual erosion rate to thermodenudation
and thermoabrasion. Field observations suggest thermoabrasion is the dominating erosion mechanism
where the slope of the bluff-face is steep (enables bluff collapse) and the crest retreat is high
(episodic, infrequent and high erosion). Out of all the profiles, the following 16 cases shown in
Figure 10 are retained when we apply the filter: s > 0.1 and cr > 0.1 m. The top right corner of the figure
indicates a high annual crest retreat and steep bluff-face slope: two indicators of thermoabrasion.

Figure 10. Thermoabrasion is the dominating erosion mechanism for the cases in the top-right
zone (steeper slope and higher erosion rate). Two cases are chosen from zone S1 and zone S2
such that the crest retreat is very high compared to the other profiles and the average slope of
the bluff-face is steeper.
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Table 4. Crest retreat (cr), bluff height (bh) and slope of the bluff-face (s) of the 11 profiles during 2012
to the 2017. “n.a” in the table indicates data not available.

Profile Number Parameter 2017 2016 2015 2014 2013 2012

1
s 0.38 0.34 0.28 n.a n.a 0.77
cr n.a 4.28 1.09 2.05 1.01 6.90
bh 5.63 6.21 6.78 �0.12 �0.12 5.47

2
s 0.41 0.25 n.a 0.04 0.03 �0.02
cr n.a �5.49 n.a n.a 8.39 5.89
bh 4.04 4.97 n.a �1.28 �1.12 1.09

3
s 0.23 0.34 0.26 0.11 0.09 n.a
cr n.a 2.74 �2.06 1.68 �0.16 n.a
bh 4.37 3.74 3.86 3.35 �1.41 0.10

4
s 0.19 n.a 0.72 0.12 0.12 �0.09
cr n.a n.a n.a �1.53 �5.82 7.74
bh 3.11 n.a 3.43 �2.37 �1.67 1.82

5
s 0.84 0.92 1.13 n.a n.a n.a
cr n.a �0.69 n.a 0.23 n.a n.a
bh 13.73 13.94 12.89 15.25 n.a n.a

6
s 0.56 0.65 0.60 n.a n.a n.a
cr n.a 9.10 1.65 2.02 �0.54 n.a
bh 14.84 13.77 13.92 8.82 9.32 n.a

7
s 0.31 0.57 0.99 n.a n.a n.a
cr n.a 5.62 3.09 �0.33 0.98 n.a
bh 13.47 12.92 11.27 5.61 5.76 n.a

8
s 0.89 0.96 0.92 n.a n.a n.a
cr n.a �0.54 1.48 �1.75 0.27 n.a
bh 9.86 9.61 9.43 4.81 4.90 n.a

9
s 0.88 0.87 0.02 n.a n.a n.a
cr n.a 3.55 1.21 �1.88 n.a n.a
bh 10.77 10.91 0.19 6.04 n.a n.a

10
s 0.36 0.31 0.37 n.a 0.51 n.a
cr n.a �0.36 1.06 0.17 5.28 n.a
bh 13.68 13.49 12.52 6.76 12.37 n.a

11
s 0.48 n.a 0.68 0.82 0.40 n.a
cr n.a 2.35 6.44 4.70 2.08 n.a
bh 14.80 7.96 14.25 12.47 12.88 n.a

Two profiles are selected for numerical modelling, namely, Case #1 (zone S1) and Case #2
(zone S2) (shown in Figures 11 and 12, respectively), where observation suggest that thermoabrasion is
the dominating erosion mechanism and thus suitable for our current model.

Cases #1 and #2 originate from different time periods and exhibit different geological
characteristics (average bluff heights of 5.2 m vs. 14 m, respectively), making the assumption of
mutual exclusivity reasonably valid. Case #1 is chosen from the low-lying bluffs with an average
height of 5 m. The profile was measured at the ends of the summer seasons of 2012 and 2013. As
the sea and the coasts are covered during the rest of the year, bluff erosion can be possible only during
the summer. Therefore, for Case #1, the erosion measured along the profile occurred in the summer of
2013. Similarly, for Case #2, the measurements were completed at the ends of the summer seasons of
2016 and 2017, indicating that the erosion measured in Case #2 occurred during the summer of 2017.
The niche is more prominent at the location of Case #2 than at that of Case #1 [25]. The wind roses
of the two time periods indicate the storm’s directions are almost perpendicular to the coast which
satisfies the limitation of the 1D model condition.
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Figure 11. Case #1: The profile is situated in zone S1. Crest retreat of 6.9 m is recorded at the end of
the summer of 2013. The wind rose diagram derived from the wind speed data of summer 2013 is
shown at the right panel. The diagram is adjusted 49.28° so that shore-normal (offshore) direction is
in the top. The wind rose diagram indicates that the dominating wind direction is inclined about 30°
towards the shoreline.

Figure 12. Case #2: The profile is situated in zone S2. Crest retreat of 9.1 m is recorded from the end of
the summer of 2017. The wind rose diagram of summer 2017 (adjusted to the shore-normal(offshore)
position) indicates, dominating wind direction is the same as that of summer 2013. However, the wind
speed is considerably higher for Case #2.

4.1. Determination of Crest Retreat in the Two Cases

The three numerical modules mentioned in Sections 3.1–3.3 are coupled together to simulate
crest retreat due to thermoabrasion. Degradation of the collapsed bluff is not explicitly modelled as
mentioned earlier is Section 3.3, as the field observations suggest the size of the collapsed blocks on
the beach are not significantly large enough to halt the incoming seawater during the storm and to
prohibit the development of niche at the base behind it [25]. The probabilistic model calculates
erosion due to storm surges for one thousand cases; each iteration is different from the others.
The output of the numerical model is composed of one-thousand erosion rates per year, which
are normally distributed.

Case #1: Crest Retreat during Summer of 2013

Crest retreat of 6.9 m was measured during the period of 2012–2013 at the mouth of
the Sabryavpenzya River, which is termed Case #1, as shown in Figure 11. The model calculates
the crest retreat one-thousand times for the Monte Carlo simulation. The value of the crest retreat is
considered a random variable following a normal distribution. The mean crest retreat with a 95%
confidence limit is calculated to be 6.67 m with a standard deviation of 0.39 m whereas 6.9 m was
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recorded in the field measurements. Figure 11 shows the measured bed profile for Case #1, whereas
subfigure d in Figure 13 shows the cumulative mean erosion during the summer of 2013.

Figure 13. Cumulative erosion over the summer of 2013 in Case #1. Subfigure (a) displays the wind
speed during the summer of 2013. The wind speed data are the major input for the storm surge
module which calculates the storm surge level shown in subfigure (b), which in turn is used to find
the inundation depth hid in subfigure (c). Finally, the coastal erosion overtime is calculated for each
case of n = 1000 in the Monte Carlo simulation. The distribution of the calculated erosion rate follows
a normal distribution. Shown in the subfigure (d) are the mean erosion (thick black line) with ±1.96 s

drawn as dotted lines (s = standard deviation).

Case #2: Crest Retreat during the Summer of 2017

The crest retreat to the left of the mouth of the Sabryavpenzya River was measured to be 9.1 m
during the period of 2016–2017 [12]. This part of the coast has higher frozen bluffs (14 m) than the bluffs
in Case #1, and the slope of the bluff face is almost vertical. Similar to Case #1, one-thousand samples
of input parameters are generated for the Monte Carlo simulation, and the erosion is calculated as
a random variable which follows a normal distribution. A mean erosion of 8.31 m is calculated with
a standard deviation of 0.49 m. Figure 14 shows the mean cumulative erosion time series.

The numerical model determined the erosion rates for the two different cases
(as detailed in Table 5). The assumption of mutual exclusivity is validated from the erosion
patterns of the two cases. Case #1 shows many small storms in 2013 that almost continuously caused
erosion throughout the summer season, whereas the profile of Case #2 shows only a few early storms in
2017 that caused abrupt but short-term erosion; few events occurred throughout the rest of the summer
season. It is also observed that the numerical model underestimates the erosion by 3.4% for Case #1
and 8.8% for Case #2. The numerical model considers only thermoabrasion, which is a simplification
of reality since other erosion mechanisms certainly exist. This may be the reason why the numerical
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model underestimates the erosion relative to the field measurements. However, the model performance
serves as proof of concept, and the behaviour is found to agree with the expected real-world physics.

Figure 14. Cumulative erosion over the summer of 2017 in Case #2. The wind speed data are
shown in subfigure (a). Using the storm surge module, the surge levels are calculated (subfigure
(b)). With the inundation depth, hid calculated in subfigure (c), the erosion is calculated accordingly
(shown in subfigure (d)). The crest retreat is calculated for n = 1000 cases in the Monte Carlo simulation.
The outcome of the global model is one thousand calculated crest retreat values which follow a normal
distribution. The mean erosion is drawn as a thick black line with ±1.96 s drawn as dotted lines to
show how the uncertainty of the prediction increases over time.

Table 5. Summary of erosion in the two cases.

Case Measured Results Field Measurements Deviation (%)Mean Standard Dev.

Case #1 6.6694 m 0.3903 6.9 m 3.4%
Case #2 8.3050 m 0.4868 9.1 m 8.8%

C.1. JOURNAL PAPER#1

152



J. Mar. Sci. Eng. 2020, 8, 169 17 of 20

4.2. Sensitivity Analysis

The numerical model developed in this study considers only thermoabrasional erosion,
and thus cannot be applied universally. As this model works in a data-poor environment, a proper
understanding of the responses of the numerical model must be achieved. A sensitivity analysis was
performed on the probability of bluff failure (shown in Figure 15). It is found that the probability
of bluff failure ranges from null to negligible during the first three hours of the storm. Afterwards,
the probability of failure exhibits a linear relation with the duration of the storm and niche growth.

Figure 15. Probability of bluff collapse during a storm.

The sensitivity analysis results of the other variable environmental conditions are shown in Table 6.
The model is sensitive to the critical niche depth (xp); a shorter critical niche depth increases

the rate of erosion. The critical niche depth is dependent on the ice-wedge polygon size (xedge).
A sensitivity analysis of the Barnhart [4] model indicates that the relation between xp and xedge is
linear; a larger polygon size increases the critical niche depth and thus decreases the probability
of bluff failure.

Table 6. Sensitivity of the erosion rate to variations in model parameters compared to the base case of 2012–2013.

Change in Parameter Erosion Rate (m/year) Change Compared to Measured Values (%)

Reduction of 5 m in the critical niche depth 14.24 113.5 %
Decrease of 0.1 m in sea level 0.647 �90.3 %
Increase of 0.1 m in sea level 49.11 636 %
Increase of 10% in wind speed 20.42 0.206 %
Increase of 10% in seawater temperature 7.09 6.3 %

5. Conclusions

A theoretical model is developed based on field observations of the physical processes involved
in coastal erosion due to thermoabrasion. The governing equations of the theoretical model are
based on fundamental physics, e.g., the conservation of mass, energy, salinity and sediments.
The governing equations are discretised in time and space. A probabilistic analysis is performed
to counter the uncertainties resulting from the data-poor environment. The model is a simplification of
real-world physics. It can be only be applied for a short duration since most of the wave hydrodynamics
is not included in the model. Out of all the morphological changes due to thermoabrasion, only the crest
retreat is simulated. The resulting numerical model can calculate short-term shoreline erosion due to
thermoabrasion during storms.

The numerical model is applied to two cases involving different geological features in two
different years. The salient outcomes of the numerical model are as follows.

• Thermoabrasion is episodic and discontinuous, not continuous like other Arctic erosion processes.
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• There is a small time-lag between the inundation depth hid and niche growth rate. This time lag
can be attributed to the initial resistance of the bluff face to the growth of a niche.

• Coastal erosion is dependent on the intensity of extreme events. Even though Case #1 faced more
storms during 2013, the erosion in Case #2 during 2017 is higher than that in Case #1 in 2013 as
the intensity and duration of extreme events were significantly higher in 2017.

A sensitivity analysis is carried out to determine the impacts of changes in the environmental
parameters. The key findings of the analysis are as follows.

• The growth of the niche mainly depends on the inundation depth at the base of the bluff,
the temperature of incoming waves and the wave height (which is depth-limited).

• The thermoabrasion process is highly sensitive to changes in sea level; therefore, the coasts where
thermoabrasion is the dominant erosion process are at higher risk under sea-level rise.

• The sediment concentration and salinity of seawater have very little effect on thermoabrasion
when compared to the other input parameters.

• The sensitivity analysis also reveals that the height of the bluff is a secondary factor for
thermoabrasion. Field observations also validated this.

The model developed in this study assumes simplified physics, and thus has a very
low computational demand at the price of sacrificing information about wave hydrodynamics
and morphological changes. This low demand for computational resources allows the model to
run one thousand times for the Monte Carlo simulations. A high number of cases is important for
a probabilistic model, such as a Monte Carlo simulation. Even though the model is preliminary
and simplified, only a 10-min time-step is used, which is a rather dense resolution when compared
with similar kinds of models. For example, the authors of [24] used a time-step of 12 h for their model
and the comprehensive model in [4] uses time step of 60 min.

The model described herein is a 1D model that considers sediment transport only in the cross-shore
direction, similar to many Arctic erosion models. Moreover, we only considered the longshore current;
the model does not calculate the longshore sediment transport or nearshore hydrodynamics, such as
wave breaking, shoal formation and current-wave interactions. From the field observations, it is clear
that similar to the low-latitude and mid-latitude coasts, longshore sediment transport in the Arctic
coast is responsible for long-term changes in the shoreline even though the open water season is only
three months. The current model considers only the effects of storms, so longshore sediment transport
is excluded since the morphological footprint of longshore sediment transport takes a considerable
amount of time to be visible. For a long-term prediction of shoreline changes, various additional
parameters, including longshore sediment transport, wave evolution, and changes in bathymetry,
must be incorporated into the model.

The current model focuses on the two driving forces of thermoabrasional erosion during a storm:
(a) the thermal driving force originating from warm sea water and (b) the mechanical driving force
of storm surge. Field observations indicate that thermoabrasional erosion is prominent in ice-rich
bluffs consist of clay sediments. Clay sediments extruded from the degraded collapsed block are not
deposited near swash zones; rather, they are most likely carried off to the deep sea by the strong return
currents generated by storm surges. As such, clay sediments do not contribute to beach development.
Based on this observation, cross-shore fine sediment transport is excluded from the current model.
However, both the cross-shore transport of clay sediments and the longshore transport of sandy
sediments are important for long-term predictions of shoreline positions. The global model can be
applied to other coasts where thermoabrasion is the dominating erosional mechanisms. The model
can be used for other coasts in the Arctic region without modification as no empirical formula is used.
Even though in theory the model can be used for long-term prediction of the coastal erosion, we can
not suggest it as other environmental parameters which are omitted in the model become important in
longer duration model run.

The success of the proposed model, which predicts erosion with probabilistic statistics, serves as
a proof of concept. For low-quality metocean information available on the Arctic coasts, the potential
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to predict shoreline changes and the probability of bluff failure may be valuable for planning
and protection endeavours.
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A B S T R A C T

The soil temperature within the Arctic coasts within the continuous permafrost is not widely measured; the
temporal and spatial resolutions of the measured temperature observations are relatively high. In this study,
we examined the methods to interpolate, hindcast and forecast temperature measurements within the active
layer and shallow permafrost when the temperature measurements at the surface or near the surface are
available. The temperature variations along the year are periodic, and hence attempts are made to express the
seasonal variations with a combination of periodic function (Fourier components); which are used as boundary
conditions to reach the analytical solutions. The temperature measurements from surface to about 10 metre of
depths at the Baydaratskaya Bay, Kara Sea are available. We adopted a data-driven model based on simplified
analytical closed-form solution derived from the boundary conditions. The parameters of the solution are
calibrated from the field measurements and validated with field observations. The model then can be used to
hindcast and forecast temperature at any points within the soil.

1. Introduction

The erosion of the Arctic coasts reflects the complex interaction
between climate, coastal morphology and geology in which the unique
environmental conditions related to permafrost are subject to thermal
and mechanical instability (Are, 1988). Field observations identified
various erosion mechanisms such as a bluff failure by niche erosion
(thermoabrasion), bluff face thaw (thermodenudation), retrogressive
slumping processes in the Arctic coasts, either separately or in combina-
tions (Vijay et al., 2018). The models by Nairn et al. (1998), Kobayashi
et al. (1999), Leont’yev (2003, 2004), Hoque and Pollard (2009),
Ravens et al. (2012) and Barnhart et al. (2014) describe the Arctic
coastal erosion as an effect of the hydrodynamic and thermal driv-
ing forces on standardised one-dimensional (1D) or two-dimensional
(2D) coastal profiles to simulate coastal erosion because of the ther-
moabrasion process. Thermal energy transfer based on air–water–soil
temperature profiles, thawing of permafrost and the degradation of
the mechanical strength of the soil are ignored in most of the existing
conceptual models (Lantuit and Pollard, 2008). Comprehensive mod-
els of coastal erosion, including the effects of the thermodenudation
process, have not yet been developed (Vijay et al., 2018). Meanwhile,
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observations from the various Arctic coasts suggest that the ongoing
and foreseen thermokarst activities lead to considerable erosion by
thermodenudation. For example, we expect the thawing of permafrost
to increase unprecedentedly in connection with the effects of climate
warming (Lewkowicz, 1991). Temperature increase within permafrost
will lead to an increased rate of thawing of soil ice and may speed up
Arctic coastal erosion (Bernstein et al., 2008).

The permafrost is linked with the surrounding atmosphere by an
active layer, vegetation and snow covers which may vary enormously
with time and location (Romanovsky and Osterkamp, 1997). The active
layer thickness (or the depth of the seasonal thawing) is usually esti-
mated from satellite images, from in-situ measurements or using some
semi-analytical formula. The semi-analytical formulas are based on a
functional relationship between thawing depth, air temperatures and
the soil’s thermal properties (Lantuit and Pollard, 2008). The Stefan-
type equations (x = m �

˘
Tindex where Tindex is the thawing index, m is

related to thermal properties of soil, and x is the thawing depth) are
widely used to predict the depth of permafrost thawing or to estimate
the thermodenudation rate (Romanovsky and Osterkamp, 1997). Sim-
ilar simplified analytical solutions or empirical relations between the
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Fig. 1. The time-series of temperatures at a depth of 0.4 m, 2.15 m and 4.4 m
are shown. The blue dots are observations at 12 h intervals. The total length of the
observations is about 880 days. A sine-wave function is fitted (marked by the red line)
using the least square error method. The soil at the depth of 4.4 m never reaches the
unfrozen phase, i.e. temperature always remains below zero. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)

thawing depth and temperature measurements are also applied (Gué-
gan, 2015; Romanovsky and Osterkamp, 1997). Limitations of all the
above formulas are: (a) unable to model temporal and spatial variation
of the soil temperatures, (b) the models are forced to use spatial- and
temporal-averaged values of temperature and (c) restricted to assume
constant thawing/freezing temperatures regardless of the variations
in the soil properties (e.g. effect of the salinity, organic matter on
the freezing temperature cannot be assessed) (Guégan, 2015). Only
continuous and high resolution (both temporal and spatial) soil tem-
perature profiles can solve the aforementioned limitations. Unlike other
environmental parameters, we rarely measure the soil temperature on
a regular basis (Holmes et al., 2008).

In this study, we adopt analytical closed-form solution to describe
the temporal variation of the soil temperatures at various depths (we
focus on the active layer and the shallow permafrost from 0.5 m to 10
m). We base the solution on the classical 1D heat convection–diffusion
equation to describe the heat transfer in the soil with boundary condi-
tions assuming temporal temperature variation at the air–soil interface
to be periodic. The temperature variation at the soil surface expressed
as a harmonic function is a suitable boundary condition to depict the
seasonal variations. The combinations of the multiple harmonic func-
tions can capture variations with higher accuracy and prediction errors
are smaller. We proceed by calibrating and validating the solution
against various consecutive years (from 2014 to 2018) of continuous
full-scale data of soil temperatures (from 0 metre to 9.9 m depths)
at five different locations representing different geological and mete-
orological conditions at Baydaratskaya Bay, Kara sea, Russia. For the
calibration, we use the first 80% of the data and apply machine learning
algorithms to estimate parameters like temperature wave-amplitude
reduction rate, temperature wave-phase lag, soil thermal diffusivity
and liquid water flux density. The remaining observations are used
for the validation of calibrated solutions. The calibrated and validated
solutions for the Arctic coasts presented in this paper may be used to
(1) hindcast, and forecast soil temperatures at various depths of the
soil on the basis of temperature measurement at or near the surface,
(2) estimate the thawing depth and thawing rates during the summer
and refreezing during the winter; taken into account the variation of
the freezing/thawing temperatures with the soil properties, and (3)
improve the understanding of the thermodenudation initiation process
and hence improve the capabilities of Arctic coastal erosion models.

2. Seasonal variation of temperature in the Arctic coasts

In this section, we use full-scale observations to establish an under-
standing of the problem. A comprehensive description of the full-scale
data is provided in Section 3.3. Here, we present one temperature
profile (see Fig. 1) only as a sample of the measurements.

Fig. 1 shows temperature measurements at three different depths,
i.e., at 0.4 m, 2.15 m, and 4.4 m. The three temperature measurements
are about 880 days, which means each time series consists of at least
two summers and two winters. Each of the three chosen observations
represents a certain layer of the soil in the Arctic. Typically, the active
layer on which some vegetation can be seen is 0.5 m to 1 metre
deep. The layer below the active organic layer is the transitional active
layer. It is low on organic material; but subject to annual freezing and
unfreezing, i.e. during summer, the soil is free of ice. The layer at 4.4
m is permafrost. The temperature at the permafrost layer never rises
more than zero degrees, i.e. during summer, the layer stays frozen.

A sine-wave is fitted on each of the observations (red line). Attempts
are made to represent the seasonal temperature variations with a
single harmonic function. One of the earliest model is the sine-wave
model, where the periodical temperature changes are described using
a single harmonic function (a sine function with time period of 365
days). Van Wijk and De Vries (1963) and Andersland et al. (2003),
proposed the following equation to express the temperature variation
at any depth in the soil:

Tg(z, t) = Tm(z) + Ta(z) � sin(2⇡tf + �(z)) (1)

where Tm is the mean temperature, Ta is the amplitude of the harmonic
sine wave, f is the frequency of the wave, f interchangeable with !

(= 2⇡f ) -the angular frequency, � is the phase of the wave. As shown
in the Fig. 1, the amplitude, Ta and the phase, � are different at two
depths but the frequency, f remains the same. When Eq. (1) is applied
to Arctic coasts temperature measurements (as shown in Fig. 1) where
temperature variations also follow a periodical cycle, some deviations
are noticed. The errors of fitting a sine-waves are prominent close to the
peaks, which are again greater at a depth of 2.15 m when compared
with 0.4 m and 4.4 m of depth. According to our understanding, the
significant cause of such deviations is due to the requirement of latent
heat of phase-change. The effect of phase change on the deviations
are (1) delay in reaching the peak and (2) sometimes slightly lower
amplitude at the peaks.

To model the above observations, one can in principle solve the heat
balance equation in porous medium as shown in Eq. (2) with boundary
and initial conditions (Plaxis, 2021).
)

)t

�
nS⇢wew + n(1 * S)⇢vev + (1 * n)⇢ses

�
= *( �

�
J
w
+ J

v

�
+QT (2)

where ew, ev and es are the internal energy in the water, vapour and
solid phases, QT is the heat source term, Jw

and J
v
are the advective

internal energy flux in water, vapour and soil (porous medium), n is
porosity of the soil, ⇢w, ⇢v and ⇢s are the density of the water, vapour
and soil.

It is possible to solve Eq. (2) numerically, but one has to pay special
attention to the phase change and enforce the right conditions at the
moving boundary. We use the software Plaxis to solve Eq. (2). Plaxis is
a commercial finite element software developed to model geotechnical
problems. The software features 2D deformation and stability analysis.
It also includes a module that offers to simulate geothermal effects, heat
flow within the soil, temperature distributions and phase change. The
software can simulate temperature-dependent water properties which
enables it to simulate permafrost in the Arctic coasts (Plaxis, 2021).

As a boundary condition, the temperature measurements at 0.4 and
4.4 m are used and analyses are performed to simulate the tempera-
ture profile at 2.15 m. The numerical model is based on the porous
medium’s heat balance equation, including the major thermal processes
such as conduction, convection by water and mass balance with phase
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Fig. 2. The numerical modelling using Plaxis. The observations at the 0.4 m and 4.4 m
are used as a boundary condition. The model estimates the temperature at the 2.15 m
depth. The estimated observations are then compared with the available observation.

changes, non-isothermal deformation, soil freezing, and unfreezing.
Two different approaches are used, (1) considering the latent heat
of phase change with measured parameters and (2) considering the
depth-averaged equivalent thermal conductivity but ignoring the phase
change. It is observed that the model, when not considering the heat
loss and gain during a phase change, has almost the same level of
error when compared with a model that considers the latent heats
(Fig. 2). When a whole cycle is considered, the energy required to melt
the ice within the soil’s pores at the active layers returns during the
freezing phase if yearly averaged water content remains constant. At
a yearly averaged value, the net effect of the heat flow changes due
to latent heat of ice melting is cancelled out by the release of heat
during the freezing. The figure also shows that neglecting the phase
change can still be a good approximation if equivalent (calibrated) soil
parameters are used. From this observation, we come to one of our
main hypotheses in this study, i.e., the temperature variation in the
permafrost can be modelled using a data-driven approach by solving
1D one-phase heat balance equitation with calibrated soil parameters,
i.e. solution to Eq. (2).

Based on this observation, a data-driven model is developed using
the simplified conduction–convection equation and the analytical solu-
tion. The solution of the equation is used to train the numerical model
to find out the patterns and correlations between the time series of the
temperatures at various depths. The analytical solution is the guiding
principle for the algorithm to seek out the correlation and establish a
localised custom relation between some basic parameters to predict the
temperature at various depths. In the next sections, we describe the
analytical solution used which is the basis of the pattern-seeking of the
machine learning algorithm.

2.1. Simplified thermal model

A typical Arctic coastal profile is shown in Fig. 3. A cliff stands at
the end of a narrow beach. During the winter, the beach, bluff face
and the cliff are covered with snow while the sea is covered with ice.
Coastal erosion due to thermodenudation occurs during the summer
after the snow is melted away. The direction of the heat transfer is
downward during the summer when the air temperature is warmer
than the soil temperature. The direction changes during winter as the
air temperature near the surface becomes colder than the permafrost
temperature. Our domain of interest is the Arctic coastal cliff and the
narrow beach where thermodenudation occurs. In this study, we want
to find a reliable method to estimate the temperature profiles inside the
cliff and the beach, estimating the temperature on a large scale. This
will allow an accurate estimate of the permafrost thawing depth and
improve modelling of Arctic coastal erosion due to thermodenudation.

2.1.1. Conduction–convection heat equation
To estimate the temporal variations of the soil temperature at any

depth, we idealise the problem as a one-dimensional (1D) heat transfer
problem. Let us assume that points A and B are two points at different
depths inside the cliff shown in Fig. 3. The distance between these two
points and the coordinate system used is shown in Fig. 3. The axes x
and y are assumed to be along the cross-shore and alongshore direction,
respectively, the positive z-axis points to the downward direction.

2.2. Governing equation to establish a data-driven model

The 1D heat convection–diffusion equation can be used to describe
the heat transfer in the soil between point A and point B. Based on
the conservation of the energy, the Fourier thermal conduction and
convection equation for the 1D case is expressed as: (Stallman, 1965;
Gao et al., 2003, 2008),

)T (z, t)
)t

= )
2
k(z)T (z, t)
)z2

+ )W (z)T (z, t)
)z

(3)

where k is the thermal diffusivity (unit = m2s*1) and k = �_Cg where �
is the thermal conductivity (unit = Wm*1C*1) and Cg is the volumetric
heat capacity of the soil (unit = Jm*3C*1), W is the liquid water
flux density. W = )k_)Cw_Cgw⌘z, )k_)z is the gradient of the soil
thermal diffusivity in z direction, Cw is the heat capacity of the water
(J˝C*1m*3), w is the liquid water velocity(m/s), ⌘ is the volumetric
water content of the soil (unit-less).

Eq. (3) is used as the governing equation of the problem; the
equation is valid for every point regardless of the temperature profiles.
However, the equation does not count for the heat sink or source at the
melting phase due to the phase change of water. As we have seen in
Section 2, the effect of the phase change is the deformation of the sine
wave and lag of the peak positive temperature.

2.2.1. Boundary conditions
The form of the fundamental solution of the Eq. (3) depends on

the boundary conditions. For z = ÿ or at sufficient deep soil, the
solution of the equation reaches a steady state, i.e. the effect of the
surface-boundary conditions cannot be seen anymore. A time series of
the temperature measurements can be applied as a boundary condition
at point A. One of the properties of the heat equation is that it retains
the initial shape of the boundary condition (detail example is provided
in Appendix C). The time series at point A can be expressed as a known
form of the function to reach the analytical solution. We considered
the temperature measurements at point A (z = z1) as a function of time
but a combination of harmonic functions with different amplitudes and
time periods. Application of the boundary condition can lead to the
respective solutions of Eq. (3); presented in the next section.

2.2.2. Analytical solution: a combination of harmonic functions as bound-
ary condition

Applying Eq. (4) as a surface boundary condition to Eq. (3) (as tem-
perature profile at point A at a depth z), a solution to soil temperature
Tz can be expressed as shown in Eq. (5) (see Verhoef et al., 1996; Hu
et al., 2016):

T (z = 0, t) = Tm(z) +
N…
n=1

Ta0n
sin

⇠
2⇡fnt * �0n

⇡
, n = 0, 1, 2,… ,N (4)

The effect of the phase changes is captured by the Fourier decomposi-
tion which a single sine wave model fails to do. The effect of change
in the shape and the lag of the peak are accounted for when the time
series is decomposed. Theoretically, the Fourier decomposition can be
decomposed to N/2+1 number of components where N is the number of
observations. The analytical solution is presented as (see Verhoef et al.,
1996; Hu et al., 2016):

Tz(z, t) = Tm(z) +
N…
n=1

Ta0n
e
[ *W *↵n

2k ]z sin
4
2⇡fnt * �0n * z

�n

2k

5
(5)

where Tm is independent of the frequency, Ta0n is the amplitude of
each harmonic function, �0n is the phase of each harmonic function
at the surface. W and k are independent of the harmonic functions
but dependent on depth (for simplicity, W and k are made depth-
averaged), and ↵ and � are different for each harmonic function. We
can rewrite part of the Eq. (5) as follows:

Ta(z, t) = Ta0 � e
*z�≥N

n=1 RRFSn (6)
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Fig. 3. (a) A typical Arctic beach at the inception of the summer is shown. The coast consists of a cliff at the end of the profile and ice-wedge polygons are visible on the cliffs.
The active layer is beginning to thaw. Higher organic contents distinguish it from the rest and are situated just under the soil surface. The beach in front of the cliff is narrow,
which has an elevation such that during the high tides, water does not reach the base of the bluff. (b) The heat flux between two points (A and B) inside the soil is shown. The
z-axis is assumed positive towards the downwards directions, i.e. the heat flow during the summer is assumed positive. The temperature at point B (T

z2
) is smaller than that of

point A (T
z1
).

Fig. 4. The study area is on an Arctic coast on the left side of the gulf of the Kara sea. The area starts from South (Latitude:68.867459N, Longitude:66.741529E) to East South
(Latitude:68.842112N, Longitude 66.984593E) along the coast. The coast is straight, and the shore-normal line creates a 72˝ angle with the North.
Source: google earth.

�n(z) = �0n * z � PLFSn
(7)

where RRFSn
= *Wn*↵n

2k and PLFSn
= �n

2k for n = 0, 1, 2, 3.... The
solutions are independent of the frequencies; the frequencies do not
change over depth (Van Wijk and De Vries, 1963). Field observations
can help to calibrate the parameters of the solution. In this paper,
we use the soil temperature observations of five different locations as
boundary conditions to calibrate the parameters of the Eq. (5). We used
the temperatures from 0 to 9.9 m depths to calibrate the parameters:
amplitude reduction rate, RR and phase lag, PL.

3. Field measurements

The soil temperature has been measured at the coast of Bay-
daratskaya Bay in the Kara Sea. The field investigations are completed
each year, started from 2012 under the leadership of the Lomonosov
Moscow State University (MSU) with support from the Centre for
Research-based Innovation (CRI): Sustainable Arctic Marine and
Coastal Technology (SAMCoT).

3.1. Geo-morphological description of the study area

The study area is a coast named Baydaratskaya Bay, a shallow gulf
at the western side of the Kara Sea (Fig. 4). The region is inside the Arc-
tic circle, sparsely populated and with minimal access. Although many
alluvial patches, lacustrine and deposits of boggy materials are found
on the coast, mostly the Pleistocene marine and Glacial sediments
created the area between the Yamal Peninsula and Yugra Peninsula.
We believe the area was altered by the Pleistocene ice sheets, unlike
the eastern Russian coasts. Massive ice beds are present in the study

area. Visible Ice wedges polygons are found along the cliffs standing at
the end of the beaches and contribute to the large collapses of blocks by
thermoabrasion (Ogorodov et al., 2020). The depression formed by the
massive ice glaciers during the Pleistocene era developed the shallow
gulf, and during the Holocene period, seawater submerged the area.
The permafrost underneath the active layer is mostly continuous and
reaches 30–70 m thickness. The gasoline pipe of Bovanenkovo-Uhta
that transports gas to Europe passes the study area by 0.1 km in the
SE direction (Isaev et al., 2019). The total length of the study area is 8
km. The river Ngoyuyaha divides the area into two almost equal parts.
The Baydaratskaya bay is not the only depression along the coast of
the Kara Sea; there exist many similar depressions. Some active faults
bound the basin at the west side. The north part of the bay is formed
during the Pleistocene and Holocene. The clay and bottom mud found
in the deeper part of the bay are well-sorted, fine sands along Ural
shoreface and silty sand along Yamal coast.

3.1.1. Zonal division based on cliff height: S#1 and S#2
The study area is divided into two distinct zones, marked S#1 and

S#2, as shown in Fig. 5[a]. The low marine terrace with bluff heights
around 4–6 m is termed zone S#1. Zone S#2 has bluff heights of 10–17
m. The S#1 and S#2 sites are about 3.5 km in the N-W direction from
the cofferdam of the Bovanenkovo-Uhta gas pipeline. The study area
is spread from North West (68.867459N, 66.741529E) to East South
(68.842112N, 66.984593E). The zone S#1 is a low marine terrace with
a length of about 4 km, starts directly from the gas pipeline (the most
south-eastern point). The low terrace surface (up to 6 m) is smoothly
sloping. The top surface of the cliffs is grassy with minor swamped
hollows; some shallow thermokarst lakes are present, ice-wedge poly-
gons are visible on the soil surface, we find many erosion trenches
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Table 1
List of boreholes at the study area are shown. The boreholes are placed in the cliffs, both at the high and low marine terraces.
zone Borehole ID Depth Coordinates Drilled on Remarks

S#1 bh2 9.9 m N 68.853004
E 66.899996

Sep 2016 On the slope

S#1 bh3 9.9 m N 68.852599
E 66.899767

Sep 2016 30 m inside the crest

S#1 bh4 6.2 m N 68.853797
E 66.889794

Jun 2013 Inside the cliffs, discarded due to technical errors

S#1 bh5 9.9 m N 68.858327
E 66.838207

Sep 2014 5 m above the water level

S#2 bh6 5 m
[3.31 m]

N 68.857162
E 66.843057

Jun 2014 15 m above the water level

Table 2
Thermal properties of the sediments on the cliffs. The top organic active layer has very low thermal conductivity and act as a blanket hindering the thawing process. Other than
the top organic layer, thermal properties vary little along the depth.
Location Depth

m
Soil type Temperature during test

˝C
thermal conductivity (�)
W/(mK)

Excavation-1
N68.85305
E66.88763

0-0.15 Peat, middle stage of decomposition, dark brown 1.3 0.386

Excavation-2
N68.85361
E66.89361

0-0.20 Layering of sand light-grey, frozen and dark grey light loam, cryoturbation 1.94 0.732

0.42–0.75 Sand, grey, fine grained, with layers of ferruginous matter 1.0 1.42

0.40–0.60 Loam, dark grey, soft plasticity with deep decomposed organics 1.5 1.48

0.60–0.9 Sand fine grain, light-grey with vertical band of ferruginous matter 1.15 1.16

0.9–1.3 Sand fine grain, light-grey with vertical band of ferruginous matter 0.47 1.39

Excavation-3
N68.85277
E68.87778

0-0.30 Loam dark-grey, soft plasticity with ferruginous matter 3 1.64

0.30–0.53 Sand light browny grey, middle grain size, with ferruginous matter layers and
inclusions of fine gravel matter

1.4 1.58

0.61–1.64 sand, light-grey, middle grain size, with horizontal layers of dark sand and
vertical bands of ferruginous matter

1.13 1.04

Fig. 5. The study area is divided into two zones: S#1 and S#2 identified by the bluff
height differences. The longshore sediment transport exists from zone S#2 to S#1. A
low lying laida separates the zones; the laida is excluded from the erosion studies.
Temperature measurements at various depths are available for both the S#1 and S#2
zone.
Source: Isaev et al., 2016.

along the coastline. The bluff-heights of the S#1, from the northwest,
gradually lowers and transforms into a laida of 1.5–2 m height with the
Ngouyaha river valley. A laida is a low lying land in the Arctic coasts
flooded during the high tides, an Arctic counterpart of the marshland
found in the warmer climate. The laida shoreline is almost 1.2 km long.
The laida consists of depressions with frost-thaw lakes. Some of them

are drained because of the retreat of the coastline. Lake occupancy on
some of the high laida areas exceeds 50%. The lower sections of the
laida are followed by the S#2 zone, a more elevated terrace of 10-
17 m. This S#2 zone is 4.65 km along the coastline. Deep trenches
more frequently cut the surface of the S#2 with dry thermokarst lake
basins (hasyrey) and younger thermokarst lakes, polygonal-shaped frost
clefts and weathering spots on the sandy soil. The cliffs mostly consist
of fine sediments. Unlike the sandy dune systems of the warmer climate
beaches, there is no active restoration mechanism to restore the cliffs.
The soil profiles of the cliffs are depicted in Fig. 6.

3.2. Soil temperature measurements

Various boreholes are constructed in the study area to measure the
temperatures (list of the boreholes provided in Table 1). Initially, two
boreholes were drilled, and temperature sensors were placed during
field measurements of June 2013 (bh4, 6 m deep) and June 2014 (bh6,
3.5 m deep). Bh4 borehole was dug in the low terrace (S#1), and bh6
was on the high terrace (S#2). Boreholes were dug using handheld
Augers, and M_log5 W (GeoPrecision GmbH) thermistors were placed
inside them. A plastic pipe protects the boreholes to avoid internal
collapse. The sensors of the thermistors are typically kept 0.3 m to 0.5
m apart. But near the surface, sensors are placed at 0 m and 0.1 m to
capture the surface temperature. The time interval to record the data
was set to be 12 h.

3.2.1. In situ thermal conductivity measurements
Lab tests of in-situ and post-work were performed to find the me-

chanical and thermal properties of the permafrost/cliff during the field
investigation (the summary of the thermal properties are in Table 2).
The experiment was performed on the cliff faces; due to the limitation
of the equipment, the investigation was completed only till 1.64 m.
Thermal conductivity was measured to be quite low on top of the
organic active layer.
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Fig. 6. Soil profiles at the two sites, S#1 and S#2. The cliffs comprise mostly fine materials. Permafrost is continuous after the depth of around 1.5 2 m. The active organic
layer is thin, more or less 0.3 m and quite poor with nutrition for the vegetation (Field observation was made in Summer, 2014). Thermal conductivity of the soil is measured;
presented in Table 2.

Fig. 7. Time series data of bh2: temperature measurements along with the 20 nodes
from depths of 0.4 m to 9.9 m. Each sub-figure contains the data of the five depths.
Some measurement anomalies are noticeable at the lower depths. However, compared
to the mean values of the temperatures, the anomalies are not significant. Matlab
functions ‘smooth’ and ‘filloutliers’ were used to remove the anomalies wherever
required.

3.3. Field observations

We choose five sets of time series data for analysis where mea-
surements are continuous and consistent. These observations are made
throughout the year on the cliff and the beach of the Baydaratskaya.

Table 3
Summary of the temperature observations. Five time series are used for the analysis
comprising temperature measurements from the zones S#1 and S#2.
Time series Borehole ID From To Total days nodes Depth

bh2 bh2 13-09–16 10-02–19 881 20 9.9 m
bh3 bh3 13-09–16 22-12–17 466 19 9.9 m
bh5–1 bh5 09-06–14 11-09–16 826 20 9.9 m
bh5–2 bh5 12-11–16 09-09–18 667 5 1.65 m
bh6–1 bh6 09-06–14 13-07–15 400 11 3.31 m

The earliest date of the measurements is 9 June 2014. The maximum
length of the time series is 881 days (2.41 years; continuous), two
periodical temperature variations are captured with the time series. The
sensors measure the temperature at 12 h intervals. We lost some sensors
to erosion. Moreover, temperature measurements at the deeper part
of some boreholes were not appropriately captured because of some
unknown sensor errors. As a result, data from all the nodes cannot be
considered. The summary of the observations as time series is given in
Table 3. Observations from both the high and low cliff areas (S#1 and
S#2) are available. The data are re-sampled for the daily averages since
the time resolution of the data is 12 h, not small enough to capture
the daily temperature variation of the site. The maximum depth of the
sensor was 9.9 m in both S#1 and S#2 zones. However, some anomalies
are observed within the measurement due to reasons of (1) interference
by local people, some strings were lost, (2) reallocation of borehole due
to erosion and (3) measurement errors. To avoid the unexplained and
unwanted behaviours of the measured data, parts of some time series
are omitted. However, the unprocessed measurements are added in the
Appendix A for references. Fig. 7 shows the time series of bh2; the rest
of the time series are provided in the Appendix A.

4. Calibration of the parameters from field observation

In this study, we split the time series into two groups: training and
testing data, adopting the machine learning approach. The training data
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Fig. 8. The workflow of the model.

set is used to calibrate the parameters of the solutions as mentioned in
Table 4,i.e. the solution is fitted to the training data set to determine
the parameters (RR and PL). Thereafter, the calibrated solutions are
used to numerically reproduce the remaining data, i.e. the testing data
set. The calibration accuracy is determined by comparing the numerical
prediction with the measurements, and the decision is made whether to
accept the calibration or to re-calibrate the parameters. If the error is
within the limit, the calibrated equation can be used as the governing
equations to hindcast or forecast soil temperatures for the specific local
area. The workflow of the methodology is shown in Fig. 8.

4.1. Pre-processing of the raw data

The field measurements contain some values which are clearly an
error in the sensor. Before proceeding, these values were identified and
cleared. Unusual values can greatly affect the quality of curve fitting.
A trend within the time series may be observed. Since a trend is not
considered when we sought the analytical solution, the trend must be
removed before the calibrations.

4.1.1. Removal of outliers
Any observation over three times the median absolute deviations

(MAD) away from the median is considered a measurement error and
termed as an outlier. The outliers are replaced with the value generated
by the piecewise cubic spline interpolation.

4.1.2. Removal of trend
The observations from the field typically have an upward or down-

ward trend of the mean temperature. A first-order ‘detrend model is
used to remove the trend from the observation.

Yp,q = Op,q * Tq,1 ù Op,q (8)

where the p is the number of nodes along depth, q is the number
of nodes in time-series, Op,q is the matrix of the training data set
and Tq,1 is the matrix of the de-trending parameters and Yp,q is the
refined observations. When the calibrated solutions are used to make
predictions, the trend values are required to be included. The estimated
trend values using the parameters Tq,1 are added back using the relation
Tq,1 ù O

®
p,q
; where O

®
p,q
is the predicted observation matrix.

4.2. Quantification of the error

The accuracy of the curve fittings are measured using the following
error formulas:

4.2.1. Standard error of estimates (SSE)
The SSE (Eq. (9)) measured the mean deviation between the fitted

value and measured value.

SEE =

v≥N

t=1[o(t) * Ço(t)]2

N * 2 (9)
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Fig. 9. 80% of the points in the time-series are used as training data (see Table 4 for
details). The parameters are calibrated using the training data set. Then one observation
at or near the surface is used to predict the temperatures within the soil in the
testing data-set domain. Thus we obtain a predicted data set. The predicted data-set
is compared with the testing data set to decide if the calibration is acceptable. If not,
we re-calibrate.

where, N is the number of the samples, Ço(t) is the observed N values,
o(t) is the value estimated by the model (either sine curve fitting or by
Fourier analysis).

4.2.2. Coefficient of determination (R2)
The value of R2 indicates the part of the variance in the dependent

variable, which we can estimate from the independent variables. How-
ever, the value of R2 does not indicate whether appropriate regression
was used.

R2 = 1 *
≥ (oi(t) * Pi(t))2≥ (oi(t) * Ño)2

(10)

where oi is the ith observation, P is the prediction of the statistical
model and Ño is the average of the observation.

4.2.3. Root Mean Square Error (RMSE)
Root-mean-square error (RMSE) measures the differences between

the fitted curve/line values and the values observed. The following
equation was used to calculate RMSE.

RMSE =

v≥T

n=1
�
Çot * ot

�2

N
(11)

5. Result and discussion

5.1. Preparation of training and testing data

The field observations mentioned in Table 3 are used to both
calibrate and validate the solution. The observations are divided into
two groups: training and testing data-sets, as shown in the Fig. 9 and
detailed in Table 4. The purpose of the testing data-set is to compare
the output after calibration. For this study, we used 80% of the time-
length of the observations as training data-set and the remaining 20%
for testing data-set. The maximum days of the testing data-set is 178
days for bh2, and the minimum is 80 days for bh6, which we believe
is enough to compare and estimate the errors. We could even use a
higher percentage of the data-set to train the model since our problem
poses no probability of a common error in machine learning: over-
training. The training data-sets are used to calibrate the parameters
of the Eq. (5). Then only one observation at the topmost node for the
time series is used to predict the temperatures at various depths, thus
obtaining the predicted data-set. An error estimate is made comparing
the observation in the testing data-set with the predicted data-set.

Fig. 10. The FFT analysis on the bh2 time series. The amplitude distributions over
the frequencies and depth are shown. The highest amplitudes are found at the lower
frequencies; also, the amplitudes reduce exponentially along with the depth. The
phase of the Fourier components are randomly distributed and no relation between
frequencies and depth can be found.

5.2. Calibration using training data-set

For every time series, there are 5 to 20 measurements at the nodes
at different depths (detailed in Table 3). We retrieve the time series of
the measurements at a 12-hour interval. Since the daily temperature
variations cannot be captured when measured at 12-hour intervals, we
convert the measurements to daily averages assuming that the average
of the two 12-hour interval measurements represents the daily average
temperature. The calibration starts with the Fast Fourier Transforma-
tion(FFT) analysis of the training data set. The output of FFT analysis
on the bh2 time series is shown in Fig. 10 as an example. The amplitude
distribution shows that peak amplitude (n = 1) are always at the lower
frequencies. The amplitude reduces exponentially along with the depth.
The smaller amplitudes are found at the higher frequencies representing
the smaller daily variations of the temperature. A summary of the
amplitude and frequency distributions for all the time series are shown
in the Fig. 11. We notice that the peak frequencies of each series do
not change along with the depth; it remains almost constant. However,
the peak frequencies are not related to 365 days; rather, the time
period ranges from 373 to 442 days. When a single sine-wave was
fitted, the time period was always found to be 365 days. But when
the time series is decomposed with FFT, the peak time periods are
always found to be greater than 365 days. An amplitude and frequency
distribution along the depth is drawn (Fig. 12). The related parameters
are described in Tables 5 and 6. The amplitudes (Tan : n = 1, 2, 3....)
decays exponentially over the depth. An exponential curve a � e*bz with
two parameters a and b fits the amplitudes distributions over the depth
(see the distribution of the peak frequency in Fig. 12). The results for
the top three peak amplitudes are summarised in Table 6. We notice
that for n = 1, the highest peaks, the curve fittings have better R

2

values, however, not all the curve fitting has a high R
2 value, a value

of 0.623 is also observed.

5.2.1. Phase-lags estimated from Cross Power Spectrum Density (CPSD)
analysis

Cross Power Spectral Density (CPSD) was used to determine the
true phase-lags between the signals at different depths. For a time
series, CPSD between the top layer and that time series provides the
cross power spectral density (CPSD) of the two signals, using Welch’s
averaged, modified periodogram method (Welch, 1967) of spectral esti-
mation. The phase difference is estimated as multiples of the ⇡, which
is converted to days as the maximum phase lag 2⇡ is equivalent to 365
days; shown in Fig. 13. As the analytical solution suggests, the phase lag
increases over depth. A linear equation: a+m � z is fitted for each time
series. The estimated values of the parameters are given in Table 6.
The R

2 values suggest the relationship is well described by a linear
equation.
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Table 4
The observations are divided into two groups: training and testing. 80% of the data resides in the training data-set while the
rest is put on the testing data-set.
Time series Training data-set Testing data-set

from to total days from to total days

bh2 13-09–16 18-09–18 705 18-09–18 10-02–19 178
bh3 13-09–16 21-09–17 373 21-09–17 22-12–17 94
bh51 09-06–14 18-05–16 710 18-05–16 11-09–16 116
bh52 12-11–16 29-04–18 534 29-04–18 09-09–18 133
bh61 09-06–14 24-04–15 320 24-04–15 13-07–15 80

Fig. 11. (a) Fast Fourier Transformation (FFT) performed on time series reveals the low frequencies are the dominating signal. (b) Frequency distributions of the peak harmonic
function (where n = 1 means the highest peak). The analysis shows the depth has no apparent effect on the frequencies. For the highest harmonic function, ranked n = 1, the
frequencies are almost similar for all the time series till 5 m depth, after that some minor variations are noticeable. As for the next ranked frequencies, the range gets bigger. The
spreading looks random for the n = 3.

Fig. 12. The peak amplitude A
p
for the n = 1, the peak frequency over the depth are depicted. The amplitude reduction is exponential; however, the frequency reduction is not

observed till 5 m. The peak amplitudes at depth over 5 m are quite small (less than 1 ˝C).
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Fig. 13. The phase-lag over the depth shows a linear relation. The parameters of the
curve fittings are mentioned in Table 6.

Table 5
An exponential curve (a � e*bz) is fitted to the amplitude distributions along the depth
(where z is the depths). Only the top three harmonic functions are shown in the table.
Time series Parameter Rank of the peaks (n)

n = 1 n = 2 n = 3

a 6.514121 3.667414 1.746538
bh2 b 0.79755 1.32577 1.46048

R
2 0.990179 0.98182 0.994857

a 7.645913 1.381951 1.203991
bh3 b 0.81458 0.623 0.91589

R
2 0.992195 0.72056 0.581092

a 8.886689 3.962007 1.80939
bh51 b 0.60695 0.91638 0.95682

R
2 0.859604 0.679586 0.856837

a 27.27702 7.32094 1.574875
bh52 b 1.64306 2.22973 0.1253

R
2 0.877128 0.877806 0.95058

a 8.281672 1.419823 1.589165
bh61 b 0.50868 0.74842 1.25615

R
2 0.973705 0.942894 0.991782

Table 6
Phaselags of the signal determined by CPSD analysis, fitted to linear equation a * mz.
Time series a m lags(days/m) R

2

bh2 *0.0310 0.0399 25.0403 0.980723
bh3 1.2221 0.0420 23.7847 0.991341
bh51 0.3061 0.0530 18.8733 0.923127
bh52 0.1039 0.0447 22.3904 0.836632
bh61 *0.1459 0.0350 28.5465 0.959164

5.2.2. Discussion on the calibration of the parameters
The following observations are made:

• For a particular frequency, the amplitude decreases exponentially
over the depth (see Figs. 10 and 12). The dominant amplitudes
reside at the lower frequencies. For most cases, the first few peaks
are significantly higher than the rest (see Fig. 11a). As expected,
the longer the original signal, the stronger the peaks at the higher
frequency (noticeable for bh5-1), indicating the model will be
prone to errors if the higher frequencies are ignored.

• The frequency of the peak amplitude remains constant along the
depths (see Fig. 11a). However, the peak frequencies are not the
same for all boreholes. The observation suggests that the time
period or seasonal variability has certain intervals and does not
change within a short time.

• It is also observed that the highest amplitudes are found in the
first peaks (see Fig. 11a). In other words, the peak with the
highest time period also has the highest amplitude.

5.3. Validation of calibrated parameters and the solution using testing
data-set

After calibrated using the training data sets, the parameters are used
to predict the remaining 20% of the testing data set. In this section, we
discuss the predictions and assess the errors. The Fourier components
are determined from the training data set. The amplitude distributions
are found from the Fourier components over the depth for each fre-
quency. An exponential curve is fitted to relate the amplitude reduction
over the depth for each frequency. Once the parameters are estimated,
a prediction of the testing data set can be made. One example of the
prediction is shown in Fig. 14. Along the x-axis, predicted temperatures
and along the y-axis observed temperature are drawn. For a perfect
prediction, the dots will be placed along the blue line which is drawn at
a 45˝. Any deviation from the line indicates an error in the estimation.
Only the bh2 time series is shown in the Fig. 14. The rest of the time
series can be found in Appendix E. The errors of the estimations are
drawn along the depth in the sub-figures.

The following observations are made:

• The models has quite a high error at the top layers. The high
RMSE errors indicate the predictions model breaks down at the
organic active layer.

• When single sine-waves were fitted along with the time series,
it was found that sine-wave deviates from the observations at
the summer peak temperatures; the observations were lagged
and smaller in amplitude. In contrast to the single sine-waves,
when a combination of the harmonic wave functions is used, the
errors are more prominent at the lower peaks. i.e. during winter.
In other words, the summer temperatures are underestimated,
whereas the winter temperatures are overestimated.

6. Conclusion

Soil temperature measurements are available at the Arctic coasts in
the Kara Sea, Russia. The beach consists of continuous permafrost. The
study area has two distinct zones, S#1 with low 5 m high cliffs and S#2
with 12–15 m high cliffs. Boreholes are constructed and thermal strings
are placed inside them to measure the temperature until the depth of
9.9 m. The seasonal temperature variations are observed to be periodic.
The time series of the temperature measurements are modelled with the
boundary conditions as a combination of the harmonic waves. In this
study, we calibrated the parameters of the solutions and validated the
analytical solutions.

The salient outcome of the analysis can be summarised as follows:

• The seasonal variation of the temperature in the soil can be
represented by the sine wave or combination of sine waves. The
amplitude of such sine waves decreases exponentially. After 5 m
of depth, the seasonal variations are small (less than one degree
Celsius); we can neglect the variation.

• At the core of the pattern-seeking algorithm of the data-driven
model is the analytical solution of the conduction–convection
heat transfer equation. For the analysis, we calibrated the pa-
rameters only considering the depth-averaged values. But we
notice that the errors created with such assumption are within
the acceptable limit. The solution can be used to model a large
area of the coast.

• The local variations of the solution’s parameters are captured
within one single parameter, RR in Eq. (6) for each frequency,
i.e. for each observation at a certain location, the value of RR is
different. The smaller frequencies capture the effect of the heat
sink or sources, such as latent heat of phase changes.
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Fig. 14. Observed and predicted values are shown in the figures. A 45˝ line (thick blue) is drawn on the sub-figure to the left. The rest of the time series are shown in Appendix
E. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

• The phase-lag between the time series near the surface and the
deeper part in the soil is considerable. The low thermal conduc-
tivity at the organic-active layer is one of the significant factors
for the phenomenon. The summer high temperature of the soil at
a depth of 5 m is almost 100 days behind that of surface temper-
ature (see Fig. 13). The analytical model suggests the phase-lag
should have a linear relation with depth. The observations from
the field confirm the linear relation. The phase lag is estimated to
be around 20 to 25 days per metre of depth.

• Zone S#2 has higher RR values and a lower water table, indicat-
ing very low to negligible heat transfer via convection. The error
of the solutions is quite high in the shallow layers where surface
run-off and precipitation during the summer is significant.

• The deviations from the observed values are most prominent at
the positive temperatures, i.e. during summer. The solutions fail
to capture the peak temperatures of the summer accurately.

The model did not consider the temperature profiles near the end of
the cliffs, where the effect of the exposed bluff face on the temperature
profile can be captured. Unlike the soil inside the cliffs, the crest and
bluff-face are exposed to air on two planes. The temperature profiles
will require corrections when the heat flows in two dimensions (2D).
The precipitation and surface runoff from the flow of water of the
thawing lakes were not considered. A separate model may be required
to model the vegetation cover on the surfaces. The vegetation not
only works as a blanket for the thermal energy transfer also works as
cementing material against soil erosion.
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Abstract: Various models have recently been developed to describe Arctic coastal erosion. Current
process-based models simulate multiple physical processes and combine them interactively to resem-
ble the unique mechanism of Arctic coastal erosion. One limitation of such models is the difficulty of
including hydrodynamic forces. The available coastal erosion models developed for warmer climates
cannot be applied to Arctic coastal erosion, where permafrost is a significant environmental parameter.
This paper explains a methodology that allows us to use the models designed for warmer climates
to simulate Arctic coastal erosion. The open-source software XBeach is employed to simulate the
waves, sediment transport and morphological changes. We developed different submodules for the
processes unique to Arctic coasts, such as thawing–freezing, slumping, wave-cut niche, bluff failure,
etc. The submodules are coupled with XBeach to enable concurrent simulation of the two mechanisms
of Arctic coastal erosion, namely thermodenudation and thermoabrasion. Some of the model’s input
parameters are calibrated using field measurements from the Arctic coast of Kara Sea, Russia. The
model is then validated by another set of mutually exclusive field measurements under different
morphological conditions from the study area. The sensitivity analysis of the model indicates that
nearshore waves are an important driver of erosion, and the inclusion of nearshore hydrodynamics
and sediment transport are essential for accurately modelling the erosion mechanism.

Keywords: thermodenudation; thermoabrasion; probabilistic model; permafrost; storm surge; niche
growth; bluff collapse

1. Introduction
Approximately one-third of the coast worldwide consists of permafrost, for which

the average retreat rate is close to 0.5 m per year [1]. The annual retreat of the coastline
along Alaska in the Beaufort Sea is 1.7 m per year [2]. In recent decades, the coastal retreat
rate along the Kara Sea has been measured between 1 and 1.7 m per year [3]. The annual
maximum retreats along the Alaskan coast were approximately 22 m for the years 2007,
2012 and 2016 [4–6]. Many other Arctic coasts are retreating at the same level of magnitude.
The most significant erosion along the coast of the Kara Sea was observed to be 19.6 m in
2010–11 [7]. Observations along the various Arctic coasts have led to the establishment of a
link between increased coastal erosion and a smaller extent of sea cover [8,9], warmer air
temperature [10,11] and increased permafrost temperature [12].

The environmental changes due to warming of the climate are triggering significant
coastal erosion in the Arctic [13]. The number of open-sea days in the Arctic is increasing
rapidly [14]. The seawater temperature anomalies reached 5 °C in the Arctic Ocean [15].
The frequency and intensity of storms during summer are also expected to increase [16]. In-
creased thawing of permafrost inside the coastal bluffs leads to slumping and, consequently,
loss of mass along the Arctic coast. On the other hand, the sea ice extent is shrinking, which
enables longer fetches to generate larger waves [14]. A longer open sea season also increases
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erosion along the coast. As a result, Arctic coastal retreat has increased more than twofold
in the last few decades [17–20].

Increased Arctic coastal erosion poses a significant threat to residents of coastal com-
munities. Shoreline infrastructure is compromised, heritage sites are at risk, and the lifestyle
of the indigenous people is also affected [20]. Moreover, within the next decade, the surface
air temperature is expected to exceed the normal range of variability. In contrast, with
regard to Arctic sea ice, the natural range of variability has already been exceeded [21]. A
pan-Arctic model by Nielsen et al. [12] predicts that Arctic coastal erosion will exceed the
natural variability range before the end of the century, with a 66% probability of exceeding
by 2023 and over 90% probability of exceeding before 2049.

Are F [22] described two mechanisms that govern coastal bluff erosion in the Arctic:
thermodenudation and thermoabrasion. In the thermodenudation process, thermal energy
thaws the permafrost during the summer, leading to slumping of the thawed bluffs via
gravitational forces. The slumped materials are removed from the beach by waves, tides
and storm surges. Thermodenudation is a continuous process and contributes to the slow
retreat of the coast. In contrast, thermoabrasion is rapid and episodic. Thermoabrasion is
triggered during summer storms where surges inundate the beach, leading to the formation
of a wave-cut niche at the bluff’s base. The growing niche becomes deep enough to trigger
bluff collapse at one point. The collapsed bluff degrades on the beach and eventually
washes away under hydrodynamic forcing.

There is still a limited understanding of the governing mechanisms behind Arctic
coastal erosion. A fundamental element of the Arctic coasts, the presence of permafrost,
creates a different condition compared to coastal erosion in a warmer climate. Permafrost
acts as a slow-erodible structure when no thermal source is present. Along with thermal
drivers, the mechanical component also contributes to erosion. Coastal erosion in the Arctic
is sensitive to the presence of sea ice, which dampens the waves propagating towards the
coast [23].

Several models have been developed to simulate Arctic coastal erosion over the past
decade. Most of these models focus on bluff failure, where the growth of the niche is the cen-
tral factor of the erosion mechanism. Such process-based models simulate wave-cut niche
growth at the bluff base, destabilise the overhanging portion and lead to bluff failure. The
earlier work of Kobayashi [24] provides the basis for most of these models. Kobayashi [24]
developed an analytical solution of the inward growth rate of the niche as a function of the
temperature of the incoming seawater, the depth of water at the base of the bluff and the du-
ration of the inundation. Additionally, niche models developed for melting of icebergs via
waves and currents [25,26] have also been used with modifications; for example, a factor for
energy requirement ratio of pure ice and permafrost thawing [27]. Hoque and Pollard [28]
modelled bluff failure as a loss of balance (moment failure) and shear failure (mechanical
strength). A process-based model to connect niche growth and bluff collapse with hydrody-
namic forcing was introduced by Ravens et al. [29]. They included oceanographic boundary
conditions using 12-h time steps. Ravens et al. [29] coupled four physical processes as
modules: storm surge, niche growth, collapse of the overhanging bluff over the niche and
degradation of the collapsed bluff. Barnhart et al. [30] expanded the model of Ravens
et al. [29] and incorporated the bluff stability concept of Hoque and Pollard [31]. Barnhart
et al. [30] also employed smaller time steps (3 h) to capture erosion at higher temporal
resolutions. To include the effect of morphological changes such as changes in the coastal
profiles of the Arctic coasts, Ravens et al. [32] used the open-source software package
XBeach [33] to simulate wave propagation, sediment transport, and slumping. The latter
was achieved by modifying the avalanching module in XBeach originally developed for
sandy dunes. Bull et al. [27] introduced finite element analysis to understand niche-induced
bluff collapse in detail. Frederick et al. [34] developed the finite element model to obtain
a detailed analysis of the formation of the niche and subsequent bluff collapse without
assuming any predetermined failure planes Rolph et al. [35] developed a pan-Arctic level
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erosion model based on thermal energy balance on the beach, a model originally proposed
by Kobayashi et al. [36].

Arctic coastal erosion is a combination of various physical processes. While detailed
models of some of the processes exist, for example, the formation of a wave-cut niche during
a storm [24,34], a long-term generic (not site-specific) comprehensive model has yet to be
achieved [37]. The process-based numerical models developed for various sites usually
simplify physics. More importantly, the interactions between processes in the models are
either ignored or made one-way (the processes are consequential, following a strict order
of precedence). The existing models are not generic to all Arctic coasts, specifically for
beaches where erosion is a mix of thermodenudation (dominated by thermal processes)
and thermoabrasion (mechanically driven).

This paper describes a comprehensive model that couples the thermodenudation
and thermoabrasion processes with nearshore hydrodynamics and sediment transport.
The waves and related hydrodynamic forcing, together with sediment transport and
morphodynamics are simulated using XBeach. The in-house modules simulate the other
dominant processes related to erosion. We adopt a modular approach for the numerical
implementation where the submodules communicate at three-hour intervals. The model
is calibrated and validated with field measurements from one of the Arctic coasts along
the Kara Sea. The behaviour of the model and potential applications are demonstrated.
The simulations show that the erosion mechanism is greatly influenced by nearshore
hydrodynamics and provide justification for including a hydrodynamic model to simulate
Arctic coastal erosion.

2. Model Description
This paper presents a comprehensive model to simulate thermodenudation and ther-

moabrasion simultaneously. The processes of thawing, slumping, niche growth, bluff col-
lapse and collapsed-bluff degradation are coupled with the coastal erosion model XBeach.
Two-way coupling is established between (1) hydrodynamic forcing and sediment trans-
port in XBeach on the one hand and (2) mechanical and thermal erosion processes in the
in-house model on the other hand.

2.1. Model Domain and Input Data
Arctic coastal erosion originates offshore with wave generation and increases in water

level due to storms. Thus, the domain of our model begins offshore. Four boundaries
divide the domain into three zones, i.e., offshore, nearshore and beach bluffs (Figure 1). The
offshore zone of the domain is contained by boundaries BC1 and BC2. The boundary BC2
is defined where the mean sea level (hm) and wavelength (l) bear a ratio of less than 0.5.
The storm surge and wave generation in the offshore zone are simulated using a simplified
1D storm surge module [38] and SWAN [39], respectively. The SWAN and storm surge
model are coupled with XBeach at the BC2 boundary. At the BC2, water level (wl) and
wave conditions (Hmo , Tp, q of JONSWAP spectrum) are specified based on SWAN and
storm surge model results. The transformation of the wave, wave setup and set down, and
morphological changes in the nearshore zone are simulated by XBeach. Permafrost-related
processes thawing and erosion of the bluffs are simulated with in-house modules and
coupled with XBeach.

C.3. JOURNAL PAPER#3

173



J. Mar. Sci. Eng. 2022, 10, 1602 4 of 45

Figure 1. The spatial zones of the model are marked with four boundaries. SWAN and storm
surge modules calculate the hydrodynamics boundary conditions at BC2, which acts as input for
XBeach. The outputs of XBeach are used as input for the submodules of thermodenudation and
thermoabrasion.

Table 1 lists the parameters used to describe thermodenudation and thermoabrasion
in our model. The geometric definitions are provided in Appendix A.

Table 1. The list of main parameters used to describe the models.

Parameter Definition Typical Value Units References

thermal properties

hca convective heat transfer coefficient of air 100 W/m2�k [36]
hcw convective heat transfer coefficient of water 700 W/m2�k [36]
Lt volumetric latent heat of permafrost 1.6 ⇥ 107 J/m3 [36]
Ta Temperature of air varied °C NOAA [40]
Tw Temperature of water varied °C NOAA, [40]
Ts Temperature of soil varied °C field measurements

geometry

xt thawing depth varied m
hid water depth at the base varied m
hm mean sea level varied m
ht tide compared with MSL varied m
wl water level varied - calculated by Equation (11)
h storm surge level compared with MSL - m Equation (A1)
b niche opening parameter 2 - Kobayashi [24]

mcr critical slope of slumping 0.1–1 - field observations
THF distance from niche to the ice-wedge polygon 5–14 m field observations
Uw wind speed - m/s NOAA reanalysis

time steps

dtx timestep within XBeach varied s XBeach Manual
dt timestep within modules/ global timestep 10,800 s based on 3 h sea state

dtm timestep between two field measurements 365 days Field report

2.2. Thermodenudation Module
The thermodenudation module simulates thermally driven processes within the beach

and bluff. The processes of permafrost thawing and slumping at the bluff face are simulated
using two submodules of permafrost thaw and slumping.
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2.2.1. Submodule: Permafrost Thaw
We divide the permafrost thaw along the coastal profile into four sections, as shown

in Figure 2. The warmer air and seawater bring the thermal energy necessary to thaw
the permafrost inside the bluffs. The sections are defined based on the nature of the
convective heat transfer. The four sections are the bluff surface, bluff face, beach and seabed
(definitions are in Appendix B).

Figure 2. The coastal profile can be divided into four sections based on the thermal energy transfer
mechanism. The most active portion in terms of thawing is the bluff face.

The thawing depth (xt) is defined as the depth of permafrost thawing or freezing face
from the coastal profile, normal to each point, as shown in Figure 3. The thawing depth
(xt) is time-varying; it typically has the highest value in the summer and returns to zero
during the winter. Stefan’s equation can be used to determine the thawing depth (xt) [41]:

xt =

s
2kuT0t
rdLsw

(1)

where t is the length of time (days), rd is the average dry density (kg m�3), Ls is the specific
latent heat of fusion (Jkg�1), w is the water content(%), and ku is the thermal conductivity of
the unfrozen soil; a typical value of ku can be 1.6 Jm�1s�1K�1 and T0 are the temperatures
of the bluffs. However, Equation (1) overestimates the thawing and freezing depth [41].
The equation does not consider the fluid and surface interactions, air/water velocities,
turbulence and geometric orientations. Equation (1) is not suitable for our model since
we want to treat the dry and wet (submerged) parts of the coastal profile separately. We
adopted another approach to estimate the thawing depth by calculating the heat transfer
and subsequent thawing and freezing [32]. The energy transfer from the seawater or air to
the sediment is estimated from the convective heat transfer equation:

Qw/a = hcw/a(Tw/a � Ts) (2)

where Qw/a is the thermal energy transfer rate (energy per unit area per time) from water
or air to the bluffs Jm�2s�1, hcw/a is the convective heat transfer coefficient (W/m2�k);
different for air and water, Tw/a is the temperature of the water or air, and Ts is the
temperature of the seabed and bluff.

Assuming the temperature of the thawed layer remains close to the melting tempera-
ture and thus Qw/a is responsible for the latent heat requirement of the phase change of
permafrost, we can use Equation (2) together with Equation (3) to determine the thawing
depth (xt):

dxt
dt

=
Qw/a

Lt
(3)
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where Lt is the volumetric latent heat of fusion, taken as Lt = 1.6 ⇥ 107 J/m3 [32], dt is the
time duration in seconds and xt is the thawing depth assumed to be normal to the surface
(see Figure 3).

Figure 3. The thawing depth is the distance normal to the permafrost to the surface of the bluffs (xt).

The benefits of using Equation (3) over Equation (1) in our model are (1) the convective
heat transfer coefficient can be calibrated to represent the different heat fluxes at bluff-
surface, bluff-face, beach and seabed and (2) the equation is also valid for freezing when
the fluid temperature drops below zero, allowing the submodule to remain active for all
the seasons.

2.2.2. Submodule: Slumping
The failure of the thawed sediments by gravity as a layered movement or mudflow;

without active contribution from waves is considered under the thermodenudation mecha-
nism. Several slumping failure modes such as active layer detachment, solifluction, and
retrogressive thaw slump are observed in the Arctic. In this paper, a simplified 1D model
of mass movement is used in which we adopt a proxy parameter called critical slope (mcr).
The latter defines the threshold at which the thawed material will fall under the influence
of gravity (see Figure 4). In general, the combined effect of sediment size distribution, ice
content, consolidation status, internal friction and cohesion will determine the value of
mcr. The value of mcr will vary for each coastal profile and must be carefully examined
and calibrated. Further, we do not consider the effect of water flow inside the bluff nor the
effects of sediment creep dynamics in our simplified slumping model. Moroever, we do
not impose any upper limit on mass movement in our slumping model.

Figure 4. Slumping occurs when the thawed materials fall due to gravity. The conditions for the
triggering are: (1) thawing depth (xt) is greater than zero and (2) slope at the point (dz/dx) is greater
than the critical slope (mcr).

The following conditions must be fulfilled to trigger slumping.
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dz
dx

�
(

mcr;w if xt > 0, h > 0.05m
mcr;a if xt > 0, h < 0.05m

(4)

where dz/dx is the slope of the coastal profile at a given point, mcr;a and mcr;w are the
critical slopes for dry and wet conditions, respectively, and h is the time-averaged water
depth. Some parts of the beach may temporarily go underwater by wave run-ups and the
time-averaged water depth (in our model three hours) will have a small positive value at
some of the grid points even though the heat is exchanged from the warm air. To overcome
this problem, an arbitrary small threshold value of 0.05 m is chosen. When the water depth
h � 0.05 m, we consider the portion of the profile submerged. The assumptions related to
slumping and numerical implementation are discussed in detail in Appendix C.2 and a
standalone example of the slumping module is available in the supplementary section..

2.3. Thermoabrasion Module
During storm surges with a combined effect of waves (wave setup, wave run-up)

and tide, the water reaches the base of the bluffs, and a niche starts to grow. This module
simulates the niche growth, subsequent bluff collapse, and collapsed-bluff degradation as
three submodules. The behaviour of the submodules is highly dependent on the boundary
conditions at the base of the bluffs, especially the water level at the base of the bluffs (hid)
and water temperature (Tw).

2.3.1. Submodule: Niche Growth
When the water level reaches the base of the bluff (point B in Figure 5), the warm

water creates a niche. The geometry depicted in Figure 5 is adapted and simplified from
the Kobayashi [24] model.

Figure 5. Niche geometry during the storm surge; simplified from Kobayashi (1985).

The water depth at the base of the bluff; point B in the figure termed hid is obtained
from the results of the XBeach simulation. The thawing face, line EE0, is vertical and
assumed to be bhid, where b is the empirical parameter. The value of b is taken as 2 [29].
The niche depth, line BE0 = xm, is estimated from the equation:

xm = 2zm
p

et (5)

where hid is the time-averaged depth of water at the base of the bluff (m), g is the gravita-
tional acceleration (m/s2), e is the surf zone diffusivity e = Ahid

p
ghid, A is an empirical

constant, taken as 0.4 [42], zm = 0.0094(Tw � Tm), Tw is the temperature of the seawater
and Tm is the salinity adjusted melting point of the ice.

2.3.2. Submodule: Bluff Collapse
The wave-cut niche at the base of the bluff creates instability, which may lead to bluff

collapse. A critical combination of the various geometric parameters, such as niche opening,
niche depth, position of the ice-wedge polygon and mechanical strength parameters, such
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as internal friction and cohesive strength, leads to the collapse of the bluffs. The location
of the failure line and plane may vary depending on the combinations of the various
parameters. Two principal modes are identified for bluff collapse: (1) shear failure and
(2) overturning failure [31]. Shear failures are related to the mechanical strength of the
bluffs. In Figure 6, one of the three shear failure modes is depicted (the modes are discussed
in Appendix C.3). The shaded region over the niche is susceptible to collapse. The failure
line, in this case, is GE, and the shaded region by the geometry GCDE is collapsed. A
generalised and simplified condition of shear failure of the bluff is Equation (6) [28]:

c · Tib + Wcosa · tanf < Wsina (6)

where a is the angle of inclination of the failure plane, f is the angle of internal friction of the
bluffs, Tib is the tensile failure line of the bluff (m), c is the tensile strength of the bluff (N/m),
and W is the weight of the collapsed bluff (N) (weight of the GCDE portion in Figure 6a).

Figure 6. Two common failure modes of bluff collapse. [a] Shear failure of the bluffs, described by
Equation (6) and [b] Overturning failure of the bluff, described by Equation (7).

In the overturning failure mode, the failure is initiated by the moment created by the
overhanging portion of the bluff. The overturning occurs at the thawing face of the niche at
point E in Figure 6b. The shaded overhanging portion (GCDE) creates the driving moment
in favour of collapse, which is countered by the moment created by the remaining portion
of the bluff (AHGEF). A small contribution comes from the friction along failure line EF
and line AF. The failure mode is generalised by the following Equation (simplified from
the models by Hoque and Pollard [28] and Barnhart et al. [30]):

td > tr + cpTHF + ciceTVF (7)

where td is the moment created by the overhanging bluff at the turning point (N-m), tr is
the opposite moment created by the rest of the bluff (N-m), c is the cohesive strength of the
bluff (N/m2) (different for ice and permafrost), THF is the horizontal failure line (line FE in
Figure 6), and TVF is the vertical failure (line AF).

2.3.3. Submodule: Degradation of Collapsed Bluffs
The collapsed bluff remains on the beach and degrades over time. The degradation

rate of the bluff can be estimated from the following Equation [29]:

Mi = Mi�1 � aHn[Tw � Tm]) (8)

where Mi is the mass of the collapsed bluff at the end of timestep i, Mi�1 is the mass of
the bluff at the end of the previous timestep i � 1, Tw is the seawater temperature, Tm is
the salinity adjusted melting point of ice, H is the significant wave height at the 3-m water
depth, and a and n are the empirical parameters. Ravens et al. [29] estimated that the values
of a and n are 800 kg/m�°C and 1.47, respectively. In the numerical implementation
of bluff degradation, we assume an immediate degradation of the collapsed bluff and
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the sediments are distributed evenly on the beach. The coupled hydrodynamic module
simulates the removal of sediments from the beach.

2.4. Numerical Implementation
2.4.1. Hydrodynamics of the Offshore

Wave conditions and the water level are determined at the BC2 boundary as shown
in Figure 1. SWAN determines the wave generation in the domain contained by the
boundaries BC1 to BC2. A one-dimensional (1D) storm surge model calculates the storm
surge (h) at the BC2 boundary. Numerical implementation of the storm surge model is
detailed in Appendix C.1. The storm surge model is a function of wind speed, alongshore
current, pressure drop, and the Coriolis effect.

2.4.2. Hydrodynamics of the Nearshore
We choose XBeach to simulate hydrodynamics, sediment transport and morphological

changes from BC2 (in Figure 1) until bluffs. The input parameters at the XBeach offshore
boundary at BC2 are time series of JONSWAP spectrum for waves, tide, mean sea level,
storm surge, etc. A complete list of the XBeach parameters is provided in the Appendix F.
XBeach simulates the wave transformation, wave set up and set down, run up, water
level, tide and morphological changes in the nearshore zone. The results of the XBeach
simulation are fed into the in-house submodules of thermodenudation and thermoabrasion.
The timestep for the global model is chosen to be 3 h (Figure 7). The choice of global
timestep is made by following the common practice in wave modelling and is consistent
with most of the available metocean databases where stationarity is usually assumed over
a period of 3 h and thus the sea state within the timestep is described with a spectrum. We
simulate the hydrodynamic forcing and sediment transport of nearshore with XBeach for
the i-th timestep and analyse the results. We determine the bed level changes, average water
depth at the base of the bluffs (hid), and the mean water depth at each grid (to determine
the wet/dry condition for convective heat transfer). The output of XBeach is then fed into
the submodules of slumping, thawing depth, niche growth, and bluff collapse.

Figure 7. XBeach simulates the nearshore module. The XBeach output is analysed and used as inputs
for other submodules.

2.4.3. Modelling Permafrost and Thawing Depth
The permafrost and the thawed layer above the permafrost need to be treated sep-

arately to simulate thermodenudation. The thawing submodule calculates the thawing
depth at the interval of each time step. The thawed layer above the permafrost reacts to
hydrodynamic forcing similar to a typical coastal profile in a tropical or subtropical cli-
mate. Within XBeach, the ‘nonerodible’ surface layer feature aims to treat the effect of hard
structure on the morphological changes in the coastal profile. The ‘nonerodible’ features
allow users to include a surface that is unaffected by hydrodynamic forcing, and sediment
transport is not permitted even if this surface is exposed. The ‘nonerodible’ surface can
be defined with 0ne_layer0, and the user can place it inside the dune, beach and seabed.
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The permafrost acts similarly to a nonerodible surface, only that the permafrost line is a
moving boundary with respect to time. In the numerical model, we achieve it by updating
the 0ne_layer0 of XBeach from the thawing depth (xt) estimated at the end of the time step.

2.4.4. Workflow of the Numerical Model
A few threshold values are pre-set in the model. First, we adopt a threshold value of

20% for ice concentration below which the effects of sea ice on waves are neglected and
above which waves are assumed totally attenuated before reaching the coast. This choice
of threshold value provided a good fit with the field measurement, and is also similar to
the threshold values adopted by Rolph et al. [35] and Overeem et al. [14]. Further, we
adopt a threshold value of 5 cm to the time-averaged water depth in the cell; below this
threshold, the cell is considered dry. We should recall that the time-averaged water depth
(in our model over a period of three hours) will attain a small positive value if the cell is
submerged only for a small portion of the timestep. If this positive value is very small,
we expect that the dominant heat exchange mechanism will be convective heat transfer
from the warmer air and thus the cell is to be considered fully dry. The choice of the
threshold value is optimised to assure model stability (i.e., we seek the smallest possible
value without compromising the stability of the model). A value of 5 cm is considered
appropriate. Finally, we adopt a threshold value of 10 cm to the time-averaged water depth
at the base of the bluff (hid); below this threshold, the niche module will not be activated.
The choice of this value is also optimised to assure model stability similar to the above.

As discussed earlier, the morphological changes and wave transformations are simu-
lated using XBeach. The workflow of the submodules is shown in Figure 8. At the inception
of the simulation, global parameters such as the volumetric latent heat of permafrost thaw-
ing (Lt), the tensile strength of bluffs (t), geometric parameters such as b and mcr for air
and water, etc., are loaded. These parameters are time-independent, i.e., remain the same
for all timesteps. The input parameters, such as air temperature (Ta), water temperature
(Tw), ice concentration (icon), wind speed (Uw), bluff temperature (Ts), and tide (ht) are
dependent on time. The model requires the time series of these input parameters at the
same time interval as the global timestep. We set the global timestep as 3 h to be consistent
with the three-hour sea-state and wave spectrum.

At the beginning of the i-th timestep, we must check whether the current timestep is
within the simulation duration. If the condition is satisfied, we load the input parameters
from the respective time series for the i-th timestep. The numerical model checks the ice
concentration (icon) for the current time step. From here, it is possible to proceed following
two different routes. The offshore wave generation and storm surge is calculated only if
the ice concentration is less than 20%. If the ice concentration is more than 20%, then the
numerical model does not run SWAN, storm surge model and XBeach. We skip to the
slumping submodule. An ice concentration of more than 20% indicates no wave activity.
However, thawing and slumping might still occur even without hydrodynamic forcing.
The numerical model activates the slumping submodule to accommodate this condition.
The slumped sediments are moved to the bluff base. Since no hydrodynamic forcing is
present in this route, the deposits at the base will not be transferred, and the model allows
the accumulation of slumped sediments over the time steps. The accumulated sediments
may be transported later when XBeach is activated.

Another route in the workflow is triggered when the ice concentration is less than 20%.
If this condition is satisfied, then SWAN and storm surge submodule are turned on. The
storm surge water level (h) and wave spectrum are calculated at boundary BC2. The water
level is updated at BC2 for the tide and storm surge.

The XBeach simulates sediment transport, currents, water level setup, and morpholog-
ical changes. The niche submodule becomes activated when the water level at the bluff (hid)
reaches more than 10 cm. We also calculate the time-averaged water depth at every grid
point to determine whether the coastal profile is wet or dry at the i-th time step. The dry
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and wet grid points of the coastal profile are treated differently with respect to convective
heat transfer and slumping (Equation (3)).

The model enters the thermodenudation module if the hid is less than 10 cm (which
means the sea is calm, it is a ‘no storm’ condition), the slumping submodule is turned
on. If hid is greater than 10 cm the model enters to thermoabrasion module and the niche
submodule is activated. It calculates the growth of the niche (xm). The niche geometry is
fed into the bluff stability submodule to check whether a collapse is triggered. The model
returns on the thawing depth submodule when no bluff failure is recorded. When the model
registers a bluff failure, it estimates the collapsed bluff’s size and volume, and the collapsed
bluff degradation module is activated. After that, we calculate the thawing depth at each
grid point for the i + 1 th time step. The last step of the model run at the i-th time step is
registering the changes and updating the coastal profile to simulate the i + 1 th iteration.

Figure 8. Numerical implementation workflow of the submodules.

The model described in this section is generic and thus applicable to most unlithified
Arctic coasts for all seasons. Both thermodenudation and thermoabrasion can be simulated
simultaneously. In the upcoming sections, we demonstrate in detail the application of the
numerical model. Available field observations from one of the Arctic coasts in the Kara Sea
were used to first calibrate the model, and the subsequent validation was performed using
another set of field observations from different years of the same coasts.
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3. Field Observations
Field investigations on one of the Arctic coasts, Baydaratskya Bay in the Kara Sea,

have been conducted since the summer of 2012. The study area is in the north-east region
of Russia (68.853096� N; 66.891730� E). The coast is situated in the gulf between the Ural
coast and the Yamal Peninsula (see Figure 9a). The region is not densely populated,
there is limited infrastructure and few indigenous settlements are present. The harsh
climate and lack of communication facilities hinder continuous access to the study area.
Lomonosov Moscow State University (MSU), under the project Centre for Research-based
Innovation (CRI): Sustainable Arctic Marine and Coastal Technology (SAMCoT), investigate
the study area during summer (between June and September) when it is accessible by road.
The importance of studying the area increased after the Nord Stream gas pipeline was
constructed in 2011 [43]. The results obtained from the field observations, measurements,
and in situ experiments form the basis of this study.

Figure 9. [a] The study area is situated in the Kara Sea between the shallow gulf of two peninsulas,
Yugra and Yamal. Image source: Google Maps. [b] The Arctic beach is straight and consists of contin-
uous permafrost; the shore-normal line creates a 73� line to the north. Image source: Google Maps.

3.1. Morphological Description
The study area can be divided into two primary observation sites, S#1 and S#2 (see

Figure 10). S#1 consists of low-lying bluffs ranging between 3–5 m, whereas S#2 comprises
12–15 m of high terraces. S#1 is approximately 1.2 km long. The bluff surface is smoothly
sloped. A leida (low-lying land at the coast which is flooded during summer by storm
surges) with a shoreline spanning 1.4 km lies between the two sites of S#1 and S#2. The Leida
zone has an elevation above the tide level. Only surges created by storms in the summer can
flood the leida. The surface run-off created many gullies on the surface of the area in S#1.
Regarding sediment, both sites consist of silty clay, silt and silty sand. The permafrost in the
study area is continuous; the annual mean temperature at a depth of 3 m is �4� Celsius [3].
The active organic layer measures approximately 0.5–0.8 m at the surface.

Figure 10. The study area consists of two sites, S#1 and S#2, with distinct bluff height differences.
S#1 consists of low bluff heights. Coastal profiles are shown with red lines. Image source: Internal
reports, SAMCoT.
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3.2. Data and Methods
3.2.1. Coastal Profiles

The coastal profiles of the study area are surveyed using the Differential Global
Positioning System (DGPS). Geo-referencing is completed using handheld DGPS receivers
and employing some stable objects to identify the profile in the field. After that, the
observations are linked to the Russian State Geodetic Coordinate System (GSK-2011).
Coastal features such as bluffs and shorelines are recorded. In 2018, surveying via light
detection and ranging (LiDAR) began. Figure 11 shows one profile from each site.

Figure 11. Measurements of two coastal profiles in S#1 and S#2 are shown. [a] Measurements of
profile P#1 in the zone S#1. [b] Measurement of profile P#11 in zone S#2. The bluff height in this
profile is approximately 14 m.

Profile#1 in S#1 has a bluff height of 5–6 m. The profiles were covered with snow
during measurements taken in 2013, 2014 and 2015. In 2017, we distinctly noticed the
collapse of the bluffs near the cliff. Profile#11 from S#2 has a similar cliff retreat magnitude.
Unlike Profile#1, the slope of Profile#11 remains constant over the years.

3.2.2. Nearshore Marine Observations
The seabed slope in the study area is 0.004 to 0.01 in the nearshore [44,45]. The length of

the open seawater season has been increasing in recent years. From 1979 to 2006, the open sea
days increased by 34 days [46]. The salinity of the seawater ranges from 20–25 ppt [47]. The
tidal range near the shore is 70 cm, and the tidal currents do not exceed 30 cm/s [48].

3.2.3. Permafrost and Soil Temperature
As part of the investigations, boreholes are constructed at the study sites. Thermistors

are used to measure the temperature at 12-h intervals. The boreholes are approximately
3.5 to 9 m deep. From the measurements, we observed that at the bluff’s base, the tempera-
ture does not fluctuate and remains stable between �5� to 0� Celsius.

3.3. Permafrost and Soil Properties
The dry density (rd) of the sediments from the bluff is measured to be 2630 kg/m3.

The particle distribution of the study area is shown in Table A1. The ice content of the
bluff ranges between 15–25% [49]. During the summer, the water content of the thawed
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permafrost was measured to be 29% [3]. About 60% of the sediment on the beach is within
the range of 0.25–0.50 mm [3].

3.4. Erosion Pattern in the Study Area
We observed that both thermoabrasion and thermodenudation are active in the study

area. During the summer, the thawing is continuous, and slumped materials accumulate
on the beach. Figure 12 depicts the wave-cut niche at the base of the bluff at profile#11. The
niche has not reached a critical length where the overhanging bluff is destabilised. The
vertical position of the niche is higher than that at high tide. It was formed by a storm surge
before the observation was made. During observation, no loose sediment was noticed
at the base or inside the niche opening. The return currents must have carried away the
sediments when the storm flooded the beach.

Figure 12. [a] Status of Profile#11 during the 2015 measurement. The coastal profile#11 is shown as a
black line. A wave-cut niche is visible at the base of the bluffs. Image source: SAMCoT Report, 2015.
[b] Permafrost inside the bluff was excavated during the field investigation in 2015. Image source:
Gorshkov, SAMCoT Report 2015, [c,d] six-hour time-lapse of thermodenudation in S#1. Niche is
visible at the base of the bluffs, but the bluffs are stable. Accumulation of slumped sediments at the
base. Image source: Vladislav Isaev. SAMCoT Report, 2015.

The permafrost layer inside the bluffs during summer is shown in Figure 12b. The
thawed layer above the permafrost is approximately 0.5 to 1 m at the bluff surface. It
is clear from the figure that the thawed layer has a considerable thickness at the bluff
slope. We can infer that the intensity of the slumping (mass flux) is the limiting process
for thermodenudation. In other words, the thawing rate (dxt/dt) can be higher than the
reduction rate of the thawed layer (dz/dt) due to slumping.

The following summarises the observations in general:
• Thermodenudation at the bluff face may be active, even when sea ice is present, and

land-fast ice remains at the base of the bluffs. Unlike thermoabrasion, the open water
season is not a prerequisite for thermodenudation.

• Thawed sediments from the bluffs fall under gravity and expose the permafrost
underneath. The slumped materials are loose and accumulate on the beach.
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• Wave-cut niches are developed at the base of the bluffs, while the bluffs may still be
stable. Several storms may elongate the niche depth to a critical depth. Unless the
niche depth reaches the critical length, the bluff remains stable.

• Thawed sediments accumulated at the base of the bluffs remain there until an extreme
event creates a higher water level and return current.

4. Calibration of the Model
Some of the model input parameters, such as critical slope (mcr), convective heat

transfer coefficient (hcw/a ), water level (wl), and tensile strength of permafrost (c) are
usually site-specific. In this section, we attempt to calibrate these parameters against field
measurements from zone S#1 and S#2 of the study area. One profile from each zone (P#1
in S#1 and P#8 in S#2) are used. These two profiles are considered mutually exclusive
because the profiles are different in geometry (bluff height and bluff slope) and geological
settings. We treat each profile as a separate case and expect different calibrated parameters.
However, the mean sea level is kept the same for both cases.

4.1. Methodology of Calibration
The convective heat transfer coefficient of the permafrost thaw module is calibrated against

measurements of the thawing depth (xt). The thawing depth at the bluff surface is estimated
from the temperature measurements at S#1. A thermistor string is installed in the borehole
drilled on the bluff surface, 14.07 m from the crest of profile#3 (see Appendix E). Temperature
measurements are taken at 12-h intervals along 20 nodes until reaching a depth of 2.43 m.

We do not have enough measurements to estimate uncertainties in the model input
parameters, e.g., to fit a probability density function for each parameter. Hence, we used an
upper- and lower-limit value for each parameter. These limits were deducted based on a
theoretical evaluation or from field observations. Once the limits were identified, a trial-
and-error procedure was used to calibrate some of the parameters. It should be mentioned
that the available measurements were collected during testing campaigns conducted near
the end of the summers of 2015 and 2016 (in mid-September, three to four weeks before
winter started). The erosion measurements do not distinguish thermodenudation from
thermoabrasion erosion. Therefore, we could only execute the calibration herein by running
a one-year simulation (from 15.09.2015 to 14.09.2016) with different combinations of input
parameters and selecting the combination that yields the minimum difference between the
simulated and measured total erosion volume.

The morphological changes in the coastal profile from the shoreline to the bluffs are
considered for calibration. The calibration process intends to simulate the morphological
changes at the bluffs and the beaches as close as possible to the measurements. The indica-
tors of erosion measurements, such as (a) crest retreat, (b) erosion volume, and (c) slope
of the bluff face, are the targets. Out of the three erosion indicators, the primary aim is to
simulate erosion by volume, i.e., the volumetric changes between the two measurements of
consecutive years with minimum deviation from measurements. We measure erosion as
volume changes spanning from the shoreline up to 15 m from the cliff towards the land. The
erosion measurement is the volume per metre along the shore parallel line: (m3/m�width).
The following equation is used to determine the erosion volume (Figure 13):

E =
N

Â
i=n

1
2

Dx[(ai + ai+1)� (bi + bi+1)] (9)

where E is the erosion volume, n is the grid point at the shoreline, N is the grid point
15 m from the cliff point, Dx is the horizontal distance between two grid points, a is the
measurement of the previous year and b is the measurement of the current year. A positive
E value represents erosion, whereas negative values indicate accretion. We used ‘net
erosion’ to describe the arithmetic sum of erosion and accretion.

We use root mean squared error (RMSE) to measure the performance of the calibration.
The equation to calculate the RMSE values is as follows:
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RMSE =

s
ÂN

i=1(oi � ŝi)
2

N
(10)

where RMSE is the root mean squared error, i is the variable, N is the number of grid
points of simulation and observation, o is the observed value at the grid point and ŝ is the
simulated value at the grid point.

Figure 13. A schematic of erosion volume calculation where a and b are the previous and current
measurements from n to N grid points. The datum can be any arbitrary level since we are measuring
differences. Positive erosion volume (E) indicates erosion.

4.2. Calibration of the Convective Heat Transfer Coefficient for the Bluff Surface
A continuous time series of thawing depth for the summer of 2017 is established by

interpolation of the temperature measurements from borehole#4 on profile#3 (shown in
Figure A5 in Appendix E). The thawing depth (xt) during the summer of 2017 is simulated
by applying the permafrost thaw module and compared with the measurement (Figure 14a).
Different hca values are used with several iterations to seek the optimum value of hca that
ensures the lowest RMSE when compared with the thawing depth measurements (Figure 14b).

Figure 14. The thawing depth measurement and simulation by the thawing module are shown in
sub-figure [a]. The convective heat transfer coefficient (hc) is iterated to minimize the RMSE error
(sub-figure [b]). The lowest RMSE error is 0.1m for hc value of 106 for the bluff surface.
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4.3. Calibration of Remaining Parameters
We choose two cases as described in Table 2 for the calibration. The case studies are

termed case#1 and case#2. Both cases are from the same period. The coastal profiles of
case#1 and case#2 are shown in Figure 15 and Figure 16, respectively.

Table 2. A summary of the cases for calibration.

Cases Zone Profile Time Crest Retreat Erosion Accretion Net Erosion

From To (m) (m3/m�width) (m3/m�width) (m3/m�width)

case#1 S#1 P#1 15-09-2015 14-09-2016 4.1 10.31 3.28 7.04

case#2 S#2 P#8 15-09-2015 15-09-2016 2.9 12.51 0.00 12.51

Figure 15. The coastal profiles of case #1, from 2015 to 2016.

Figure 16. The coastal profiles of case #2, from 2015 to 2016.

The cases started in September 2015 and ended in September 2016. We make the
following observations about the cases:

1. The bluff height for case#1 is 6 m, and for case#2 is 13 m. The bluff slope of case#1 is
approximately 0.4, which is lower than the bluff slope of case#2 (0.9).

2. The cases demonstrate different erosion patterns. For case#1, we note that the profile
has undergone both erosion and accretion; the value of erosion is almost three times
the accretion value (Figure 15). The accretion value indicates that the sediments
accumulated in the lower part of the bluffs. No accretion is measured for cases#2
(Figure 16). For case#2, all the sediment from the erosion must have been washed
away offshore.

3. The crest retreat for case#1 is 4.1, which is larger than that of case#2, even though the
erosion volume of case#1 is lower. Because of the higher bluff heights (13 m vs. 6 m)
for a similar crest retreat, case#2 had higher erosion volume.

4. The changes in the bluff slope are negligible for case#2 but significant for case#1. For
case#1, the bluff base did not retreat; instead, the crest retreated, and the bluff slope
was lowered as a result.
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In order to run the one-year simulation, environmental parameters to force the model
are required. The air temperature, water temperature, significant wave heights (Hm0
calculated at BC2 by SWAN), and wind speeds from September 2015 to September 2016 are
shown in Figure 17. The air and sea-surface temperatures show almost no phase lag. The
wind speeds are higher during the winter. Storms are defined as wind speeds greater than
10 m/s within a 36-h window. The air temperature during the summer of 2016 reached
28 °C, which presents a significant anomaly. The source of these input parameters is the
NOAA reanalysis model [40].

Figure 17. The environmental forcing during the calibration cases is shown. [a] The air temperature
of the study area is shown; summer with a red line and winter with a blue line. Winter started on
28 September and ended on 16 May the following year. During the summer of 2016, temperature
reached 28 °C. The year 2016 was the hottest in recent decades. [b] Sea-surface temperature is shown,
summertime with a red line and winter with a blue line. The phase lag between air and sea-surface
temperature is minimal. [c] The wave conditions at the BC2 boundary during summer, the input for
the XBeach, are shown. The storms are marked with ‘x’. [d] Wind speed and storms are shown. Wind
speed is higher during the winter.
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4.3.1. Upper and Lower Limit of the Mean Sea Level
The water level (wl) at boundary BC2 (see Figure 1) is updated at every timestep. We

estimate wl at the BC2 boundary by superimposing water level changes due to tide(ht) and
storm surge(h) on the mean sea level (hm). At the BC2 boundary, the water level (wl) is
treated as the boundary condition for the XBeach, expressed by the following equation:

wl(t) = ht(t) + h(t) + hm (11)

where hm is the mean sea level, which is constant during the simulation (not a function of
time), ht denotes tidal water-level changes at three-hour intervals (interpolated from the
measurement), and h is the storm surge level estimated at three-hour intervals by the storm
surge submodule. For calibration, we employ the field measurements of sea level using the
Russian State Geodetic Coordinate System (GSK-2011), which is also used as a datum for
the numerical model. The values of ht and h are not subject to calibration. The upper and
lower limits of wl are the constraints imposed from field observations: (1) the water level
does not touch the base of the bluffs during high tide on a calm day (upper limit of wl),
and (2) the length of the beach from the base of bluffs to the swash zone varies from 40 to
70 m (lower limit of wl).

4.3.2. Upper and Lower Limit of the Convective Heat Transfer Coefficient
The convective heat transfer coefficient differs between the four sections (see Figure 4).

In Section 4.2, we calibrated the hca for bluff surface. The remaining three other values are
calibrated using trials and errors to match the total erosion volume. As a starting point for
the hcw value for water, we follow the model of Kobayashi et al. [36] as follows:

hcw =
a fwCwUw

1 + F
p

0.5 fw
(12)

where a is the empirical parameter equal to 0.5, fw is the wave friction factor, Cw is the
volumetric heat capacity of seawater, Uw is the fluid velocity and F is the parameter
depending on the turbulence and Prandtl number. Kobayashi et al. [36] estimated the value
of hc within the range of 500 to 800 W/m2�k.

For the hca of air of bluff slope and dry portion of the beach, the initial value of iteration
is determined by using the equation for the forced convection of a turbulent flow over a
flat plate:

Nu =
hc · L

k f
= 0.037Re0.8Pr1/3 (13)

where Nu is the Nusselt number, k f is the thermal conductivity of the fluid, L is the
characteristic length, Re is the Reynolds number, and Pr is the Prandtl number. Using
Pr = 0.71 for air, we estimate the initial value of hca to be approximately 25 W/m2�k.

4.3.3. Upper and Lower Limit of the Critical Slope (mcr)
The slumping process inside the numerical model is controlled and triggered using

one single parameter, the critical slope (mcr), as mentioned in Equation (8). In this study, we
calibrated the value of mcr from the field observations. Alternatively, one can use numerical
thermo-mechanical models, coupled with mechanical strength and thermal energy balance
module ([50,51] or similar model) to perform slope stability of the bluffs and estimate
the value of mcr. The calibration is achieved by running the model with various values
of mcr within an acceptable range and then selecting the mcr value that yields the closest
estimate of total erosion volume and the profile shape. We estimated initial values for the
trials from field measurements of the coastal profiles. The bluff height and bluff slope of
30 measurements are shown in Figure 18. The coastal profiles shown in the figure present
observations that were free of snow at the time of measurement. These measurements
were taken between 2012 and 2017 on several profiles of S#1 and S#2. The slope of the
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profiles varies from 0.1 to 1.1. A distinct difference is visible between the bluff slopes of
zones S#1 and S#2. The coastal profiles are measured at the end of the summer when
the thermodenudation is almost complete. We infer that the slopes of the bluff faces are
near-stable slopes, and thus, the critical slope should be more than these measured slopes.
We also note that the profiles at S#2 have a greater bluff height and steeper slope. We used
a lower limit of Figure 18 for 0.2 and 0.4 for the S#1 and S#2, respectively. The upper limit
was set at 0.45 and 0.8 for S#1 and S#2. The value of Figure 18 directly affects the value of
erosion volume and shape of the bluff surface.

Figure 18. Relation between the bluff height and bluff slope in the study area.

4.4. Calibration Result
Application of the environmental forcing iterations is performed with the calibrated

parameters to match the simulation outcome to the three targets: net erosion volume, crest
retreat and bluff slope as closely as possible. A summary of the calibrated values of the
parameters is shown in Table 3. In the upcoming sections, we discuss the results of the
calibration.

Table 3. Summary of the calibrated parameters.

Parameter Zone Symbol Calibrated Value Unit Remarks

convective heat
transfer coefficient

S#1 & S#2 hca 106 W/m2�k for bluff-surface

S#1 & S#2 hca 98 W/m2�k for bluff-slope

S#1 & S#2 hca 90 W/m2�k for beaches

convective heat
transfer coefficient S#1 & S#2 hcw 700 W/m2�k for sea beds

tensile strength S#1 & S#2 t 1 ⇥ 107 N/m

critical slope (dry)
S#1 mcr 0.34 -

S#2 mcr 0.52 -

critical slope (wet)
S#1 mcr 0.2 -

S#2 mcr 0.2 -

mean sea level S#1 & S#2 hm �7.6 m

A summary of the calibration results with error measurements is shown in Table 4.
The numerical model overestimates erosion volumes for both cases.
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Table 4. Summary of the calibration of case#1 and case#2. (td = thermodenudation and ta = ther-
moabrasion).

Case Criteria Measured
Simulation

Error (%)
Volume (%) net

case#1 erosion volume (m3/m�width) 7.04
td 2.01 24.22%

8.3 17.9%
ta 6.29 75.78%

crest retreat (m) 4.1 - - - 3.9 4.8%

case#2 erosion volume (m3/m�width) 12.51
td 6.04 40.82%

14.8 18.3%
ta 8.75 59.18%

crest retreat (m) 2.9 - - - 4 37.9%

4.4.1. Prediction of Erosion
The simulated erosion volume for case#1 and case#2 differ from the measurements

by 17.9% and 18.3%, respectively (Figures 19 and 20). Thermoabrasion (ta) is the dominat-
ing mechanism, contributing 75.78% of cumulative erosion volume, whereas, for case#2,
thermoabrasion (ta) is 59.18%. Four collapses are simulated for case#1, but for case#2,
two collapses are triggered within the model. The hid values for the case#2 are also less
frequent (hid values over 20 cm are shown in the secondary axis). The sediment influx by
thermodenudation is nearly three times greater for case#2 compared with case#1. Since
the water level (wl) is the same for both cases, we can deduce that the higher sediment
influx by thermodenudation changes the nearshore morphology and influences the rate of
thermoabrasion.

The two collapses in case#2 are in sync with storms. Case#1 has two additional
collapses at the beginning of summer. The largest storm surge occurred during May, which
did not result in any collapse. The thermal driving force of niche growth: the temperature
of the water was not warm enough to rapidly grow the niche. We also notice the hid values
are spiked and not continuous, which is in line with our assumption that only during storm
surges can water reach the base of the bluffs.

Figure 19. Results of the calibration of Case#1. sub-figure [a]:Cumulative thermoabrasion and
thermodenudation are shown separately. The sudden jumps in the erosion volumes indicate a
bluff collapse by thermoabrasion. sub-figure [b]:The erosion volume from the measurement was
7.04 m3/m�width, whereas the model simulated erosion of 8.3 m3/m�width. Thermodenuda-
tion contributes 2.01 out of 8.3 m3/m�width. Four collapses are simulated, and thermoabrasion
contributes 75.7% of the erosion.
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Figure 20. Results of the calibration of Case#2. sub-figure [a]:Cumulative thermoabrasion and
thermodenudation are shown separately. sub-figure [b]:The erosion volume from the measurement
was 12.51 m3/m�width, whereas the model simulated erosion volume was 14.8 m3/m�width.
Thermodenudation contributes 6.04 out of 14.8 m3/m�width, about three-times greater than case#1.
The bluff slope is steeper (0.9 vs. 0.4) and the bluff height is higher (13 m vs. 6 m). Two collapses are
simulated and thermoabrasion contributes 59.18% of the erosion.

4.4.2. Prediction of Crest Retreat
The secondary aim of the simulation is to predict the crest retreat of the bluffs. The crest

retreat of the Arctic coast is retrogressive, i.e., always retreating as there is no restoration
mechanism such as the dune systems of the sandy beaches in warmer climates. The crest of
the bluff is always moving towards the land. The annual crest retreat rate is important for
predicting vulnerability and associated risks. For case #1, the crest retreat rates were 4.1 m.
The model predicts crest retreats of 3.9 m (Figure 21a). For case#2, the simulation predicted
a crest retreat of 4 m (Figure 21b).

Figure 21. The crest retreat as a time series is shown. sub-figure [a]: The crest retreats coincide with
the bluff collapses. The sudden drops are due to thermoabrasion, which contributed the most to the
retreat. sub-figure [b]: Similar pattern is visible for Case#2.

4.4.3. Prediction of the Shape of Coastal Profile
Secondary aim of the calibration is to forecast the shape of the profile at the bluff face

and the elevation of the beach. The elevation of the beach is crucial since it affects the
inundation depth (hid), which in turn controls the thermoabrasion. The performance of the
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model for case#1 is shown in Figure 22. Before estimating the RMSE value, we ‘normalise’
the profile around the middle of the bluff slope. Hence, the RMSE values are only related
to the shape of the profile, and not associated with the position of the bluff.

Figure 22. Case#1: Prediction of the coastal profile shape after normalising the simulation around the
middle of the bluff slope. The RMSE of the prediction is 0.56 m.

For case#1, we observe that the simulation predicted a slope slightly steeper than
the measurement. The predicted elevation of the beach was close to the measurements,
although it overestimated the erosion by sediment transportation. The deviation is highest
near the base of the bluff; errors near the beach are negligible. The model overestimates the
erosion at the base of the bluffs.

For case#2, shown in Figure 23, the model simulates the slope as much as the prediction.
The simulated values deviated near the cliff points and the bluff base. The prediction at the
beach was close. The RMSE values are higher for case#2.

Figure 23. Case#2: Prediction of the coastal profile shape after normalising the simulation around the
middle of the bluff slope. The RMSE of the prediction is 0.88 m.

5. Validation
We apply the calibrated model to another three sets of measurements to validate the

model. The new cases are summarised in Table 5. Case#3 and case#4 are from profiles#1
and #8 for 2016–2017. Case#5 is from the two measurements of 2012 and 2017 on profile#1.
Case#5 is selected to examine the performance of the numerical model for simulating
long-term erosion. The measured erosion volume and crest retreats of all the cases are
shown in Appendix G.

Table 5. A summary of the three cases for validation.

Cases Zone Profile Time Crest Retreat Erosion Accretion Net Erosion

From To (m) (m3/m�width) (m3/m�width) (m3/m�width) (m3/m�width)

case#3 S#1 P#1 15-09-2016 14-09-2017 3.2 28.73 0.00 28.73

case#4 S#2 P#8 15-09-2016 15-09-2017 3.9 11.81 0.00 11.81

case#5 S#1 P#1 13-06-2012 15-09-2017 16 71.05 0.00 71.05
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5.1. Methodology of the Validation
The calibrated parameters in Table 3 are used without any changes. The time series

of the input parameters: air and water temperature, wind speed, and tides are updated.
The initial thawing depths for case#3 and case#4 are used from the previous simulations
(the thawing depth of the last timestep for case#1 and case#2). For case#5, the initial
thawing depth was taken as zero because the case starts in June, not September. From the
thawing-depth patterns of cases #1 and #2, we estimate that the thawing depth in June
is zero.

5.2. Validation Results
A summary of the simulation results is shown in Table 6. The results show a good

agreement with the measurements.

Table 6. Summary of the validation cases.

Case Criteria Measured
Simulation

Error (%)
Volume (%) net

case#3 erosion volume (m3/m�width) 28.73
td 10.18 39.46%

25.8 10.2%
ta 15.62 60.54%

crest retreat (m) 3.2 - - - 3.9 4.8%

case#4 erosion volume (m3/m�width) 11.81
td 3.75 24.83%

15.1 27.8%
ta 11.36 75.17%

crest retreat (m) 3.9 - - - - 23.1%

case#5 erosion volume (m3/m�width) 71.05
td 23.6 29.32%

80.5 13.3%
ta 56.9 70.68%

crest retreat (m) 16 14.8 7.5%

5.2.1. Validation of Permafrost Thawing Module
The permafrost thawing module is calibrated by seeking minimum RMSE error from

the measurements of summer 2017. The module is validated using the thawing depth
measurements of summer 2014 from the same borehole. The thawing depth simulation
mimics the field measurements (see Figure 24). The simulation could not properly capture
the duration of thawing; however, the depth is captured quite accurately. The RMSE error
is 0.07 m.

Figure 24. Validation of the thawing module is completed using measurement of the summer of 2014.

5.2.2. Validation of Case#3
A summary of the validation results is shown in Figure 25. The cumulative erosion of

the profile reaches 25.8 m3/m�width, which is slightly underestimated by the simulation.
The erosion is dominated by thermoabrasion, but the contribution from thermodenudation
increased from the previous year, from 24.3% to 33.22% (case#1). The rate of thermode-
nudation was higher during the summer of 2017. However, the prediction of the beach
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elevation deviated from the measurements. The shape of the bluff face was irregular, which
the model failed to capture. Similar to the other cases, the deviation is higher near the base.

Figure 25. Validation results for case#3. Thermoabrasion is 17.23 of 25.8 m3/m�width; 66.78% of the
total erosion. The collapses are fewer in number.

5.2.3. Validation of Case#4
The cumulative erosion volume simulated by the model for case#4 is shown in

Figure 26; the erosion is dominated by thermoabrasion (75.17%). The model estimated
an erosion volume of 15.1 m3/m�width, which is overestimated from the measurement
of 11.81 m3/m�width. Compared with case#2, case#4 demonstrated different behaviour.
Thermoabrasion dominated the erosion mechanism with one initial big collapse.

Figure 26. Validation results for case#4.

5.2.4. Case#5: Simulation of Long-Term Erosion
The application of the model for the long-term erosion simulation is demonstrated by

case#5. The simulation duration of the case is five years and four months. The simulation
results are shown in Figure 27.

The erosion pattern of case#5 is similar to the other cases. The erosion is dominated
by thermoabrasion (70.68%). The thermodenudation rate differs each year. The hid values
during the simulation are shown in the secondary y-axis of Figure 27b. We observe higher
hid values for the earlier years; the highest hid is observed during the summer of 2014. The
effect of the higher hid values of 2014 did not translate to many bluff collapses. The bluff
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collapse by niche growth requires a positive hid value, but the intensity of the erosion does
not depend on the frequency and magnitude of the hid values.

Figure 27. Validation results for case#5.sub-figure [a]: The cumulative thermoabrasion and thermod-
enudation is shown separately. Thermoabrasion is the dominating mechanism; similar to earlier
cases. sub-figure [b]: The combined erosion volume is 80.5 m3/m�width which is over estimation of
measurement.

Deviation of the profile shape is shown in Figure 28. The deviation is higher at cliff
points and bluff bases. During the five-year simulation, the beach elevation was simulated
to be lower than the measurements; the deviation was nearly 0.3 m, whereas the average
deviation at the grid points was 0.86 m (RMSE).

Figure 28. Shape of the profile after normalising. The RMSE value was estimated to be 0.86.

5.2.5. The Effect of Environmental Forcing on Erosion
In Figure 29, the air temperature and simulated cumulative erosion are drawn. The

upwards zero crossing of the air temperature and the inception of the erosion in the
summer have a small phase lag. The erosion rate correlates with air temperature; higher
air temperature leads to increased erosion. At the end of the summer, the erosion stops as
soon as the air temperature exhibits downwards zero crossing.

Figure 29. Air temperature and cumulative erosion (simulation).
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The thawing index of air is used in many empirical equations concerning the thawing
of permafrost and erosion. Figure 30 draws the measured cumulative thawing index
of case#5 juxtaposed with the simulated cumulative erosion. The correlation between
the two parameters is very strong even though the thawing index is only one of the
environmental forcing parameters of erosion. The cause of the erosion can be partly
attributed to the thawing index. We cannot establish a direct causation-relation of the
thawing index of air with thermoabrasion; warm air has almost no immediate effect
on erosion by thermoabrasion. From the simulation result, we notice that even though
erosion is dominated by thermoabrasion, a strong correlation exists between the cumulative
thawing index and cumulative erosion.

Figure 30. Cumulative thawing index and erosion (simulation).

However, the wind speed and the simulated cumulative erosion of case#5 are not
correlated (Figure 31). The wind speeds are higher during the winter when there is no
erosion. The bluff collapses (creating a jump on the cumulative erosion) rarely coincide
with the storms of the summer. We can infer that the bluff collapse by thermoabrasion is
not dominated by storms in the summer; instead, a combination of various environmental
forcing results in bluff failure, justifying the inclusion of hydrodynamic and morphological
submodules into the numerical model of Arctic coastal erosion.

Figure 31. Wind speed and cumulative erosion (simulation).

6. Sensitivity Analysis of the Model
We cannot validate all the modules individually since the measurements are only

available once a year. Only the permafrost temperature inside the bluffs is measured
continuously throughout the year. The temperature measurements yield a continuous
year-round measurement of thawing depth, using which we can calibrate and validate
the thawing module (Section 4.2). Thermoabrasion is episodic; pre and post-bluff-collapse
measurements are essential to validate. Considering the scarcity of measurements to
identify and discern the individual effect of the coastal processes, a sensitivity analysis
is undertaken to demonstrate the behaviour of the numerical model and its potential
applicability.

6.1. Base Case
Sensitivity analysis is performed on a base case, and some conclusions are inferred.

Two approaches are adopted: (a) turning off a process and comparing it with the base case
and (b) amplifying or damping one environmental forcing to observe the deviation from
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the base case. The base case is shown in Figure 32. The calibrated model is used to simulate
the erosion of a hypothetical coastal profile over a period of 31.25 days, from 7 June 2016 to
8 July 2016. Environmental forcings are taken from NOAA reanalysis [40]. The profile has
a bluff slope of 0.35, and a height of around 7 m. The base case is developed in such a way
that one single mechanism does not dominate; thermoabrasion and thermodenudation are
almost equal. The environmental forcing and erosion patterns are shown in Appendix H.

Figure 32. Profile of the base case.

6.2. The Effect of Waves
The wave is the prominent mechanical driver of both erosion mechanisms. When

we turn off the wave inside the XBeach, the hid values become very small to non-existent
(Figure 33). No sediment transport along the cross-shore is simulated, eventually stopping
thermodenudation by stabilizing the slope. The model detects almost no erosion as a result.
We can infer the following:

• Thermoabrasion is controlled by both mechanical and thermal driving forces; the
absence of one of the driving forces can withhold thermoabrasion.

• Mechanically driven forces do not control thermodenudation, i.e., they are not the lim-
iting factor, but nearshore hydrodynamics can influence the rate of thermodenudation.

• Without the presence of waves, no bluff collapse occurs even when the model simulates
positive values of hid; indicating the importance of the combination of thermal and
mechanical drivers.

Figure 33. The effect of waves on erosion.

Figure 34 shows the effect of the amplitude of the wave heights (hm0 ) at BC2 as
an environmental forcing. A 20% increase in the significant wave height increases the
cumulative erosion by more than 30% (qualitative assessment) as simulated by the model.
The bluff collapses are more frequent and occur earlier in the summer when amplitudes
are increased. Thermodenudation also increases as stronger waves enable a faster removal
of the thawed materials from the bluff base.
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Figure 34. The effect of wave inputs on erosion.

6.3. The Effect of Niche Growth
When we turn off the niche growth module, the model essentially converts to a

thermodenudation model ignoring thermoabrasion even when the other modules of ther-
moabrasion are active. Figure 35 describes the result where erosion is only allowed by
removing the sediments from the base via waves and currents, dominating by thermode-
nudation. We notice an initial high erosion. The frequent hid values indicate that the erosion
is due to waves and currents removing the thawed material from the base of the bluffs
and beaches.

Figure 35. Effect of the niche-growing process on erosion.

6.4. The Effect of Slumping Process
The results of turning off the slumping module are shown in Figure 36. The model

allows the removal of sediments from the beach, but the influx from the slumping module
is turned off. The result shows that the erosion initially has smaller values than the base
case. However, the erosion volume increased significantly later in summer with frequent
collapses. A comparison of the hid values reveals that higher and more frequent hid are
observed for this case, indicating the importance of the influx of sediments from the
thermodenudation as an erosion-resisting mechanism in the model. The sediment influx
from the slumping elevates the base and reduces the probability of thermoabrasion. Thus,
two erosion mechanisms are intertwined.
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Figure 36. Effect of the slumping process on erosion.

6.5. The Effect of Tide
Water level fluctuation due to tide (ht) is simulated in XBeach as one of the input

parameters. Figure 37 depicts the effect of excluding tide from the model. In our study,
area, the tidal range is 70 centimetres, so the effect of the tidal fluctuation on the output
of the numerical model appears small. The deviation from the base case is not very high.
Both the thermodenudation and thermoabrasion are reduced, and the bluff collapses are
delayed as hid values become smaller with lower frequency.

Figure 37. The effect of tide on erosion.

6.6. The Effect of Water Level
The model is highly sensitive to water level (wl, defined using Equation (10)). The

incremental water level changes (10 cm) are shown in Figure 38. The frequency of the bluff
collapse is related to the wl. The erosion volume shows a linear relation with the input
parameter wl. The erosion volume increases about three times causing a 30 cm elevation in
water levels.

The effects of water and air temperature are shown in Appendix I. The results show
that the air and water temperatures are not the limiting factor for both erosion mechanisms.
The air and water temperatures act as an on/off switch inside the model since niche growth
and permafrost thawing are impossible without a positive temperature.
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Figure 38. The effect of water level inputs on erosion.

7. Conclusions
This paper describes a comprehensive process-based model that simulates Arctic

coastal erosion, including hydrodynamic forcing from the sea. The model is constructed
by coupling XBeach with in-house thermal modules. The model includes the physical
processes as submodules under the two major erosion mechanisms: thermodenudation
and thermoabrasion. A feedback mechanism is established between the submodules so
that the model can simulate thermodenudation and thermoabrasion simultaneously.

The numerical implementation of the model is described briefly, and the workflow
is explained. We calibrate the model using field measurements from Baydaratskya Bay in
the Kara Sea, Russia. The simulation by the calibrated model agrees reasonably with the
field measurements. The analysis of the erosion patterns reveals the erosion mechanism is
dependent on the nearshore hydrodynamics and morphological changes. Hence, including
a proper hydrodynamic and sediment transport model to simulate Arctic coastal erosion
significantly improves the fidelity.

The following conclusions can be made from the calibration process of the numerical
model:

1. Erosion during the winter is negligible or absent. Barnhart et al. [30] concluded in
their model that low erosion occurs at the end of summer and beginning of fall for the
coast of Alaskan Beaufort Sea whereas our numerical model for Baydaratskya Bay in
Kara sea simulates higher erosion at the middle and end of summer.

2. There is a slight phase lag between the commencement of summer (measured by air
temperature) and the beginning of slumping. The air temperature had an upwards
zero crossing at the end of May, but thawing began after June in both cases #1 and #2.

3. Smaller sudden spikes in air and water temperature at the beginning of summer do
not contribute to thermodenudation. The model also does not show any immediate
response to the spikes of temperature anomalies. This behaviour indicates that the
limiting factor for thermal energy transfer and thawing of permafrost is the energy
requirement for the latent heat of the transformation from ice to water.

4. Thermodenudation is continuous and of lower intensity, whereas thermoabrasion
causes spikes in erosion volume. The limiting factors for thermodenudation and
thermoabrasion are, respectively, the latent heat requirement and water depth at the
base of the bluffs (hid).

The model is validated by another three sets of observations, two short-term (one year)
and one long-term (five years). We demonstrate that the model can simulate long-term
erosion with the same level of fidelity. We infer the following concluding remarks from the
results of the simulations:

1. The results of the numerical model suggest that thermoabrasion is a complex process
and does not demonstrate a linear relation with the intensity of storms. In other
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words, the strongest storm does not necessarily lead to a collapse. A bluff collapse
by a wave-cut niche results from a combination of the nearshore beach profile, storm
surge duration, water temperature, and bluff geometry. A similar observation was
made by Barnhart et al. [30] for the thermoabrasion numerical model of the Alaskan
Beaufort coast.

2. The two consecutive bluff collapses routinely have an interval between them, and the
time lapse between the two collapses is four to six weeks. The sediments released from
the collapsed bluff alter the elevation near the swash zones, reducing the probability
of inundating the beach with warm water and resulting in slow niche growth. The
model by Ravens et al. [29] considered a numerical elevation of the beach by about
0.28 m to calibrate the model and achieve optimised calculation. In contrast, the model
proposed herein assumes the sediment from the bluffs increases the elevation of the
beach and the elevation is controlled by the morphodynamic module (XBeach).

3. The parameter inundation depth, hid, acts as an on–off switch for thermoabrasion;
however, the numerical model does not show a clear relationship between the magni-
tude of hid and erosion. Our model agrees with the previous observation of Ravens
et al. [29] that overall crest retreat is controlled by the niche erosion process.

4. The erosion rate of thermodenudation was found to be approximately 0.4 m3/month
for low bluff-height profiles in zone S#1. The erosion rate by thermodenudation for
the zones with high bluff was estimated to be close to 1 m3/month. The erosion rate of
thermodenudation does not show a strong relationship with the thawing depth (xt).

We conclude the following from the sensitivity analysis using a base case:

1. The hydrodynamic forcing, especially wave condition, plays a vital role in the erosion
mechanism; hence the inclusion of the nearshore hydrodynamics and morphological
changes is important.

2. The limiting factor for the rate of thermodenudation is found to be the critical slope
(mcr). In the case of thermoabrasion, the limiting factor was hid.

3. Thermodenudation and thermoabrasion are intertwined; one mechanism can affect
the other. For beaches where the two mechanisms are active, this feedback should be
taken into consideration.

We demonstrate that coupling the physical processes as submodules to simulate Arctic
coastal erosion model erosion can produce realistic coastline erosion rates. It is possible to
couple the model with globally available climate reanalysis data. The simulation results are
within the same order of magnitude as the field measurements. The model can be further
improved by considering the following:

Future Development
1. The accumulation and melting of snow and related water flow are not exclusively

modelled. Since there is no open water during the winter and coastal erosion is
negligible, we did not model the effect of snow. A snow module will improve the
accuracy of the model.

2. The presence of sea ice was considered in a binary mode, where we ignored sea ice
when the ice concentration was less than 20%, and it was assumed to not affect the
waves. The damping effect of the floating ice on the waves may also improve the
model’s fidelity.

3. The critical slope (mcr) is taken as depth-averaged for the profiles. One depth-averaged
value is estimated for each zone in the study area. A matrix of mcr values at different
depths and geometries will increase the model’s accuracy.

4. The collapse of the bluff is predetermined. A finite element model at the bluff face
may better predict the irregular bluff slope.

5. The model is applicable to the unlithified Arctic coasts since gravel is not included in
the XBeach explicitly.
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Appendix A. Definitions
Below are some geometric parameters defined to explain the Arctic coasts:

1. profile line: the surface line of the beach profile not including the snow or ice sheets.
During the summer, the profile line is exposed to environmental parameters.

2. permafrost table: the thawing face of the permafrost. During the winter, the line is
assumed to collide with the profile line. The difference between the beach line and
the permafrost table is the thawing depth.

3. base point: the point at the end of the beach where a sudden change in the slope
occurs. Typically, it stands above the tidal range and in calm conditions, water level
can not reach the base point.

4. cliff point: the end of the bluff-face and beginning of the bluff-surface; a sudden
change in the slope.

5. ice-wedge top point: the point at the surface where the ice-wedge polygon is visible
on the surface.

6. ice-wedge bottom point: not necessarily the bottom point of the ice-wedge. It is the
point from which we can assume the continuity of the bluff is broken by the ice wedge.

7. swash point/line: Where the average water depth for a timestep is less than 5cm. The
point(1D) or line(2D) is assumed to be constant for one timestep.

8. thawing depth: The difference between the permafrost line and profile line, calculated
for the grid points on the profile line and normal to the tangent on the point at the
profile line.

Appendix B. Four Zones of the Coastal Profile
The four zones of the Arctic coast in terms of erosion, thermal energy transfers and

involvement of various physical processes are described in Figure 2. The four zones are
defined as follows:

1. bluff surface: it is the surface behind the cliff point Xc. The slope in the zone is zero or
close to zero. The surface is covered with vegetation during the summer. Subsidence
due to the thawing of the permafrost is the major change in the profile. Thawing depth
is dependent on the convection of air and solar radiation. We assume the erosion due
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to surface run-off is negligible (based on field observation). The bluffs are usually
filled with ice-wedge polygons. The organic-active layer at the top of the surface has
negligible shear strength but can contribute to the lower erodibility to surface run-offs.

2. bluff face: It is the steepest slope of the profile, in between the base point Xb and
cliff point Xc and the most active part of the profile. The thawing process contributes
directly to the mass loss by slumping and cliff retreat.

3. beach: The narrow beach in front of the bluff from the base point Xb to the swash
point Xs. The thawed sediments accumulate on the beach. The collapsed bluffs fall on
the beach. The beach is subject to inundation during the summer storms. The return
currents created during the storms sort out the accumulated sediments and transport
them offshore.

4. seabed: It is defined from the swash point Xs to the offshore. The general direction
of the sediment transport is offshore since there exist no restoration mechanisms
at the Arctic beaches. The wave-induced particle movement is enough to transfer
heat (convective heat transfer). The thawing depth is not the limiting factor, i.e., the
permafrost lies quite deep. However, due to sea ice, sediment transport during the
winter is negligible.

Appendix C. Numerical Schematisation of the Submodules
Appendix C.1. Modelling Storm Surge

Storm surge is modelled by discretising Equation (A1). The setup/surge level h is
assumed to be zero at the offshore boundary, where h is the water level setup from the
mean sea level. The surge level, h is determined at a 3-h interval. The 3-h time-averaged
wind speed is used as an input parameter. When the ice concentration near the sea, icon is
above 20%, the surge is set to zero, assuming damping from the ice. The following equation
determines the storm surge at each grid point.

The storm surge submodule is the steady-state solution of the following Equation [38]:

g(hm + h)
∂h

∂x
= (hm + h) f V +

tsx
r

+
DP
rg

(A1)

where g is the gravitational acceleration, hm is the mean water depth (time-averaged),
f = 2sinw is the Coriolis frequency of Earth, w is the latitude of the study area (in radians),
r is the seawater density, V = depth-averaged alongshore water velocity, tsx = rCDU2

w is
the stress from the wind on the surface of the water, CD is the drag coefficient (= 2 ⇥ 10�6),
and Uw is the wind speed at 10 m and DP is the pressure drop.

Equation (A1) is discretised using the forward Euler numerical scheme as follows:

hi�1 = hi +
f ViDx

g
+ Dx

Cf U2
i

g(hi + hi)
(A2)

The details of the numerical model of the steady state storm surge are provided by
Barnhart et al. [30] in supplementary text S1 available at: https://agupubs.onlinelibrary.
wiley.com/action/downloadSupplement?doi=10.1002%2F2013JF002845&file=2013JF00284
5text01_March2014.pdf, accessed on 2 September 2022.

Appendix C.2. Modelling Slumping
The numerical schematisation of slumping is shown in Figure A1. The line ABCD

was the original profile before slumping. Point A has a slope less than the critical slope
(mcr). The next grid point B has a slope greater than mcr. Slumping occurred at point B,
which resulted in the new line AB0C0D. The permafrost line WXYZ remained unchanged;
however, the thawed layer thickness at grid points B and C changed due to slumping. The
criterion to initiate slumping as described earlier:

Si > mcr (A3)
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where Si is the slope of the grid point j and mcr is the critical slope of the grid point j.

Figure A1. Numerical schematisation of slumping based on critical slope and fall by gravity only.
The line ABCD is the profile line which had WXYZ permafrost line at various thawing depths of each
grid point. The slope at point B is greater than ma which triggers the slumping and the new position
for the point B at the same grid line is B0.

Let us assume, at the n-th timestep, the numerical submodule is checking whether
slumping is triggered at each grid point. Using the critical slope criteria, the model finds
point A, the i th grid point does not satisfy the criteria Si > mcr, then it checks the i + 1 th
grid, the point B.

The slumping module is based on the following assumptions:
The slumping process is initiated by gravitational force only. We ignore the movement

of thawed material by the water flow created as a result of permafrost thawing.
The constraints of the initiation of the slumping at the i + 1 th grid point (point B in

the figure) are as follows:
• C1. No slumping occurs at the permafrost table, the line WXYZ, irrespective of the

slope. The failure within permafrost is considered in the bluff stability submodule.
This submodule only simulates until thawing depth.

• C2. The slope at the grid point before the i th cell (point A) has a lower slope than
critical Si > mcr.

• C3. The n-th timestep has j number of iterations where j is any number iteration until
Equation (A3) is no more satisfied.

• C4. For slumping at i-th grid point at jth iteration, the mass transfer is limited to two
adjacent grid cells; points B and C are moved to B0 and C0.

• C5. As a result of slumping, the grid point in consideration, point B, will be subsided
to B0, increasing the elevation of point C to C0.

• C6. The subsidence of point B is such that the area under the curve ABCD will be
equal to the area AB0C0D so that the conservation of mass is maintained.

• C7. Rule C6 is overridden when the subsidence of point B0 is limited by the permafrost
line. Point B is not allowed to be lowered than point X. If C6 is overridden, then point
C will move and still maintain mass balance. In this case, the movement of the mass
will be lower.

• C8. The slumping process is always triggered in the downward direction. If for n th
timestep, if two grid points have a slope more than the critical value mcr, slumping
will be initiated at the grid point in the higher vertical position.
There is no limit to the iterations for each time step, i.e., the module will run until all

the grid points in the profile satisfy the governing equation.
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If the slumping occurs, it overrides the thawing depth, xt estimated by the thawing
depth modules.

The workflow of the numerical model is shown in Figure A2. Each grid point is
checked for the triggering condition, and then the profile is continuously updated until the
last grid point. When all the grid points are examined, the numerical model allows for the
next coupled module or next time step.

Figure A2. Workflow of the slumping module.

To demonstrate the governing rules mentioned earlier, the module is applied to a
hypothetical case. The coastal profile has a 6m bluff height with a bluff slope of 0.5 (26.5°).
The thawing depth is 1m at the bluff surface and beach, and 0.71 at the bluff surface.

• Figure A3a demonstrates the case when the mcr is equal to the initial slope, i.e., no
slumping can occur establishing the mcr value acts as a triggering condition in the
numerical model.

• Figure A3b demonstrate a case when we consider the mcr = 0.4. The slumping occurred
and part of the bluff surface was exposed (no thawing depth on the upper portion of
the bluff surface).

• The effect of mcr on the final profile is shown in Figure A3c. When we reduce the mcr
value to 0.3 from 0.4, keeping everything else the same, the exposed portion of the
bluff surface got decreased. The slumped materials now moved further back on the
beach.

• If we further decrease the mcr value, the sediments are now distributed on almost
35 m along the beach (Figure A3d) and a large portion of the bluff surface is exposed.

• Figure A3e demonstrates a reduction in thawing depth on slumping. If the thawing
depth is reduced to 0.5 m with a low mcr value most of the bluff surface is exposed as
a result.

• Figure A3f demonstrates the effect of very high thawing depth, the model behaviour
is similar to active layer detachment, and a large portion of the thawed layer is moved.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure A3. Application of the thawing module in some cases. (a) mcr = 0.5, initial slope = 0.5, thawing
depth = 1 m; (b) mcr = 0.4, initial slope = 0.5, thawing depth = 1 m; (c) mcr = 0.3, initial slope = 0.5,
thawing depth = 1 m; (d) mcr = 0.1, initial slope = 0.5, thawing depth = 1 m; (e) mcr = 0.2, initial
slope = 0.5, thawing depth = 0.5 m; (f) mcr = 0.2, initial slope = 0.5, thawing depth = 2 m.
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Appendix C.3. Modelling Bluff Stability
Four modes of failure cases are considered at each timestep. Three of them are the

shear failure (mode#1 to#3) and the rest moment failure, the governing equations are
described earlier. The failure modes are as follows(see Figure A4):

1. Mode#1: The failure line is CE (from the cliff point to the base point E). The bluff face
got steeper as a result.

2. Mode#2: The failure line is GE. Point G is determined using the same slope of the bluff.
3. Mode#3: The failure line is FE. F is the lowest point of the ice-wedge polygon. The

shear failure line is the FE.
4. Mode#4: The failure line is PE and PF. This is the moment failure mode.

Figure A4. Stability of the overhanging bluffs.

Appendix D. Physical Properties of Permafrost

Table A1. Particle size distribution in the study area.

Particle Size (%-mm) 1.0–0.5 0.5–0.25 0.25–0.1 0.1–0.05 0.05–0.01 0.01–0.005 <0.005 <0.002 <0.001 Moisture (%) Density (gm/cm3)

Sample 1 0.2 1.0 59.5 24.1 7.4 0.5 0.5 1.5 5.2 29 2.63

Sample 2 0.1 0.9 58.4 26.6 5.2 1.6 0.5 1.0 5.7 29 2.64

Sample 3 0.1 0.1 64.9 23.6 3.2 0.3 0.5 1.2 6.1 29 2.64

Sample 4 0.1 0.8 62.1 24.6 3.8 0.8 0.5 1.2 6.0 29 2.63
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For the detailed field report, we refer to [49], accessible at https://www.researchgate.
net/publication/322103499_Field_investigation_and_laboratory_analyses_Baydaratskaya_
bay_2017, accessed on 14 September 2021 .

Appendix E. Measurements of Thawing Depth

Figure A5. Position of the borehole#4 on profile#3. Image source: SAMCoT report 2015.

Nodes are positioned at 0, 5, 10, 16, 27, 35, 44, 55, 86, 100, 115, 130, 145, 164, 180, 204,
220 and 243 cm from the surface.

Trumpet curves for each month of 2014 are shown in Figure A6.

Figure A6. Trumpet curves of the temperature within bluffs for each month.
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Appendix F. The Parameters of XBeach
The simulation time for every timestep is 10,900 s which is 3 h and 100 s. An additional

100 s is added to make sure the waves reach the shoreline. The simulation of morphological
changes starts after 100 s. Using the ‘tstart’ parameters, it is controlled within XBeach.

Flow boundary condition parameters

front = abs_1d

back = abs_1d

wavemodel = stationary

tstop = 10,900

CFL = 0.900000

morfac = 1

morstart = 100

wetslp = 0.300000

dryslp = 0.700000

struct = 1

ne_layer = nebed.dep

bcfile = filelist.txt

outputformat = netcdf

tintp = 60

tintg = 60

tstart = 100

Figure A7. The variable grid spacing along x-axis.
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Appendix G. Coastal Profiles for Validation Cases
Even though cases#1, #3 and #5 are on the same profile#1, the erosion pattern is

different for each case. In two consecutive years, the erosion pattern drastically changed
between cases #1 and #3 (Figure A8a). The bluff slope of case#3 morphed into an uneven
bluff slope. The bluff slope became steeper at the lower part near the bluff base, indicating
that during the summer of 2017, the hydrodynamic forcing removed a large volume of
sediments from the bluff base. Case#4 on profile#8 is relatively stable, but we note the
lowering of the elevation of the beach (Figure A8b). Lowering beach elevation indicates
that the beach was inundated frequently during the summer of 2017, a similar conclusion
we made for case#3. Case#5 is a representation of long-term erosion (Figure A8c). The
erosion of the beach was significant in this case; the profile is lowered by approximately
1.5 m around the 180-m mark. However, the base of the bluffs remains almost at the same
level. No positive accretion value was recorded for any of the three cases, which suggests
that the accumulated sediments must have been washed away by hydrodynamic forcing.

(a)

(b)

(c)
Figure A8. Coastal profiles of cases#3, #4 and #5 are shown. (a) Case#3: Measurements are of profile
P#1, from 2016 to 2017. (b) Case#4: Measurement of profile P#8, from 2016 to 2017. (c) Case#5:
Measurement of profile P#1, from 2012 to 2017.
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Appendix H. Base Case: Environmental Forcing

Figure A9. Environmental forcing of the base case.

Figure A10. Erosion of the base case.

Appendix I. Effect of the Environmental Forcing
Appendix I.1. Effect of Seawater Temperature

The base case is modified to demonstrate the effect of water temperature. Instead of
applying the environmental forcing as shown in Figure A9, a mean water temperature is
used so that the deviation of the erosion volume over time can be identified. The mean
seawater temperature of the base case was 6.65 �C . We now apply 2 to 10 �C with 2 �C
increment (Figure A11). The erosion with mean 6 �C is considered the base case. For the
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base case, no bluff collapse is recorded. Bluff collapse is triggered for 8 �C and 10 �C ,
collapse for 10 �C occurred just 12 h earlier (three timesteps). We can infer that unless the
mean seawater temperature for this 32.5 days is over 6 �C , it is unlikely any bluff collapse
will occur. We also notice, for the first three cases, the erosion volume is almost the same,
indicating the sea-water temperature is not an important factor for the thermodenudation
of the bluff surface.

Figure A11. The effect of water temperature inputs on erosion.

Appendix I.2. The Effect of Air Temperature
Similar to the sensitivity analysis of water temperature, the base case is modified to

demonstrate the effect of air temperature on erosion volume. The mean air temperature
of the earlier base case is 11.45 �C. The air temperature for the modified base case is
chosen as 10 �C. The new base case is chosen in such a way that thermodenudation is
the dominant erosion mechanism. Keeping all other environmental forcings unchanged,
only air temperature is increased and decreased. The result is shown in Firure A12. The
cases indicate in our model that air temperature at the beginning of summer may be the
controlling parameter for erosion, but eventually, the difference due to air temperature is
not significant. However, we can not reach a conclusion from this analysis since only the
thermodenudation mechanism is considered in this analysis. Thermodenudation in the
study area contributes nearly 20 to 30% of the erosion volume.

Figure A12. The effect of air temperature inputs on erosion.
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