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Abstract

In this work, the numerical solver Harten-Lax-van Leer Contact (HLLC) is extended
for the application to flow through pipes with varying cross-sectional area. In addi-
tion, the homogeneous equilibrium two-phase model (HEM) solved by HLLC is used to
simulate the depressurization of a pipe with constant cross-sectional area and results
are compared to experimental data. The work is motivated by the need for accurate
methods simulating CO2 flow in order to enable large-scale CO2 capture and storage.
Two methods, HLLC+S and HLLCS, are proposed for fluid flow in pipes with varying
cross-sectional area. HLLC+S simply adds a source term to the HLLC scheme, whereas
HLLCS is formulated to include the stationary wave which is present in the governing
equations for variable cross-section flow. For subsonic flow, the HLLCS scheme involves
a nonlinear system and for resonant cases the system might not have a solution. Two
source terms are tested for this solver and they have different strengths and weaknesses.
The HLLC+S and HLLCS solvers are tested on a number of Riemann problems with
the ideal gas equation of state (EOS) and compared to exact solutions. HLLCS is found
to be significantly more accurate than HLLC+S. HLLC+S does not converge to the ex-
act solution for discontinuous area change. Its error is low for small discontinuities and
increases for large discontinuities. For smooth converging-diverging nozzles, however, its
estimates are satisfactory. HLLC+S is further employed with the HEM and the Peng-
Robsinon EOS for converging-diverging nozzles and two Riemann problems, showing
that the scheme is robust enough to simulate such problems. The results suggest that
HLLCS should be extended for a general EOS and tested on two-phase flow due to its
superior accuracy. The two-phase modelling is validated by a depressurization test with
HLLC, as the results agree with experimental data. Three boundary conditions (BCs)
of increasing complexity are tested for the outlet boundary for the depressurization test
and they all give similar results.
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Sammendrag

I dette arbeidet er den numeriske løseren Harten-Lax van Leer Contact (HLLC) utvidet
for å anvendes p̊a strømning i rør med varierende tverrsnitt. I tillegg blir den ho-
mogene likevekts-tofasemodellen (HEM) løst av HLLC for å simulere strømning i rør
med konstant tverrsnitt og resultatene blir sammenlignet med eksperimentelle data.
Dette arbeidet er motivert av behovet for nøyaktige metoder som kan simulere CO2-
strømning i rør for å muliggjøre storskala CO2-fangst og -lagring. To metoder, HLLC+S
og HLLCS, blir foresl̊att for strømning i rør med varierende tverrsnitt. HLLC+S legger
kun til et kildeledd p̊a HLLC-metoden, mens HLLCS er formulert for å inkludere den
stasjonære bølgen tilstede i ligningssystemet for strømning med varierende tverrsnitt.
For subsonisk strømning involverer HLLCS-løseren et ikke-lineært ligningssystem, og
for resonante strømningstilfeller er det mulig at dette systemet ikke har en løsning.
To kildeledd blir testet for HLLCS og de har ulike styrker og svakheter. HLLC+S- og
HLLCS-løserne er testet p̊a en rekke Riemannproblemer med tilstandsligningen for ideell
gass, og sammenlignet med den eksakte løsningen. HLLCS er betydelig mer nøyaktig
enn HLLC+S. HLLC+S konvergerer ikke til den eksakte løsningen for diskontinuerlig
arealending. Feilen til løseren er lav for sm̊a diskontinuiteter og øker for større diskon-
tinuiteter. Estimatene til løseren er derimot tilfredsstillende for glatte konvergerende-
divergerende dyser. HLLC+S blir videre anvendt p̊a HEM med Peng-Robinsons til-
standsligning for konvergerende-divergerende dyser og to Riemannproblemer, som viser
at metoden er robust nok til å simulere slike problemer. Resultatene antyder at HLLCS
bør utvides for en generell tilstandsligning og testes for tofasestrømning grunnet dens
overlegne nøyaktighet. Tofasemodelleringen er validert av en test for trykkavlastning
med HLLC der resultatene stemmer godt overens med eksperimentelle data. Tre grense-
betingelser av stigende kompleksitet er testet for utløpsgrensen til trykkavlastningstesten
og alle gir lignende resultater.
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1. Introduction

1.1. The importance of CCS and CO2 flow modelling

The Intergovernmental Panel on Climate Change (IPCC) points to CO2 capture and
storage (CCS) as a key method to contain global warming within 1.5 ◦C [1, 2]. In their
2018 special report, IPCC investigated several different pathways for achieving the 1.5 ◦C
target. Nearly all of the pathways needed the employment of CCS to achieve the target,
especially for decarbonizing the industry sector [1]. However, CCS technology is new,
and little large-scale CCS infrastructure exists at present.

Norway is in the front of the development for large-scale CCS in Europe [3], and
partakes in projects involving all parts of the CCS chain; capture, transportation and
storage [4]. In particular, the Northern Lights project [5] focuses on the transportation
and storage infrastructure needed for CCS in Norway. A goal of the Northern Lights
project is to create an infrastructure with excess capacity such that not only Norwegian
industry, but also European industry, can send captured CO2 for long-term storage [4, 5].
The CO2 will be transported by ships and pipelines [5].

It is vital that the CO2 transport pipelines can be operated safely and economically.
CO2 pipelines are shown to be more prone to running-ductile fracture than for example
pipelines transporting natural gas [6, 7]. This means that if a pipe is punctured, it is
more prone to “peel” open due to the great pressure within the pipe. The fracture can
propagate along the pipe for several hundred meters [8, 6, 9]. In Figure 1.1, a pipe
after a fracture propagation test is shown. A running-ductile fracture can be violent
enough to hurl away rock and steel and release vast amounts of CO2 into the air. This
is a major safety hazard, especially because pipelines will likely be situated near densely
populated areas [6, 10]. In order to design safe pipelines, accurate models predicting the
depressurization behaviour of CO2 are necessary [11].

SINTEF Energy Research is developing a numerical workbench to analyse models and
numerical methods for modelling CO2 flow in pipelines [11]. The different models are
tested against results of depressurization experiments from a newly built experiment
rig depicted in Figure 1.2 [12]. The present work is part of the research related to the
development, analysis and testing of numerical methods for the simulation of CO2 flow
in pipes.

1.2. Investigating the HLLC method for CO2 flow modelling

In the introductory project for this master’s thesis [13], it was shown that the numerical
method Harten-Lax-van Leer-Contact (HLLC) [14] performs well for the simulation of

1



1. Introduction

Figure 1.1.: Image of a pipe from a fracture propagation test in [8]. Note that there is
a person standing inside the pipe in the upper left of the picture, giving a
sense of the scale of this fracture. The image is included with the permission
of Xian-Kui Zhu.

Figure 1.2.: The pipe used for experiments at the roof of SINTEF Energy Research’s
laboratory. Credit: SINTEF Energy Research

2



1.2. Investigating the HLLC method for CO2 flow modelling

CO2 flow. The HLLC method is designed such that the separation between fluids of
different densities is resolved more accurately than for other methods such as the FORCE
method [15] currently implemented in SINTEF’s numerical workbench. This is useful
for resolving different phases of a fluid accurately. For CCS transport pipelines, the CO2

will likely be in liquid or dense-liquid form [10], but there are many situations where
two-phase liquid-gas flow can occur. Examples include; when CO2 is first injected into
the pipe, during depressurization of the pipelines for maintenance, and during shut-in of
the pipeline, i.e. closing the pipeline in both ends [16, 17]. It is therefore an important
advantage that HLLC captures such flow accurately. Inspired by this promising result,
we have further investigated the performance of HLLC for pipeline flow

a) for pipes with varying cross-sectional area, and

b) for pipes with constant cross-sectional area and pressure-driven outflow boundary
conditions.

For the flow in pipes with varying cross-sectional area, two new HLLC-type methods
have been developed and tested.

1.2.1. Flow in pipes with varying cross-sectional area

In a realistic pipeline there will be valves and nozzles present in order to control the
fluid flow. Such components change the cross-sectional area of the pipe. It is therefore
of interest to simulate the effect of both abrupt and smooth cross-sectional area changes
on compressible flow. The system of equations modelling compressible flow in pipes with
varying cross-sectional area take the following form

U t + F (U)x = S, (1.1)

where S is a source term making the system nonconservative. This source term com-
plicates numerical simulations greatly and can cause instability and oscillations [18, 19].
Furthermore, the system belongs to the class of resonant systems [20], leading to the
possibility of up to three possible solutions, i.e. three different wave configurations, to
an initial Riemann problem [18, 21].

Several authors have constructed numerical methods for the compressible nozzle flow
equations (1.1) [19, 22, 23, 24], and systems of similar form [25, 26, 27, 28, 29], develop-
ing “well-balanced” [30] schemes to capture the flow behaviour at discontinuities. For
example, Kröner and Thanh presented a well-balanced numerical scheme based on the
Lax-Friedrichs flux [21], which they later extended by adding a non-linear equation to
ensure correct wave configurations are found for resonant cases [19]. Here, they focused
mainly on solutions for the ideal gas equation of state (EOS). Brown et al. [31] proposed
the first methodology for resolving two-phase flow in pipes with discontinuous cross-
sectional area changes for the homogeneous equilibrium two-phase flow model (HEM)
using the AUSM+-up scheme.

3



1. Introduction

HLLC has yet to be tested on the problem of compressible flow with discontinuous
cross sections1. However, augmented versions of HLLC have been constructed for sim-
ilar systems, where abrupt changes are accounted for [25, 26]. An augmented version
of HLLC for the Baer-Nunziato (BN) equations [33] was developed by Tokareva and
Toro, giving promising results for many test cases [25]. Murillo and Garćıa-Navarro also
developed an augmented version of HLLC for the shallow-water equations [26]. This
method produced promising results as well, though the authors note difficulties such as
the need for a “source-fix” to avoid unphysical solutions in certain cases.

1.2.2. Pressure-driven outflow

In the project work, [13], HLLC was tested and compared to other numerical methods
for the HEM with the Peng-Robinson EOS. In the tests, extrapolation was used at the
boundaries. It is however of interest to see how HLLC performs with more realistic
boundary conditions (BCs) for outflow in particular. This is relevant for the simulation
of depressurization experiments. It is further of interest how different BCs affect different
numerical methods.

1.3. Present contribution

In the present work, an augmented version of HLLC, “HLLCS”, is developed for com-
pressible flow in pipes with smooth and discontinuous cross-sections. In addition, the
HLLC method with an added source term, “HLLC+S”, is applied to simulate the flow
for this system. The latter approach is more similar to that of Brown et al. [31]. The
two methods are applied to problems for ideal gas EOS with known exact solutions and
their results are compared. HLLCS was not extended for a general EOS in this work
due to the time-frame available. HLLC+S is general in its formulation and was therefore
applied to two-phase tests in converging-diverging nozzles, and similar two-phase tests as
those presented by Brown et al. [31]. All the code needed to test the numerical methods
applied in this work was written by the author in FORTRAN 90 for the ideal gas EOS,
and the code was coupled with the in-house thermodynamic library of SINTEF Energy
Research to test both HLLC and HLLC+S with the Peng-Robinson EOS.

A second focus of this work has been to validate the CO2 flow model, the HEM
with the PR EOS, by simulating a pipe depressurization and comparing the results to
experimental data from SINTEF’s experiment rig [12]. Three different pressure BCs
for outflow are described and applied in depressurization tests with HLLC and the well-
known Lax-Friedrichs (LxF) method on the HEM. The BCs are nearly the same as those
applied by Munkejord and Hammer [11] for the depressurization of CO2-rich mixtures in
pipes. Though the BCs are not new, the author finds that BCs are often under-reported
in the literature and they are therefore described in detail in Section 3.2.

1An HLLC method for compressible pipe flow in smooth nozzles has been developed by LeMartelot et
al. [32].
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1.4. Structure of the report

1.4. Structure of the report

The report consists of five chapters. Chapter 1 is the Introduction. In Chapter 2, the
physical modelling is introduced. Here, the systems for flow in a pipe with constant
cross-sectional area and varying cross-sectional area are presented, and the equations of
state applied to simulate the thermodynamics of the fluid are introduced: the ideal gas
EOS and the Peng Robinson EOS. Lastly, the HEM is described. In Chapter 3, the
numerical methods applied in this work are presented. LxF is briefly introduced. HLLC
is described in Subsection 3.1.3, HLLC+S in Subsection 3.1.4 and HLLCS is derived in
Subsection 3.1.6. All the HLLC-type methods require wave speed estimates, and these
are presented in Subsection 3.1.9. The results of numerical tests are presented in Chapter
4. Tests with the ideal gas EOS for HLLC+S and HLLCS are given in Section 4.2, and
two-phase tests for HLLC+S are shown in Section 4.3. Lastly, the depressurization test
with LxF and HLLC is presented in Section 4.4. In Chapter 5, a brief summary of the
results, concluding remarks and recommendations for further work are given.

5



2. Physical modelling

This chapter introduces the physical modelling of the system approximating the flow of
ideal gas or CO2 in pipes. First, some general thermodynamics is introduced in Section
2.1. The Euler equations are presented in Section 2.2 and it is explained how waves occur
for this system of equations for a discontinuous initial condition. The Euler equations
with cross-sectional area change are presented in Section 2.3 and the waves occurring
for this system are also explained. In Section 2.4, two equations of state are presented,
the ideal gas EOS and the Peng-Robinson EOS. Lastly, the homogeneous equilibrium
model for two-phase flow is outlined.

2.1. General thermodynamics

Before we delve into the system of equations applied to describe the flow of CO2, some
general thermodynamics which is used extensively through this work is introduced.
Firstly, we will need the first law of thermodynamics for a reversible process in a closed
system,

de = T ds+
p

ρ2
dρ, (2.1)

where e is the specific internal energy, i.e., internal energy per mass, s is the specific
entropy, ρ is the density, p is the pressure and T is the temperature.

If the pressure in the fluid is expressed as a general function of the specific internal
energy and the density, p = p(ρ, e), then a small change in pressure, dp, can be expressed
as

dp =

(
∂p

∂ρ

)
e

dρ+

(
∂p

∂e

)
ρ

de = (c2 − Γ
p

ρ
) dρ+ Γρ de, (2.2)

where c is the speed of sound and Γ is the first Grüneisen parameter. The speed of
sound, c, is defined by

c2 =

(
∂p

∂ρ

)
s

, (2.3)

which can be equivalently expressed as

c2 =

(
∂p

∂ρ

)
e

+
p

ρ2

(
∂p

∂e

)
ρ

(2.4)

by the 1st law of thermodynamics. For a fluid, the speed of sound determines the speed
at which pressure waves travel through it.
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2.2. The 1D Euler Equations

The first Grüneisen parameter is defined as follows;

Γ =
1

ρ

(
∂p

∂e

)
ρ

. (2.5)

Though a more common form, which can be found by the many equivalences between
derivatives in thermodynamics, is

Γ =
1

ρCV

(
∂p

∂T

)
ρ

, (2.6)

where CV is the specific heat capacity at constant volume.
A function relating thermodynamic state variables such as the pressure to the specific

internal energy and the density, p = p(ρ, e), is called an equation of state (EOS). Two
equations of state are used in this work, the ideal gas EOS and the Peng-Robinson EOS
which are detailed in Section 2.4. However, we will first explore the governing equations
of the fluid flow in pipes and nozzles without specifying a particular EOS. We will only
assume that there is some general EOS, p = p(ρ, e), with derivative relation (2.2).

2.2. The 1D Euler Equations

The 1D Euler equations can be used to model the flow of a compressible fluid in pipes
with constant cross-section. We will often call these equations simply the Euler equations
as all the work will be in 1D. In this section, the 1D Euler equations are described and
analyzed, and the Riemann problem for these equations is outlined briefly.

The 1D Euler equations describe the mass balance,

∂ρ

∂t
+
∂ρu

∂x
= 0, (2.7)

momentum balance
∂ρu

∂t
+
∂(ρu2 + p)

∂x
= 0, (2.8)

and energy balance
∂E

∂t
+
∂(E + p)u

∂x
= 0, (2.9)

in a closed system with constant cross-section, no source terms and no viscous stresses.
Here u is the velocity in x-direction and E is the total energy, the sum of internal energy
and kinetic energy of the fluid; E = ρe+ 1

2ρu
2.

The system of equations can be written more compactly as

U t + F x = 0, (2.10)

where

U =


U1

U2

U3

 =


ρ

ρu

E

 , F (U) =


F1

F2

F3

 =


ρu

ρu2 + p

(E + p)u

 ,

7



2. Physical modelling

and the subscripts t and x refer to the temporal and spatial derivatives respectively. We
can write Equation (2.10) in quasi-linear form by using the chain rule on F = F (U),

U t + A(U)Ux = 0, (2.11)

where A(U) = ∂F
∂U is the Jacobian matrix of the system, so A(U)Ux = ∂F

∂UUx = F (U)x.
If we assume that p = p(ρ, e) as mentioned in Section 2.1 we may, through some

manipulation, write the Jacobian matrix as:

A =


0 1 0

c2 − u2 − Γ(e+
p

ρ
− 1

2
u2) (2− Γ)u Γ

u(c2 − (Γ + 1)(e+
1

2
u2 +

p

ρ
) + Γu2) e+

p

ρ
+

1

2
u2 − Γu2 (Γ + 1)u

 . (2.12)

The full derivation of A can be found in the preliminary work for this master’s thesis
[13] and is included in Appendix A.

The eigenvalues and corresponding eigenvectors of A are;

λ1 = u− c, λ2 = u, λ3 = u+ c, (2.13)

and

r1 =


1

u− c
H − uc

 , r2 =


1

u

H − c2

Γ

 , r3 =


1

u+ c

H + uc

 , (2.14)

where H = E+p
ρ and is called the stagnation enthalpy. The Euler equations (2.10)

constitute a hyperbolic system as they satisfy the following properties:

1. The eigenvalues λi of A are real and distinct.

2. The eigenvectors, ri, of A are linearly independent.

This means that A can be diagonalized with real eigenvalues;

R−1AR = Λ, (2.15)

where R = [r1, r2, r3] is the matrix of the right eigenvectors of A, and Λ is the diagonal
matrix of the eigenvalues of A. The fact that the system is hyperbolic allows us to
reformulate the Euler equations in their characteristic form. This formulation is closely
linked to which waves will propagate through the fluid.

2.2.1. Characteristics and Riemann invariants

The Euler equations (2.10) can be rewritten as

R−1U t + R−1ARR−1Ux = 0, (2.16)

8



2.2. The 1D Euler Equations

where we have multiplied the equation with R−1 from the left and multiplied A from the
right with the identity matrix I which can be expressed as I = RR−1. The characteristic
variables are defined by ∂W = R−1∂U which can be shown to be

∂W =


− ρ

2c
∂u+

1

2c2
∂p

∂ρ− 1

c2
∂p

ρ

2c
∂u+

1

2c2
∂p

 , (2.17)

as is done in Appendix B.
Thus, Equation (2.16) becomes

W t + ΛW x = 0. (2.18)

Equation (2.18) describes scalar transport equations for the components in W , wi, that
are advected at the velocities λi,

∂wi
∂t

+ λi
∂wi
∂x

= 0, i = 1, 2, 3. (2.19)

This gives that

dwi(xi(t), t)

dt
= 0 on characteristic lines

dxi(t)

dt
= λi i = 1, 2, 3; (2.20)

i.e. on the characteristic lines, defined by dxi
dt = λi, the characteristic variables wi are

constant:

on
dx1(t)

dt
= u− c, ∂w1 = 0⇔ ∂p− ρc∂u = 0 (2.21)

on
dx2(t)

dt
= u, ∂w2 = 0⇔ ∂p− c2∂ρ = 0 (2.22)

on
dx3(t)

dt
= u+ c, ∂w3 = 0⇔ ∂p+ ρc∂u = 0. (2.23)

These characteristic lines are not necessarily straight as both u and c vary over time.
They describe three different waves propagating at the speed defined by the eigenvalues
λi. Along these waves, information about the state where the waves originated from is
carried, as the characteristic variables stay constant on them.

Some quantities stay constant across these waves. These quantities are called Riemann
invariants and can be shown to be [34]

s, u+
2c

Γ
across

dx1

dt
= u− c (2.24)

u, p across
dx2

dt
= u (2.25)

s, u− 2c

Γ
across

dx3

dt
= u+ c. (2.26)

9



2. Physical modelling

This is key in formulating the solution of the Riemann problem, often called the shock
tube problem in gas dynamics.

2.2.2. The Riemann problem for the Euler equations

The Riemann problem for the 1D Euler equations is the initial value problem (IVP):

U t + F (U)x = 0, (2.27)

U(x, 0) =

{
UL, if x < 0

UR, if x ≥ 0
, (2.28)

where UL and UR are two different constant states. This problem is particularly relevant
to study as the numerical methods used to sove the Euler equations are formulated as
approximate Riemann problem solvers.

As explained in the previous section, the Euler equations have three characteristic
waves which propagate at the speed of the eigenvalues λi. There are three types of waves
which can arise for the Euler equations: shocks, rarefactions and contact discontinuities.
The middle wave is always a contact discontinuity, and the others are either rarefactions
or shocks.

Contact discontinuities and shocks

Two of the possible waves which can occur for the Euler equations are discontinuities. For
the wave associated with the eigenvalue λ2 = u we always have a contact discontinuity,
signifying the contact of two fluids in different states. Near a contact discontinuity, the
characteristics are parallel. Across a contact discontinuity, p and u stay constant while
ρ and e (and therefore also s) are discontinuous. For the waves associated with λ1 and
λ3 we either have shocks or rarefactions. The characteristics on either side of a shock
converge. Across shocks all the variables ρ, u, e, and p are discontinuous.

The velocity of a discontinuous wave is determined by the Rankine-Hugoniot condition,

F (U r)− F (U l) = S(U r −U l), (2.29)

where S is the speed of the wave. l signifies that the state is just to the left of the
discontinuity and r that the state is just to the right of it. The Rankine-Hugoniot relation
is extensively used in the derivation of the numerical methods HLLC and HLLCS.

Rarefaction waves

It is also possible that the wave associated with λ2 or λ3 (or both), is a rarefaction. For
rarefaction waves, the variables ρ, u, e, and p change smoothly. Along lines of smooth
flow, the entropy stays constant as is shown in Appendix C. Therefore the entropy is
conserved across a rarefaction. During the depressurization of a pipe, a rarefaction wave
will travel into the pipe, while a shock and a contact discontinuity will exit the pipe. The
conservation of entropy across the rarefaction can then be used in order to formulate a
boundary condition for the flow outlet.

10



2.2. The 1D Euler Equations

(a) Characteristics

(b) Density solution

Figure 2.1.: A sketch of the characteristics (a) and density solution (b) for a Riemann
problem where ρL > ρR and pL > pR, giving a rarefaction to the left then a
contact discontinuity and a shock to the right.

A full Riemann problem

We have now briefly outlined the different types of waves which can occur for the Euler
equations. These waves can be combined to connect the left and right states given in the
Riemann problem (2.28). An example of the solution to the Riemann problem (2.28)
where all three possible waves occur is shown in Figure 2.1. Note that when showing
the characteristic waves we assume that the time scale is short enough that u and c are
approximately constant, so the characteristic lines are straight.

From information about the characteristics and the Riemann invariants, it is possible
to find exact numerical solutions for the Riemann problem. Details on this can be found
for example in [35], Chapter 4, for the special case of ideal gas EOS. However, deter-
mining the exact solution can be very computationally expensive for complex equations
of state. This is why approximate Riemann solvers are used. HLLC is an example of an
approximate Riemann solver and is presented in Chapter 3.
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2. Physical modelling

2.3. The 1D Euler equations with area change

The 1D Euler equations with area change can be used to model compressible fluid flow
in nozzles, ducts and pipes with varying cross-sectional area. In the literature, the
equations are referred to by many different names, amongst others we have: the Euler
equations for compressible duct flow, the quasi one-dimensional Euler equations and the
equations for fluid flow in nozzles with variable cross-section. We here choose to call
the system the Euler equations with area change to make it clear what the difference
between this system and the Euler equations is.

When area change is incorporated into the equations for mass, momentum and energy
balance for the Euler equations, the following is obtained

ρA

ρuA

EA


t

+


ρuA

(ρu2 + p)A

(E + p)uA


x

=


0

p∂A∂x

0

 . (2.30)

where A = A(x) denotes the cross-sectional area of an axisymmetric pipe. We now
assume that the geometry of the system is fixed in time such that

∂A

∂t
= 0. (2.31)

This fourth equation is added to the system (2.30). The system can be written more
compactly as

U t + F (U)x = S, (2.32)

where

U =


U1

U2

U3

U4

 =


ρA

ρuA

EA

A

 , F (U) =


F1

F2

F3

F4

 =


ρuA

(ρu2 + p)A

(E + p)uA

0

 ,S =


S1

S2

S3

S4

 =


0

p∂A∂x

0

0

 .

Here, S is a nonlinear source term. This system belongs to the class of resonant systems
[18] which means that the waves which arise in this system can interact and “resonate”
with each other. By expressing the system in a quasi-linear form and investigating the
eigenvalues of the system, we can understand this better. We first rewrite the system
(2.32) in nonconservative form such that the source term is included on the left hand
side:

(ρA)t + (ρuA)x = 0 (2.33)

(ρuA)t +
(
(ρu2 + p)A

)
x
− pAx = 0 (2.34)

(EA)t + ((E + p)uA)x = 0 (2.35)

At = 0. (2.36)
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2.3. The 1D Euler equations with area change

If we assume a smooth solution, the system (2.33)-(2.36) can be rewritten in quasi-
linear form,

U t + A(U)Ux = 0, (2.37)

where A is the Jacobian matrix of the system. We assume that the pressure is given
by some general equation of state (EOS), p = p(e, ρ), such that the relation (2.2) holds,

dp =
(
c2 − Γp

ρ

)
dρ+ Γρde. Then A(U) can be found to be

A =



0 1 0 0

c2 − u2 − Γ(e+
p

ρ
− 1

2
u2) (2− Γ)u Γ pΓ− ρc2

u

(
c2 − (Γ + 1)(e+

1

2
u2 +

p

ρ
) + Γu2

)
e+

p

ρ
+

1

2
u2 − Γu2 (Γ + 1)u u

(
p(Γ + 1)− ρc2

)
0 0 0 0


.

(2.38)
A full derivation of A can be found in Appendix D. The eigenvalues and corresponding
eigenvectors of A are;

λ0 = 0, λ1 = u− c, λ2 = u, λ3 = u+ c, (2.39)

and

r0 =


1

0

e− 1
2u

2 + u2

c2
p
ρ

c2−u2
ρc2

 , r1 =


1

u− c
H − uc

0

 , r2 =


1

u

H − c2

Γ

0

 , r3 =


1

u+ c

H + uc

0

 .

(2.40)
The three eigenvalues λ1, λ2, λ3 are the same as for the Euler equations without area
change. The eigenvalue λ0 = 0, is associated with the area change. Note that any of the
other eigenvalues λ1, λ2, λ3 may coincide with λ0. This is the cause of resonance in the
system.

When λ1 or λ3 coincide with λ0, the eigenvectors become linearly dependent and a
parabolic degeneracy occurs [18]. Recalling the definition of a hyperbolic system,

1. The eigenvalues λi of A are real and distinct,

2. The eigenvectors, ri, of A are linearly independent,

the Euler equations with area change are non-strictly hyperbolic away from the points
where λ1 = λ0 or λ3 = λ0.

As the system is not strictly hyperbolic, we cannot diagonalize A with distinct eigen-
values like we did for the Euler equations. However we can still determine which waves
can arise in this system and find Riemann invariants across these waves.
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2. Physical modelling

2.3.1. Characteristics and Riemann invariants

In order to understand which waves can be present in the system of equations (2.32), we
must determine the characteristic fields of the system. A thorough analysis on this is
presented by Andrianov and Warnecke in [18]. Their results are here briefly summarized.
In the following, we will assume that any change in area will be discontinuous. This
is relevant as the numerical discretization presented in Chapter 3 assumes piece-wise
constant data. We therefore either have no change in A or a discontinuous change in A.

When there is no change in A, the system (2.30) reduces to the familiar Euler equations
(2.10). We then have the same characteristics and Riemann invariants as for the Euler
equations associated with the eigenvalues λ1, λ2, λ3, see Subsection 2.2.1. The Riemann
invariants are, as shown earlier

s, u+
2c

Γ
across

dx1

dt
= u− c (2.41)

u, p across
dx2

dt
= u (2.42)

s, u− 2c

Γ
across

dx3

dt
= u+ c. (2.43)

At points with discontinuous area change, there will be a wave associated with the
eigenvalue λ0 = 0, the 0-wave as it is often called. The 0-wave is a stationary contact
discontinuity [21]. Across the 0-wave we have the following Riemann invariants as shown
in [18]

Aρu, s, h+
1

2
u2, across

dx0

dt
= λ0 = 0, (2.44)

where h = e + p
ρ is the specific enthalpy of the fluid. The invariants describe the

conservation of mass flux, entropy and total enthalpy over the area change.

2.3.2. The Riemann problem for the Euler equations with area change

The Riemann problem for the 1D Euler equations with area change is the initial value
problem (IVP):

U t + F (U)x = S, (2.45)

U(x, 0) =

{
UL, if x < 0

UR, if x ≥ 0
, (2.46)

where UL and UR are two different constant states and AL 6= AR.
Away from the area change, we have the same waves as those which appear for the

Euler equations without area change: shocks and/or rarefactions and a contact disconti-
nuity between these. However, we also have the stationary contact discontinuity caused
by the area change at x = 0 as introduced earlier. An example of a wave configuration for
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2.3. The 1D Euler equations with area change

Table 2.1.: Initial conditions for a Riemann problem with two possible solutions for the
Euler equations with area change. The quantities here are dimensionless and
∗ref denotes some reference value.

p/pref u/uref ρ/ρref A/Aref

Left 0.07 3.991 0.2069 0.8
Right 0.0833 -3.1666 0.1354 0.3

the Riemann problem is shown in Figure 2.2. Here the stationary wave is between a rar-
efaction and a contact discontiunity. This example was made in Andrianov’s MATLAB
program CONSTRUCT [36].

The 0-wave caused by the area change introduces two possible complications to the
Riemann problem (2.45), (2.46): multiple solutions or non-uniqueness of the problem
and resonance. Examples of these complications are provided below. Thorough mathe-
matical analysis of these issues can be found in [18] and [19].

Riemann problems with non-unique solutions

In some cases it is possible to connect the left and right states, UL and UR, in the
Riemann problem with different sets of waves. This means that there are more than
one solution to the problem. The initial condition for a Riemann problem with more
than one solution is given in Table 2.1. This problem was proposed by Andrianov and
Warnecke [18] and they show that both wave configuration A and wave configuration B
as depicted in Figure 2.3 can connect the left and right states UL,UR. This raises the
question: which wave configuration is the correct one?

Andrianov and Warnecke propose an entropy admissibility criterion which must be
satisfied by physically relevant solutions: the solution must have the maximum increase
in global entropy as compared to the other solutions. Here, they define physically relevant
solutions as those which are most similar to the averaged result of 2D simulations for the
same problem. The entropy admissibility criterion singles out configuration B in Figure
2.3 as the physical solution [18].

Resonant Riemann problems

In addition to the existence of more solutions than one, there are also resonant situations
which can occur as one of the waves coincide with the 0-wave. An example, provided by
Thanh and Kröner [19] is the following. A rarefaction to the left of the area change lasts
until it resonates with the 0-wave so their speeds coincide. The interaction between the
rarefaction and the 0-wave induces a shock before the contact discontinuity, and after
the contact discontinuity another shock follows. A sketch of the characteristics and the
density solution for this Riemann problem is shown in Figure 2.4. Details for deriving
the solution of resonant states in the special case of ideal gas EOS can be found in [21].
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(a) Characteristics

(b) Density solution for the characteristics

Figure 2.2.: The characteristics (a) and density solution (b) of a Riemann problem for the
Euler equations with area change where ρL > ρR, pL > pR and AL > AR,
giving a rarefaction to the left, a stationary contact discontinuity, then a
contact discontinuity and a shock to the right.
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2.3. The 1D Euler equations with area change

Figure 2.3.: Wave configurations A (top) and B (bottom) which are both exact solutions
to the Riemann problem (2.45), (2.46) for the initial condition given in Table
2.1.

17



2. Physical modelling

(a) Characteristics

(b) Density solution

Figure 2.4.: The characteristics (a) and density solution (b) to a Riemann problem for
the Euler equations with area change where a left rarefaction resonates with
the stationary contact discontinuity at the area change inducing a further
shock (red) before the contact discontinuity and shock to the right.

It is important that numerical solvers for this system can capture the resonant solu-
tions in addition to non-resonant cases. This particular example of a resonant Riemann
problem is shown because the solvers applied in this work, HLLC+S and HLLCS make
assumptions about the wave structure in the problem and the occurrence of extra waves
can affect their performance.
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2.3.3. Analogy to the Baer-Nunziato equations

The Euler equations with area change can be formally obtained from the Baer-Nunziato
(BN) equations which model the flow of gas and porous solid [33]. This is shown by An-
drianov and Warnecke in [37] and is done by setting the solid speed in the BN equations
to zero and letting the gas volume fraction take the role of the area, A.

An intuitive way of thinking about the analogy between the BN equations and the
Euler equations with area change is to imagine that there are deposits of solid in the
pipe being modeled causing changes in the cross-sectional area of the flow. A sketch
of this is shown in Figure 2.5. The similarity between these two models means that
solution methods found to work for one model can likely also be used for the other.
Furthermore, complications which arise in one model will also arise in the other, such
as non-uniqueness and resonance.

Figure 2.5.: A sketch of solid deposits causing cross-sectional area variations for the fluid
flow.

2.3.4. Flow in smooth nozzles

Smooth nozzles can be used in numerous industrial and scientific applications. We will
therefore outline briefly how compressible fluids flow in such nozzles, and later present
tests for the numerical methods applied in this work for such a nozzle. In particular, the
converging-diverging (CD) nozzle is described and used in tests.

CD nozzles are in general shaped as shown in Figure 2.6, though the length and size of
the converging and diverging parts do not have to be equal. Such nozzles can be used in
order to accelerate the fluid to supersonic flow in the diverging part of the nozzle. The
section with the smallest cross-sectional area in a converging-diverging nozzle is called
the throat. If the flow entering the nozzle is subsonic, the fluid flow at the throat is
limited to a maximum Mach number, M = u

c of one, i.e. choked flow. Depending on the
relation between the stagnation pressure of the fluid p0, and the back pressure pb behind
the nozzle, different types of flow can arise. These are the following, as illustrated in
Figure 2.7 for flow passing a restriction:

• subsonic flow throughout the nozzle,

• flow which is exactly choked at the throat of the nozzle and then returns to sub-
sonic,
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• flow which is choked at the throat of the nozzle, becomes supersonic in the diverging
part of the nozzle and returns to subsonic with a shock, and

• flow which transitions from subsonic to supersonic at the throat of the nozzle and
stays supersonic through the nozzle.

If the flow entering the nozzle is supersonic, it will stay supersonic throughout the nozzle.

Figure 2.6.: Sketch of a converging-diverging nozzle. Ath is the cross-sectional area of
the throat of the nozzle.

Along smooth lines of flow, the entropy is constant. This can be shown for the Euler
equations with area change in a similar manner to how it is shown for the Euler equations
in Appendix C. Therefore, if the fluid flow through the nozzle is smooth, i.e. there are
no shocks, the relations for isentropic flow can be used to determine the fluid properties
across the nozzle exactly. The exact solution is described in detail by for example
Hansen [38] for the special case of ideal gas EOS. In Section 4.2.5 the numerical methods
presented in this work are tested on a converging-diverging nozzle for ideal gas EOS and
their results compared to the exact solution provided by Hansen.

2.4. Equations of state

Both for the Euler equations and the Euler equations with area change, we have one more
unknown than equations. As mentioned in Section 2.1, we assume that some equation
of state is given, relating the pressure to the specific internal energy and the density of
the fluid. In this work, two equations of state have been used: the ideal gas EOS and
the Peng-Robinson EOS.

2.4.1. Polytropic ideal gas EOS

For an ideal gas, its pressure is related to the density and internal energy by

p = ρ(γ − 1)e, (2.47)

where γ is the ratio of specific heats,

γ =
Cp
Cv
, (2.48)
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Figure 2.7.: Illustration of a fluid passing a restriction (top) and the effect on its pressure
if the flow is subsonic through the restriction (M = u

c < 1) or choked
(M = 1) (bottom). Credit: neutrium.net, created by Trevor Walker and
Matthew Kidd
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Cp is the specific heat at constant pressure and Cv is the specific heat at constant volume.
For CO2 at room temperature, γ ≈ 1.3. For air in general, γ ≈ 1.4. The latter value
is often used in numerical tests in the literature and is therefore used for the numerical
tests with ideal gas in Section 4.2.

The relevant variables introduced in Section 2.1, Γ and c, can be expressed with simple
algebraic relations for ideal gas. Inserting the ideal gas EOS in the definition of Γ given
in Section 2.1, we obtain

Γ =
1

ρ

(
∂p

∂e

)
ρ

=
1

ρ

(
∂(ρ(γ − 1)e)

∂e

)
ρ

= γ − 1. (2.49)

The speed of sound for ideal gas is found by inserting the EOS into Equation (2.4);

c2 =

(
∂p

∂ρ

)
e

+
p

ρ2

(
∂p

∂e

)
ρ

= (γ − 1)e+
p

ρ2
ρ(γ − 1)

= (γ − 1)h.

Though the ideal polytropic gas EOS is useful for initial tests, the EOS is exceedingly
simple and cannot model liquids or solids.

2.4.2. Peng-Robinson EOS

The Peng-Robinson (PR) EOS [39] is a cubic EOS which allows for phase transitions
between liquid and gas. With this EOS, one can study an approximation of the CO2 in
liquid form as well as in gaseous form allowing for both single-phase and two-phase flow.

The equation of state is given as follows;

p(T, Vm) =
RT

Vm − b
− a√

TVm(Vm + b)
, (2.50)

where

a ≈ 0.42748
R2T

5/2
c

pc
, (2.51)

and

b ≈ 0.08664
RTc
pc

. (2.52)

Here, Vm is the specific molar volume, Tc the critical temperature and pc the critical
pressure of the fluid. For CO2, Tc = 304.25K and pc = 7.39MPa.

The PR EOS is implemented in SINTEF Energy Research’s thermodynamics library
which also includes functions to find Vm, em, p, T , Γ and c. Here,

em = eMCO2 ,
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where MCO2 is the molar mass of CO2 in kg mol−1, such that e is simply

e =
em

MCO2

, (2.53)

and ρ is found by

ρ =
1

Vm
MCO2 . (2.54)

2.5. The homogeneous equilibrium two-phase flow model

As the PR EOS allows for both gas and liquid, it is important to consider how these
phases flow if they are both present. Though it might be more realistic that gas flows
faster than liquid, it is here assumed that the phases are well-mixed such that they travel
at the same velocity;

umix = ul = ug, (2.55)

where l signifies liquid and g signifies gas. The density can be expressed as

ρmix = αlρl + αgρg, (2.56)

where αl is the volume fraction of liquid and αg the volume fraction of gas. The internal
energy can be expressed by

emix =
αlρlel + αgρgeg

ρmix
. (2.57)

These mixture values are then used in the Euler equations or Euler equations with area
change such that the mixture of liquid and gas is treated as only one fluid instead of
two. It is further assumed that the liquid and gas are in equilibrium, i.e., that the phases
have the same chemical potential, temperature and pressure.

The system described by the Euler equations (2.10) combined with (2.55)-(2.56) is
called the homogeneous equilibrium two-phase flow model (HEM).

2.6. Determining the primitive variables

We are often interested in the primitive variables; p, u, and T , in addition to the con-
served variables, ρ, ρu and E. The pressure, p, is especially important as it is needed
to determine the flux vector, F , in the Euler equations and Euler equations with area
change. All the primitive variables can be found from the conserved variables. The
velocity u is easily found by

u =
ρu

ρ
. (2.58)

In order to find p and T , e must be derived from the conserved variables:

e =
1

ρ

(
E − 1

2
ρu2

)
. (2.59)
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2. Physical modelling

For the ideal gas EOS, p and T are then found from the EOS and the relation e = CvT .
For the PR EOS, finding the primitive variables is more complicated since both

phases (gas and liquid) might be present simultaneously. This allows for different states
(ρmix, emix) to correspond to the same (p, T ), but with different amounts of each phase
present, i.e. different αl and αg.

The HEM assumes that the system is in thermodynamical equilibrium. For this as-
sumption, an optimization problem (maximizing the entropy) can be solved to deter-
mine the equilibrium state (p, T ) given (ρmix, emix). This equilibrium problem is called
a “flash” and in this case a ρ− e flash. In the optimization problem, the Peng-Robinson
EOS must hold for p, T , and ρmix, of course.

When the system is discretized across a grid by the methods explained in the next
chapter, such an optimization problem must be solved at each grid cell for the Peng-
Robinson EOS. This is a computationally costly problem. Therefore methods with
little numerical dissipation are desirable, such that rough grids can be used while still
obtaining results of satisfactory accuracy. The numerical method HLLC is known for
its low dissipation and it is therefore applied in this work and extended for the Euler
equations with area change. The methods are described in detail in the following chapter.
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3. Numerical methods

In this chapter, the numerical methods applied in this work are presented. In Section
3.1 finite volume methods (FVMs) are introduced and two different discretizations for
systems with source terms are presented. The FVMs Lax-Friedrichs and HLLC are
described for the Euler equations and the FVMs HLLC+S and HLLCS are proposed
for the solution of the Euler equations with area change. All the HLLC-type methods
need estimates of the wave speeds in the problem, and Roe average-based estimates are
given in Subsection 3.1.9. In Section 3.2 the different boundary conditions applied for
depressurization tests with the Euler equations are described.

3.1. Finite-volume methods

We will now introduce finite-volume methods. This introduction is largely based on the
description in the preliminary work for this thesis [13] and Leveque’s book [34], Chapter
4. In order to obtain numerical solutions of the Euler equations (2.10) and the Euler
equations with area change (2.32), FVMs are applied. FVMs are based on discretizing
the spatial domain into small control volumes or grid cells, Ωj , and integrating the
conservation laws across them [34], [13]. As we are working in one dimension, “volume”
here means an interval along the x-axis. Assuming we are estimating flow in x ∈ [a, b]
and we subdivide this interval into Nj equally spaced grid cells, then Ωj is the interval

Ωj = [xj−1/2, xj+1/2], j = 1, 2, . . . Nj

and {
xj+1/2 = xa + j∆x j = 1, 2, . . . Nj

xj−1/2 = xa + (j − 1)∆x j = 1, 2, . . . Nj

are the eastern and western faces of Ωj . We denote the midpoints of the cells as xj =
1
2(xj+1/2 + xj−1/2). An illustration of the setup is shown in Figure 3.1.

In FVMs, the value of an unknown in the cell Ωj , φj , is approximated as the cell
average:

φj ≈
1

∆x

∫ xj+1/2

xj−1/2
φ(x) dx, j = 1, 2, . . . Nj . (3.1)

This gives a piecewise constant solution with discontinuities at the interfaces xj−1/2,
xj+1/2, which allows us to use the theory of Riemann problems at the interfaces to
approximate the flux passing through.

FVMs assume that the average flux across a grid face can be expressed by some flux
function involving the values at either side of the grid face where the flux passes through.
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3. Numerical methods

Figure 3.1.: A one dimensional interval subdivided into grid cells, Ωj , with cell centers at
xj and faces xj−1/2, xj+1/2. These are the finite volumes in the finite-volume
method.

In this work, two different types of FVM are used, one based on simply integrating
(2.32) across the grid cell [xj−1/2, xj+1/2] directly, and another based on incorporating
the source term into the flux functions. The first approach is based on Brown et al.’s
discretization [31] and yields

dU j

dt
= − 1

∆x

(
F j+1/2 −F j−1/2

)
+ S̃j , (3.2)

where F = F(UL,UR) is a numerical flux function approximating the average flux
F at the cell interfaces x = xj−1/2, x = xj+1/2, and S̃j approximates the contribution
of the source term in cell j. Brown et al. use a 4-stage second order Low Storage
Strong Stability Preserving Runge–Kutta method for the temporal discretization with
this FVM [31]. In the present study however, an Euler time step is used, such that the
full discretization becomes

Un+1
j = Un

j −
∆t

∆x

(
F j+1/2 −F j−1/2

)
+ ∆tS̃j . (3.3)

The second FVM is a conservative Godunov scheme which includes the source term
in the numerical flux functions [26]. The FVM takes the following form

Un+1
j = Un

j −
∆t

∆x

(
F−
j+1/2 −F

+
j−1/2

)
, (3.4)

where again an Euler time step is used for the temporal discretization. Here, F± =
F±(UL,UR,S) are numerical flux functions approximating the average flux, F , right
next to the east, F−

j+1/2, and west, F+
j−1/2, faces of the grid cells as depicted in Figure

3.2. As S = 0 for the Euler equations, F+
j+1/2 = F−

j+1/2 = F j+1/2.

Different finite-volume methods approximate the fluxes F j±1/2 in different ways. In
the following, the Lax-Friedrichs FVM will be briefly introduced, we will show how the
HLLC method approximates the fluxes for the Euler equations and suggest two modified
HLLC-type methods to approximate the fluxes for the Euler equations with area change.
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3.1. Finite-volume methods

Figure 3.2.: The flux function F+
j−1/2 approximates the flux F+

j−1/2 just to the right

of the interface at xj−1/2. The flux function F−
j+1/2 approximates the flux

F−
j+1/2 just to the left of the interface at xj+1/2.

3.1.1. Lax-Friedrichs

A simple, robust, but very dissipative FVM is the Lax-Friedrichs (LxF) method. This
method has the following numerical flux function

F j+1/2 =
1

2

(
F (U j) + F (U j+1)− ∆x

∆t
(U j+1 −U j)

)
. (3.5)

Due to the dissipative nature of this numerical scheme, the grid must be very fine to
obtain reasonable results. This method, in addition to the HLLC method, is used to test
the different boundary conditions suggested for the pipe outlet during depressurization
in Section 3.2. HLLC is a less dissipative method. Its derivation is outlined below.

3.1.2. Integral relations for the Euler equations

We wish to derive an approximate solver of the cell interface Riemann problem

U(x, 0) =

{
UL, if x < 0,

UR, if x ≥ 0.
(3.6)

for the Euler equations,

U t + F x = 0, (3.7)

where

U =


ρ

ρu

E

 , F (U) =


ρu

ρu2 + p

(E + p)u

 .

In order to derive a solver, we will determine some conditions the solver must satisfy
which the exact solution fulfills. One such condition can be found through integral
relations for the Euler equations. The following approach was proposed by Harten, Lax
and van Leer in 1983 [40] when deriving the Harten-Lax-van Leer (HLL) method and is
also used for the derivation of the HLLC method.

Consider the control volume [xL, xR]× [0,∆t] depicted in Figure 3.3 which contains
the entire wave structure arising from the exact solution of the Riemann problem for the
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3. Numerical methods

Figure 3.3.: A control volume [xL, xR]× [0,∆t] which contains the entire wave structure
arising from the Riemann problem for the Euler equations. SL and SR are
the fastest signal velocities coming from the Riemann problem.

Euler equations. We then have that

xL ≤ ∆tSL, xR ≥ ∆tSR, (3.8)

where SL and SR are the fastest signal velocities arising from the initial condition of the
Riemann problem, and ∆t is a chosen time step.

If we integrate the conservation law (3.7) over the control volume, the following is
found ∫ xR

xL

∫ ∆t

0

(
∂U

∂t
+
∂F

∂x

)
dt dx = 0∫ xR

xL

U(x,∆t)−U(x, 0) dx+

∫ ∆t

0
F (xR, t)− F (xL, t) dt = 0

⇒
∫ xR

xL

U(x,∆t) dx =

∫ xR

xL

U(x, 0) dx−
(∫ ∆t

0
F (xR, t) dt−

∫ ∆t

0
F (xL, t) dt

)
(3.9)

Computing the integrals on the right hand side of Equation (3.9) gives the following∫ xR

xL

U(x,∆t) dx = xRUR − xLUL − (FR − F L) ∆t. (3.10)

Equation (3.10) is referred to as the consistency condition. Approximate solutions to
the Riemann problem must satisfy this condition.
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3.1. Finite-volume methods

If we choose xL = SL∆t and xR = SR∆t, we can find a relation for the integral over
the intermediate states bounded by the signal speeds SL and SR.∫ SR∆t

SL∆t
U(x,∆t) dx = SR∆tUR − SL∆tUL −∆t (FR − F L)

⇒ 1

∆t(SR − SL)

∫ SR∆t

SL∆t
U(x,∆t) dx =

SRUR − SLUL − (FR − F L)

SR − SL
(3.11)

As stated by Toro [35], Equation (3.11) shows that the integral average over the interme-
diate states between SL and SR at time ∆t is a known constant, provided that SL and
SR are known. Different methods for approximating these wave speeds are presented in
Section 3.1.9. In order for an approximate solution of the Riemann problem to satisfy
the consistency condition, the integral average of its approximate intermediate states
across a control volume must satisfy Equation (3.11).

3.1.3. HLLC approximate Riemann solver for the Euler equations

A detailed derivation of the HLLC method is given here as the same method is later
used to derive an augmented version of HLLC for the Euler equations with area change.
This derivation follows closely that presented in Toro’s book, [35] Section 10.4.

The HLLC method proposed by Toro, Spruce and Speares [14], approximates the cell
interface Riemann problem by a three-wave solution;

Ũ(x/t) =


UL, if x < SLt,

UHLLC
L , if SLt ≤ x < SCt,

UHLLC
R , if SCt ≤ x < SRt,

UR, if x ≥ SRt,

(3.12)

where

UHLLC
L =

1

∆t(SC − SL)

∫ ∆tSC

∆tSL

U(x,∆t) dx (3.13)

and

UHLLC
R =

1

∆t(SR − SC)

∫ ∆tSR

∆tSC

U(x,∆t) dx (3.14)

such that the consistency condition becomes(
SC − SL
SR − SL

)
UHLLC
L +

(
SR − SC
SR − SL

)
UHLLC
R =

SRUR − SLUL − (FR − F L)

SR − SL
. (3.15)

SC is the speed of the middle wave and SL and SR are approximations of the smallest and
largest wave speeds at the interface xj+1/2. A sketch of the HLLC scheme’s approximate
solution is given in Figure 3.4.
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3. Numerical methods

Figure 3.4.: HLLC assumes a three-wave solution, giving two intermediate states, sepa-
rated by the contact wave.

This gives a numerical flux function

F j+1/2 =


F L, if 0 < SL,

FHLLC
L , if SL ≤ 0 < SC ,

FHLLC
R , if SC ≤ 0 < SR,

FR, if 0 ≥ SR.

(3.16)

The intermediate state fluxes, FHLLC
L for positive subsonic flow, SC > 0, and FHLLC

R

for negative subsonic flow, SC ≤ 0, are unknown. In order to determine the fluxes,
Rankine-Hugoniot (RH) relations are used across the three waves associated with wave
speeds SL, SC , and SR. The Rankine-Hugoniot relation states that across a wave

∆F = S∆U , (3.17)

where S is the speed of the wave, as mentioned in Section 2.2. For the wave associated
with the wave speed SL, the RH relation gives

FHLLC
L − F L = SL(UHLLC

L −UL). (3.18)

For the contact discontinuity, the RH relation is

FHLLC
R − FHLLC

L = SR(UHLLC
R −UHLLC

L ). (3.19)

and for the wave associated with the wave speed SR, the RH relation gives

FR − FHLLC
R = SR(UR −UHLLC

R ). (3.20)

Manipulation of these equations gives exactly the consistency condition (3.10), so they
are sufficient to ensure consistency.
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3.1. Finite-volume methods

We now have three equations for the four unknowns, UHLLC
L , UHLLC

R , FHLLC
L and

FHLLC
R . In order to close the system, more information is needed. Here, the Riemann

invariants across the contact discontinuity are used.

uHLLCR = uHLLCL = SC

pHLLCR = pHLLCL

}
(3.21)

We now manipulate the RH conditions and enforce the Riemann invariants to obtain
UHLLC
L and UHLLC

R .
The first component in Equation (3.18) is

SCρ
HLLC
L − uLρL = SL(ρHLLCL − ρL), (3.22)

where it is enforced that uHLLCL = SC . This gives that

ρHLLCL = ρL
SL − uL
SL − SC

. (3.23)

The second component in Equation (3.18) is

ρHLLCL S2
C + pHLLCL − (ρLu

2
L + pL) = SL(ρHLLCL SC − ρLuL). (3.24)

Inserting Equation (3.23) into (3.24) and solving for pHLLCL gives

pHLLCL = ρL(SL − uL)SC + ρLuL(uL − SL) + pL

= pL + ρL(SL − uL)(SC − uL). (3.25)

Equivalently, for the RH condition across the right wave, one finds from the first com-
ponent of Equation (3.20) that

ρHLLCR = ρR
SR − uR
SR − SC

., (3.26)

where it is enforced that uHLLCR = SC and from the second component, using relation
(3.26) that

pHLLCR = pR + ρR(SR − uR)(SC − uR). (3.27)

SC is still unknown, but can be found by enforcing pHLLCL = pHLLCR

pL + ρL(SL − uL)(SC − uL) = pR + ρR(SR − uR)(SC − uR). (3.28)

Solving this gives that

SC =
pR − pL + ρLuL(SL − uL)− ρRuR(SR − uR)

ρL(SL − uL)− ρR(SR − uR)
. (3.29)

The first and second components of UHLLC
K , K = L,R are now known. The third

component is found by manipulating the third component of Equation (3.18) for UHLLC
L

and (3.20) for UHLLC
R . For UHLLC

L ,

SC(EHLLCL + pHLLCL )− uL(EL + pL) = SL(EHLLCL − EL). (3.30)
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Solving for EHLLCL and inserting the relations found above for ρHLLCL and pHLLCL gives
that

EHLLCL = ρL

(
SL − uL
SL − SC

)(
EL
ρL

+ (SC − uL)

(
SC +

pL
ρL(SL − uL)

))
. (3.31)

Once again, the result is equivalent for the third component of Equation (3.20). This
finally gives the intermediate state fluxes FHLLC

K , K = L,R as

FHLLC
K = FK + SK(UHLLC

K −UK), (3.32)

where the intermediate states are approximated by

UHLLC
K = ρK

(
SK − uK
SK − SC

)
1
SC

EK
ρK

+ (SC − uK)

(
SC +

pK
ρK(SK − uK)

)
 , K = R,L.

(3.33)

3.1.4. HLLC+S for the Euler equations with area change

Though the derivation of the HLLC method was conducted for the Euler equations, this
scheme can also be used for the Euler equations with area change. Then, UHLLC

K , K =
L,R must be multiplied by the area AK . Otherwise, the expressions for the HLLC
scheme stay the same. The FVM (3.3),

Un+1
j = Un

j −
∆t

∆x

(
F j+1/2 −F j−1/2

)
+ ∆tS̃j ,

can be used with the HLLC numerical flux function for the Euler equations with area
change. This FVM requires a representation of the source term, S̃j . The discretization
of this term requires special care to ensure numerical stability. Brown et al [31] use the
following discretization

S̃j =
pj
∆x


0

∆jA
0
0

 , (3.34)

and
∆jA = Aj,j+1/2 −Aj,j−1/2 (3.35)

where “the areas at the interfaces are taken from within the cell” [31]. It is unclear what
this means as the area within one cell is constant which implies that ∆jA = Aj−Aj = 0.

In the present study, the following, very simple discretization is used: if the flow is in
the positive direction (uj > 0),

S̃j−1/2 =
pj
∆x


0

Aj −Aj−1

0
0

 , (3.36)
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3.1. Finite-volume methods

and if the flow is zero or in the negative direction (uj ≤ 0)

S̃j =
pj
∆x


0

Aj+1 −Aj
0
0

 . (3.37)

The non-disturbance relation discussed by Liou et al. [41] holds for this discretization,
i.e. under steady conditions with u = 0 and p = const:

∂(Ap)

∂x
= p

∂A

∂x
. (3.38)

As will be presented in Chapter 4, this discretization works for many test cases, but it
tends to overestimate the source term and is not well-balanced. It is therefore of interest
to develop an augmented version of HLLC which includes the stationary wave in a more
robust manner. This has not been done before and has been a main focus of this work.

3.1.5. Integral relations for the Euler equations with area change

We now wish to derive an HLLC-like method to solve the cell interface Riemann problem

U(x, 0) =

{
UL, if x < 0,

UR, if x ≥ 0.
(3.39)

for

U t + F (U)x = S, (3.40)

where

U =


ρA

ρuA

EA

A

 , F (U) =


ρuA

(ρu2 + p)A

(E + p)uA

0

 ,S =


0

p∂A∂x

0

0

 .

Once again a consistency condition is derived in a similar manner as for HLLC, however
now the source term must be included in the calculations. Murillo and Garćıa-Navarro
[26] have made an augmented version of HLLC, which they call “HLLCS” for the shallow-
water equations including source terms. The derivation of integral relations for the Euler
equations with area change is entirely equivalent to their derivation for the shallow water
equations.

The system of equations (3.40) is integrated over the control volume depicted in Figure
3.3, ∫ xR

xL

∫ ∆t

0

(
∂U

∂t
+
∂F

∂x
− S

)
dt dx = 0. (3.41)
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This gives the following consistency condition∫ xR

xL

U(x,∆t) dx = (xRUR − xLUL)− (FR − F L)∆t+

∫ xR

xL

∫ ∆t

0
S dtdx. (3.42)

We further follow the approach of Murillo and Garćıa-Navarro [26] by introducing the
time averaged source term S, where

S =
1

∆t

∫ xR

xL

∫ ∆t

0
S dtdx. (3.43)

such that the consistency condition becomes∫ xR

xL

U(x,∆t) dx = (xRUR − xLUL)− (FR − F L − S)∆t. (3.44)

Two different estimates of S are used in this work and they are presented in Subsection
3.1.8. The integral average over the intermediate states between SL and SR at time ∆t
must be

1

∆t(SR − SL)

∫ ∆tSR

∆tSL

U(x,∆t) dx =
SRUR − SLUL − (FR − F L) + S

SR − SL
(3.45)

in order to satisfy the consistency condition (3.44).

3.1.6. Augmented version of HLLC, HLLCS, for the Euler equations with
area change

We now derive an augmented version of HLLC for the Euler equations with area change
which satisfies the integral relations derived in the previous section. Each type of flow
(supersonic from the right and left, and subsonic from the right and left) is assessed in
order to find the full solver. The simplest cases are for supersonic flow. This is shown
first. The full method is presented in section 3.1.7.

Supersonic flow

If either SL > 0 or SR < 0 we have supersonic flow. A sketch of a control volume in x− t
space which contains the wave structure of a Riemann problem with positive supersonic
flow (SL > 0) is shown in Figure 3.5. In this case, the flux just to the left of the interface,
x = 0, is simply F L, giving

FHLLCS−
j+1/2 = F L. (3.46)

The flow just to the right of the interface has passed the source such that

FHLLCS+
j+1/2 = F L + S. (3.47)

Similarly for negative supersonic flow, SR < 0, the numerical fluxes at ∆t become:

FHLLCS−
j+1/2 = FR − S (3.48)

FHLLCS+
j+1/2 = FR. (3.49)
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Figure 3.5.: Control volume in the x − t plane containing the solution to the Riemann
problem for supersonic flow from left to right.

Positive subsonic flow

The derivation for subsonic flow is more complicated. Two cases may arise, positive
subsonic flow, SC > 0 and negative subsonic flow, SC < 0. The full derivation for
SC > 0 is shown below.

An illustration of a control volume containing the wave structure of a Riemann prob-
lem for positive subsonic flow is shown in Figure 3.6. In this case there are three unknown
intermediate states separated by the stationary wave at x = 0 and the contact disconti-
nuity, U−

L , U+
R and U++

R . We approximate the intermediate states, U−
L , U+

R and U++
R

by

U−
L =

1

−∆tSL

∫ 0

∆tSL

U(x,∆t) dx

U+
R =

1

∆tSC

∫ ∆tSC

0
U(x,∆t) dx

U++
R =

1

∆t(SR − SC)

∫ ∆tSR

∆tSC

U(x,∆t) dx


. (3.50)

In order to fulfill the consistency condition (3.44), we need that

−SLU−
L + SCU

+
R + (SR − SC)U++

R

SR − SL
=
SRUR − SLUL − (FR − F L) + S

SR − SL
. (3.51)

In order to estimate the intermediate fluxes, the Rankine-Hugoniot (RH) condition is
applied across all the waves in the problem. The RH relations are

F−
L − F L = SL(U−

L −UL), (3.52)
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Figure 3.6.: Integration control volume [xL, xR]× [0,∆t] in the x− t plane. The control
volume contains the two fastest signal velocities, SL and SR from the Rie-
mann problem. The solution consists of three inner states separated by the
stationary wave at x = 0 and the contact discontinuity of positive speed,
SC .

F+
R − F−

L − S = S(U+
R −U−

L ) = 0, (3.53)

F++
R − F+

R = SC(U++
R −U+

R), (3.54)

and

FR − F++
R = SR(UR −U++

R ). (3.55)

Once again, the RH relations (3.52)-(3.55) are enough to ensure consistency. If we
substitute F++

R from Equation (3.55) into Equation (3.54)

FR − SR(UR −U++
R )− F+

R = SC(U++
R −U+

R) (3.56)

and further substitute F+
R from Equation (3.56) and F−

L from Equation (3.52) into
(3.53), we get the following relation:

FR − SR(UR −U++
R )− SC(U++

R −U+
R)−

(
F L + SL(U−

L −UL)
)
− S = 0. (3.57)

Moving the known states and the source term to the right hand side gives exactly the
consistency condition (3.44). (3.52)-(3.55) are four equations for the six unknowns, U−

L ,
U+
R, U++

R , F−
L , F+

R and F++
R . Thus we need to impose some other conditions in addition

to these to close the system. Here, our approach differs from Murillo and Garćıa-Navarro
[26] as we are working with a different system of equations.
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3.1. Finite-volume methods

Full derivation of nonlinear system for positive subsonic flow

For positive subsonic flow, we present a full derivation of the nonlinear system which must
be solved to find the unknown intermediate fluxes F−

L , F+
R and F++

R . An augmented
version of HLLC for the Baer-Nunziato equations has been derived by Tokareva and Toro
[25]. As explained in Subsection 2.3.3, the Baer-Nunziato equations have similarities to
the Euler equations with area change. Our approach therefore follows to some extent
Tokareva and Toro’s approach in deriving HLLCS for the Baer-Nunziato equations.

The following conditions that are satisfied by the exact solution of the Euler equations
with area change are imposed. Across the contact discontinuity the Riemann invariants
should hold,

u++
R = u+

R = SC

p++
R = p+

R

}
, (3.58)

and across the 0-wave the Riemann invariants should hold,

(Aρu)−L = (Aρu)+
R

s−L = s+
R

(u
2

2 + h)−L = (u
2

2 + h)+
R

 . (3.59)

Similarly to HLLC for the Euler equations, the RH condition across the wave associ-
ated with the wave speed SL gives

ρ−L = ρL
SL − uL
SL − u−L

, (3.60)

p−L = pL + ρL(SL − uL)(u−L − uL), (3.61)

E−
L = ρL

(
SL − uL
SL − u−L

)(
EL
ρL

+ (u−L − uL)

(
u−L +

pL
ρL(SL − uL)

))
, (3.62)

and the RH condition across the wave associated with the wave speed SR gives

ρ++
R = ρR

SR − uR
SR − u++

R

, (3.63)

p++
R = pR + ρR(SR − uR)(u++

R − uR), (3.64)

E++
R = ρR

(
SR − uR
SR − u++

R

)(
ER
ρR

+ (u++
R − uR)

(
u++
R +

pR
ρR(SR − uR)

))
. (3.65)

Equations (3.60)-(3.62)and (3.26)-(3.65) together with the Riemann invariants con-
stitute a nonlinear system which can be solved iteratively. Tokareva and Toro have
a similar, but larger system of equations which must be solved. Both for the Euler
equations with area change and the Baer-Nunziato equations, either the pressures p−L ,
p+
R = p++

R or the velocities u−L , u+
R = u++

R can be chosen as independent variables to
solve the system.
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As Tokareva and Toro state in [25], there is no difference between these two approaches
from a theoretical point of view as the two representations of the system are mathemat-
ically equivalent. However, they point out that in practice, the iterations in terms of
pressures is more robust for severe test problems with very low pressures or densities.
Iteration in terms of velocities fail to compute such test cases, as there is no mechanism
to control pressure positivity [25]. In light of this observation, we choose p−L and p+

R as
the independent variables.

We now use equation 3.61 to express the speed u−L as a function of p−L

u−L (p−L ) = uL +
p−L − pL

ρL(SL − uL)
, (3.66)

such that ρ−L = ρ−L (p−L ) and E−
L = E−

L (p−L ). If p−L is known, the state U−
L is fully

determined.
Similarly, we use Equation (3.64) to express the speed u++

R as a function of the pressure
p+
R = p++

R

u++
R (p+

R) = uR +
p+
R − pR

ρR(SR − uR)
, . (3.67)

Enforcing the Riemann invariant u+
R = u++

R = SC , we get that

u+
R(p+

R) = u++
R (p+

R) = uR +
p+
R − pR

ρR(SR − uR)
, (3.68)

such that ρ++
R = ρ++

R (p+
R) and E++

R = E+
R (p+

R).
From the relations across the 0-wave, we know that

s−L = s+
R = s. (3.69)

The state U−
L is determined by the pressure p−L , so s−L = s−L (p−L ) such that

s = s(p−L ). (3.70)

s+
R = s is thus known, and the state U+

R is determined by p+
R, s

+
R. The density ρ+

R and
the enthalpy h+

R can then be computed using the equation of state.
The relation for mass flux then gives the following equation

ALρ
−
L (p−L )u−L (p−L )−ARρ+

R

(
p+
R, s(p

−
L )
)
u+
R(p+

R) = 0. (3.71)

Furthermore, the relation for total enthalpy,

(u−L )2

2
+ h−L =

(u+
R)2

2
+ h+

R (3.72)

gives the following equation

h+
R

(
p+
R, s(p

−
L )
)

+
1

2

(
u+
R(p+

R)
)2 − [h−L (p−L , s(p−L )

)
+

1

2

(
u−L (p−L )

)2]
= 0. (3.73)
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3.1. Finite-volume methods

Equations (3.71) and (3.73) are two equations for our two unknown parameter pres-
sures p−L and p+

R. This set of equations can be solved iteratively by Newton-Raphson’s
method.

pk+1 = pk − df−1f , (3.74)

where

p =

(
p−L

p+
R

)
, (3.75)

f =

 ALρ
−
L (p−L )u−L (p−L )−ARρ+

R

(
p+
R, s(p

−
L )
)
u+
R(p+

R)

h+
R

(
p+
R, s(p

−
L )
)

+ 1
2

(
u+
R(p+

R)
)2 − [h−L (p−L , s(p−L )

)
+ 1

2

(
u−L (p−L )

)2]
 , (3.76)

and

df =


∂f1

∂p−L

∂f1

∂p+
R

∂f2

∂p−L

∂f2

∂p+
R

 . (3.77)

A full derivation of the Jacobian matrix, df can be found in Appendix E. The inverse
of the Jacobian is

df−1 =
1

∂f2

∂p+
R

∂f1

∂p−L
− ∂f1

∂p+
R

∂f2

∂p−L


∂f2

∂p+
R

−∂f1

∂p+
R

−∂f2

∂p−L

∂f1

∂p−L

 . (3.78)

In order to find an initial guess for the parameter pressures p−L , p
+
R an approximate

Riemann solver for the Euler equations without area change is used. Toro provides a
FORTRAN code for this solver in Section 4.9 of his book, page 156 [35]. The solver
outputs an estimate of the intermediate state pressure p∗ which is used as the initial
guess for the pressures,

(p−L )0 = p∗, (3.79)

(p+
R)0 = p∗. (3.80)

Once p−L and p+
R are found, the state U−

L can be calculated using Equations (3.66),
(3.60) and (3.62). With this we can finally find the unknown fluxes F−

L and F+
R. We

have from Equation (3.52) that

F−
L = F L + SL(U−

L −UL) (3.81)

and from Equation (3.53) that

F+
R = F−

L + S. (3.82)
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Figure 3.7.: Integration control volume [xL, xR]× [0,∆t] in the x− t plane. The control
volume contains the two fastest signal velocities SL, SR from the Riemann
problem. The solution consists of three inner states separated by the sta-
tionary wave at x = 0 and the contact discontinuity of negative speed, SC .

Negative subsonic flow

For negative subsonic flow, we now have the states U−−
L , U−

L and U+
R as illustrated in

Figure 3.7. The states are defined in the following way

U−−
L =

1

−∆t(SL − SC)

∫ ∆tSC

∆tSL

U(x,∆t) dx

U−
L =

1

−∆tSC

∫ 0

∆tSC

U(x,∆t) dx

U+
R =

1

∆t(SR)

∫ ∆tSR

0
U(x,∆t) dx


. (3.83)

and the integral average across the intermediate states,∫ ∆tSR

∆tSL

U(x,∆t) dx = −∆t(SL − SC)U−−
L −∆tSCU

−
L + ∆tSRU

+
R (3.84)

must satisfy the consistency condition (3.44).
Once again RH relations across the four waves are used to estimate the intermediate

fluxes, F−−
L , F−

L and F+
R. The relations are

F−−
L − F L = SL(U−−

L −UL), (3.85)
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3.1. Finite-volume methods

F−
L − F−−

L = SC(U−
L −U−−

L ), (3.86)

F+
R − F−

L − S = 0. (3.87)

and
FR − F+

R = SR(UR −U+
R). (3.88)

It can be shown that these relations satisfy the consistency condition. The following
conditions are imposed in addition to the relations above: across the contact disconti-
nuity

u−−
L = u−L = SC

p−−
L = p−L

}
, (3.89)

and across the stationary wave

(Aρu)−L = (Aρu)+
R

s−L = s+
R

(u
2

2 + h)−L = (u
2

2 + h)+
R

 . (3.90)

Manipulation of the RH conditions (3.85) and (3.88) in addition to enforcing the relations
above give an analogous system of equations as the system for positive subsonic flow,
(3.76).

g =

 ALρ
−
L

(
p−L , s(p

+
R)
)
u−L (p−L )−ARρ+

R

(
p+
R

)
u+
R(p+

R)

h+
R

(
p+
R, s(p

+
R)
)

+ 1
2

(
u+
R(p+

R)
)2 − [h−L (p−L , s(p+

R)
)

+ 1
2

(
u−L (p−L )

)2]
 (3.91)

This can once again be solved iteratively. We now have the state U−−
L instead of U++

R as
for positive subsonic flow, however, the equations are analogous because they are simply
mirror images. One can technically “flip” the left and right states from the positive
subsonic flow case,

U−
L → U+

R, (3.92)

U+
R → U−

L , (3.93)

U++
R → U−−

L , (3.94)

solve the nonlinear equations defined for this system, (3.76), and obtain the solution for
negative subsonic flow.

Once U+
R is calculated, F+

R can be found by Equation (3.88)

F+
R = FR − SR(UR −U+

R), (3.95)

and F−
L can be found from Equation (3.87)

F−
L = F+

R − S. (3.96)
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3.1.7. The full HLLCS solver

The HLLCS method for the Euler equations with area change approximates the flux
functions F−

j+1/2 and F+
j−1/2 in the FVM (3.4)

Un+1
j = Un

j −
∆t

∆x

(
F−
j+1/2 −F

+
j−1/2

)
as

F−
j+1/2 =


F L, if 0 < SL,

F−
L , if SL ≤ 0 < SC ,

F+
R − S, if SC ≤ 0 < SR,

FR − S, if 0 ≥ SR.

. (3.97)

and

F+
j+1/2 =


F L + S, if 0 < SL,

F−
L + S, if SL ≤ 0 < SC ,

F+
R, if SC ≤ 0 < SR,

FR, if 0 ≥ SR.

(3.98)

where SC approximates the speed of the contact discontinuity and SL and SR are ap-
proximations of the smallest and largest wave speeds at the interface xj+1/2.

For subsonic flow, HLLCS approximates the cell interface Riemann problem by a
four-wave solution;

Ũ(x/t) =



UL, if x < SLt,
U−−
L , if SLt ≤ x < SCt,

U−
L , if SCt ≤ x < 0,

U+
R, if 0 ≤ x < SRt,

if SCt ≤ 0


U−
L , if SLt ≤ x < 0,

U+
R, if 0 ≤ x < SCt,

U++
R , if SCt ≤ x < SRt,

if SCt > 0

UR, if x ≥ SRt,

(3.99)

as sketched in Figure 3.8. The intermediate states U−
L , U+

R, U++
R for positive subsonic

flow or U−−
L , U−

L , U+
R for negative subsonic flow are found by solving the system of

equations (3.76) for positive subsonic flow or (3.91) for negative subsonic flow iteratively
using the Newton-Rhapson’s method. SC is solved for in the iterative Newton solver.
For each Newton step, the sign of SC is checked such that the correct equations are used
in the solver, (3.76) if SC ≥ 0 and (3.91) if SC < 0. A full algorithm for the HLLCS
solver is given below:
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3.1. Finite-volume methods

Figure 3.8.: HLLCS assumes a four-wave solution, giving three intermediate states, sep-
arated by the stationary wave at the cell interface and the contact wave.

Algorithm 1: The HLLCS solver. If subsonic flow is identified, the Newton-
Rhapson solver is called. The Newton-Rhapson solver checks at each step
whether the equations for positive (3.76) or negative subsonic flow (3.91) should
be solved and returns SC and the intermediate states U−

L , U+
R and U−−

L or
U++
R .

Result: Fluxes for the HLLCS solver, F+
R and F−

L .
if SL > 0 then

F−
L = F L

F+
R = F−

L + S

end
if SL ≤ 0 and SR > 0 then

call Newton-Rhapson solver, returning SC and intermediate states;
if SC ≥ 0 then

F−
L = F L + SL(U−

L −UL)
F+
R = F−

L + S

else
F+
R = FR − SR(UR −U+

R)
F−
L = F+

R − S

end

end
if SR ≤ 0 then

F+
R = FR

F−
L = F+

R − S

end
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3.1.8. The source term for HLLCS

In this work, two source terms are tested for the HLLCS solver: the Roe average-based
source term which is always applied for supersonic flow, but can also be applied for
subsonic flow, and the flux-based source term which can only be applied for subsonic
flow.

The Roe average-based source term

In general, the following approximate source term is applied in the HLLCS solver,

SRS =


0

p̂ (AR −AL)
0
0

 , (3.100)

where p̂ is the Roe-averaged pressure on the cell interface between the left and right
states, UL and UR. Details on the Roe average are given in Section 3.1.9. We therefore
call this source term the Roe average-based source term (RS). RS is always applied for
supersonic flow, and can also be applied for subsonic flow. However, for subsonic flow,
the nonlinear system of equations determining the approximate intermediate states U−

L ,
U+
R and either U−−

L or U++
R is solved. The source term is then given implicitly by the

Rankine-Hugoniot conditions.

The flux-based source term

For positive subsonic flow, the Rankine-Hugoniot conditions give that

F+
R − F−

L = S, (3.101)

F++
R = FR − SR(UR −U++

R ), (3.102)

F+
R = F++

R − SC(U++
R −U+

R), (3.103)

where U−
L , U+

R, U++
R and F−

L are known from the solution of the nonlinear system
(3.76). Consequently, the source term must be

SFS+ = F++
R − SC(U++

R −U+
R)− F−

L . (3.104)

Similarly for negative subsonic flow, we get that the source term must be

SFS- = F+
R − F−−

L + SC(U−
L −U−−

L ), (3.105)

where U−
L , U−−

L , F+
R and F−−

L are known from the solution of the nonlinear system
(3.91). As the source term includes the approximate fluxes, we call it the flux-based
source term (FS). Note however that FS needs a valid solution of the nonlinear sys-
tem, (3.76) for positive subsonic flow or (3.91) for negative subsonic flow, otherwise the
equations do not hold. If the flow is subsonic, but the Newton-Rhapson solver fails to
converge for the system with a large error, FS should not be applied. We have not
derived a similar FS estimate for supersonic flow.
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3.1.9. Wavespeed estimates

In order to compute the numerical flux in the HLLC-type methods, estimates for the
wave speeds SL and SR are needed. There are several different approaches to estimate
these wave speeds, some of which are outlined in [35], Section 10.5. In this work, the
Roe average wave speed estimate is used.

Both Davis [42] and Einfeldt [43] suggest using the Roe averaged eigenvalues [44] for
the wave speeds;

SL,j+1/2 = min
(
λ1(U j), λ1(Û j+1/2)

)
, SR,j+1/2 = max

(
λ3(U j+1), λ3(Û j+1/2)

)
,

(3.106)
where Û is the Roe average of the conserved variables. This method has been reported
to be very robust [35, 45]. Both for the Euler equations and the Euler equations with
area change, (3.106) becomes

SL,j+1/2 = min
(
uj − cj , ûj+1/2− ĉj+1/2

)
, SR,j+1/2 = max

(
uj+1 + cj+1, ûj+1/2 + ĉj+1/2

)
,

(3.107)
where û is the Roe averaged particle speed and ĉ is the Roe averaged sound speed. The
Roe averaged variables can be found by the Roe averaged matrix Â (UL,UR) [44].

Averages for the Euler equations

For the Euler equations, the Roe averaged matrix, Â (UL,UR) must satisfy the follow-
ing conditions:

R1: Â (UL,UR)(UL −UR) = F (UR)− F (UL),
R2: Â (UL,UR) is diagonalizable with real eigenvalues, and

R3: Â (UL,UR)→ ∂F

∂U
smoothly as UL,UR → U .

A study on how to obtain Roe averaged variables for the Euler equations with a general
equation of state was conducted in the project work leading up to this master’s thesis,
[13]. The following averages were found which satisfy the conditions R1-R3 for a general
equation of state:

ρ̂ =
ρL + ρR

2
, (3.108)

û =

√
ρLuL +

√
ρRuR√

ρL +
√
ρR

, (3.109)

Ĥ =

√
ρLHL +

√
ρRHR√

ρL +
√
ρR

. (3.110)

All other averaged variables can be calculated based on these, using

ĥ = Ĥ − 1

2
û2 (3.111)
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giving p̂ = p̂(ρ̂, ĥ), ĉ = ĉ(ρ̂, ĥ). The averaged internal energy becomes

ê = Ĥ − p̂

ρ̂
− 1

2
û2. (3.112)

Averages for the Euler equations with area change

The Jacobi matrix A for the Euler equations with area change was determined by in-
cluding the source term in its formulation. Therefore, the source term must also be
incorporated in the conditions which the Roe averaged Jacobi matrix Â must satisfy.
The following new set of conditions for the Roe averaged matrix Â are proposed;

RS1: Â (UL,UR)(UR −UL) = F (UR)− F (UL)− Ŝ, where

Ŝ =


0

p̂(UL,UR)(AR −AL)
0
0

 , (3.113)

RS2: Â (UL,UR) has real eigenvalues and is not diagonalizable, and
RS3: Â (UL,UR)→ A(U) smoothly as UL,UR → U .

Â can be determined by finding a special average of the state vectors UL and UR,
Û(UL,UR) such that Â = A(Û). A set of averages satisfying RS1-RS3 have been found
in this work by testing averages inspired by the Roe averages for the Euler equations
without area change. These averages are:

ρ̂A =
ρLAL + ρRAR

2
, (3.114)

Â =
AL +AR

2
, (3.115)

û =

√
ρLALuL +

√
ρRARuR√

ρLAL +
√
ρRAR

, (3.116)

Ĥ =

√
ρLALHL +

√
ρRARHR√

ρLAL +
√
ρRAR

. (3.117)

All other averaged variables can be calculated based on these, using

ĥ = Ĥ − 1

2
û2 (3.118)

and

ρ̂ =
ρ̂A

Â
, (3.119)

giving p̂ = p̂(ρ̂, ĥ), ĉ = ĉ(ρ̂, ĥ). The averaged internal energy becomes

ê = Ĥ − p̂

ρ̂
− 1

2
û2. (3.120)
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3.1.10. Summary

In this section we have introduced the numerical solvers which are applied in this work.
All the solvers are finite-volume methods. For solving the Euler equations, LxF and
HLLC are introduced. Two new methods are suggested for solving the Euler equations
with area change, HLLC+S and HLLCS. HLLC+S simply adds a source term to HLLC
which satisfies the non-disturbance relation discussed by Liou et al. [41].

For the HLLC solver, we assume there are three waves in the solution. However,
for the Euler equations with area change, there will be four waves present. We there-
fore introduce an HLLC-type solver, HLLCS, which includes the fourth stationary wave
across the area change. Our approach in deriving HLLCS is similar to that of Murillo
and Garćıa-Navarro [26] for the shallow-water equations, and Tokareva and Toro for the
Baer-Nunziato equations [25]. The addition of the fourth wave leads to a nonlinear sys-
tem for subsonic flow which must be solved for example by the Newton-Rhapson method
at each grid cell. We suggest two possible source terms to be applied with HLLCS, RS
and FS. RS is applied for supersonic flow, but can also be applied for subsonic flow. FS
can only be applied for subsonic flow as it is based on the fluxes found from the non-
linear system for subsonic flow. FS can provide poor estimates if the Newton-Rhapson
iterations do not converge and the error is large.

HLLC, HLLC+S and HLLCS all need estimates of the wavespeeds for the waves in
the problem. In this work Roe averaged wavespeeds are applied. We introduce valid Roe
averages for the Euler equations satisfying the conditions R1-R3 given by Roe [44]. For
the Euler equations with area change, we propose the new conditions RS1-RS3 which
take into account the source term, and give averages which satisfy these conditions.

3.2. Boundary treatment for depressurization with the Euler
equations

We will now focus on the boundary conditions of the domain and in particular in the
case of depressurization. For numerical benchmark tests it is common to use transmissive
boundary conditions (BCs)

Un+1
0 = Un+1

1 ,

Un+1
Nj+1 = Un+1

Nj
.

This was used in the introductory work for this master thesis [13], and is also used here
for benchmark tests of HLLC+S and HLLCS presented in Section 4.2. When studying
pipe depressurization to ambient air, there will be a boundary to the outside. It is
important to model this accurately in order to capture the acceleration of fluid at the
pipe outlet due to the large pressure difference between the fluid in the pipe and the
ambient air.

In the following subsections, three different BCs for outflow and a BC for a solid wall
are outlined. These BCs are applied for the Euler equations, meaning that we assume
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Figure 3.9.: A ghost cell (dotted lines) is introduced at the end of the domain, next to
the solid wall.

the cross-sectional area is constant. We here choose the outlet to be at the left end
of the domain and the wall at the right end of the domain so the flow will be in the
negative direction. This choice is motivated by the experimental data which we compare
our results to in Section 4.4 being set up this way.

3.2.1. Wall

The simplest boundary condition is for the wall. No permeability is assumed so u(xwall) =
0. To ensure this, a fictitious “ghost cell” is introduced next to the last cell in the domain.
This is depicted in Figure 3.9. In this ghost cell,

uNj+1 = −uNj (3.121)

is set. Otherwise the state is the same as in the neighboring cell,

ρNj+1 = ρNj

ENj+1 = ENj .

This boundary condition allows for the complete reflection of waves at the wall.

3.2.2. Outflow

At an outflow boundary, the information coming from the outside must be set by bound-
ary conditions. Similarly to the solid wall boundary, a ghost cell is introduced next to
the boundary as illustrated in Figure 3.10. Note that in the following discussion we
will take outflow to be flow in the negative x-direction. At the boundary between the
inside of the pipe and the ghost cell we should either have subsonic or sonic flow. We

Inside	(pipe)Outside

Figure 3.10.: A ghost cell (dotted lines) is introduced outside the pipe, before the com-
putational domain.
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Outside Inside	(pipe)

Figure 3.11.: In the case of subsonic outflow, one characteristic is entering the pipe.
Therefore, pressure-information from outside is propagated into the pipe.

approximate the fluid speed at the boundary by the fluid speed at the cell center of the
first cell within the computational domain,

uboundary ≈ uj=1. (3.122)

As sonic flow is at the transition between subsonic and supersonic flow, a good boundary
condition for subsonic flow (or equivalently supersonic flow) should also work for the
limiting sonic case.

At subsonic speeds, |uboundary| < cboundary, one characteristic is entering the pipe, the
other two are exiting the pipe as illustrated in Figure 3.11. Therefore, one variable must
be prescribed at the ghost-cell outside the computational domain, and two others must
be determined based on information from the inside. For depressurization, it is natural
to prescribe the ambient pressure at the ghost cell,

p0 = pamb. (3.123)

This is called a pressure BC. For two of the BCs which are introduced below, Naive BC
and Bernoulli BC, the pressure in the ghost cell is always the ambient pressure. For
the last, more refined BC, the Characteristic BC, the pressure in the ghost cell is set
near its local choke pressure if sonic flow is reached. This is further described when
the Characteristic BC is explained below. In addition to setting the pressure at the
boundary we assume that the entropy is constant between the first cell inside the pipe
and the ghost cell outside,

s0 = s1. (3.124)

For depressurization, the wave entering the pipe will be a rarefaction. Extrapolating the
entropy is therefore reasonable, because s is constant through a rarefaction as shown in
Appendix C. So we can “reach the outside state by crossing the rarefaction”.

As p, s in the ghost cell is then known, the full thermodynamic state of the ghost cell is
determined. The final unknown in the ghost cell is the fluid speed, uout. We present three
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3. Numerical methods

methods to find uout of increasing complexity: simple extrapolation, using Bernoulli’s
principle or computing uout using the characteristic associated with the rarefaction.

Naive BC

The simplest estimate of the fluid speed in the ghost cell is to simply extrapolate the
speed from the neighboring cell inside the pipe,

u0 = u1. (3.125)

This estimate is a bit inaccurate as it can give supersonic flow at the outlet as seen in
Section 4.4.

Bernoulli BC

A more accurate approximation is to use a steady-state flow assumption and applying
Bernoulli’s principle which takes the following form for compressible flow,

h0 +
1

2
u2

0 = h1 +
1

2
u2

1. (3.126)

Bernoulli’s principle also assumes isentropic flow. h0 can be found from p0 and s0.
Equation (3.126) can then be used to determine u0:

u0 = ±

√
2

(
h1 − h0 +

1

2
u2

1

)
. (3.127)

The sign of u0 depends on whether the flow is in the positive or negative x-direction.
For the setup used in this work, the negative sign must be chosen. This estimate can
also give supersonic flow at the pipe outlet as shown in Section 4.4.

A further step which can be taken to improve this BC is to limit the flow in the ghost
cell to sonic speeds such that if this estimate gives u0 > c0, u0 is set to c0 and the
corresponding choke pressure in the ghost cell for s1, c0 is set instead of the ambient
pressure. This method is described by Munkejord and Hammer in [11].

Characteristic BC

The theoretically correct method is to determine the speed in the ghost cell by using
the characteristic associated with the rarefaction entering the pipe. For the setup used
here, where outflow is in the negative x-direction, this is the characteristic associated
with the eigenvalue λ3 = u+ c of the Euler equations.

∂w3 = 0⇔ ∂p+ ρc∂u = 0 (3.128)

As we have isentropic flow, (3.128) can be rewritten as

dp+ ρcdu = 0. (3.129)
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3.2. Boundary treatment for depressurization with the Euler equations

The speed u0 can be found by rearranging and integrating (3.129) as shown below.∫ u0

u1

du = −
∫ p0=patm

p1

1

ρc
dp (3.130)

u0 − u1 = −
∫ patm

p1

1

ρc
dp (3.131)

u0 = u1 −
∫ patm

p1

1

ρc
dp (3.132)

The integral

∫ patm

p1

1

ρc
dp is difficult to evaluate for a general EOS. A simple, general

method is to integrate this numerically. Then a ps-flash, a p-s optimization problem,
must be solved for each step in the integration to obtain the values of ρ and c along the
pressure path. In this work, the trapezoidal method with n = 20 steps is used.

In the numerical integration it is fairly easy to restrict the speed in the ghost cell, u0.
At each step i of the integration it is checked whether

u = u1 −
∫ p1−patm

n
i

1

1

ρc
dp ≥ c(p1 − patm

n
i, s1) , i = 1, · · · , n (3.133)

If this is the case, the integration is stopped and the state in the ghost cell is set to the
state reached in the integration step i such that p0 := p1−patm

n i, s0 = s1, u0 = c0.

3.2.3. Summary

A full summary of the boundary treatment in this work is presented in Algorithm 2.
Here, the index j = 0 refers to the ghost cell outside the pipe and the index j = Nj + 1
refers to the ghost cell next to the back wall of the pipe.

Algorithm 2: Overview of the boundary treatment for depressurization with
the Euler equations.

Result: Boundary conditions for depressurization are set.

Wall:
ρNj+1 = ρNj ;

(ρu)Nj+1 = −(ρu)Nj ;

ENj+1 = ENj ;

Outflow:
p0 = pamb ;
s0 = s1 ;
Calculate e0, ρ0 given p0, s0 (ps-flash) ;
Determine u0 either by simple extrapolation (3.125), by using Bernoulli’s
principle (3.127) or by integrating across the rarefaction wave (3.132) and
stopping the integration if (3.133) is true;
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4. Numerical tests

In the following, the results of numerical tests are presented. The purpose of the tests is
to describe the accuracy and robustness of the methods. First, HLLCS and its nonlinear
system for subsonic flow is investigated for local Riemann problems in Section 4.1 In
Section 4.2, HLLC+S and HLLCS are compared to the exact solution on numerous
benchmark tests for ideal gas EOS. HLLC+S is further tested on two-phase problems
with the Peng-Robinson EOS for a converging-diverging nozzle and on tests proposed
by Brown et al. [31]. Lastly, the results of LxF and HLLC for a depressurization test
with different outflow BCs are compared to experimental data in Section 4.4.

For benchmark tests with the ideal gas EOS it is common to use nondimensional
variables. We will therefore operate with the nondimensional quantities ρ/ρref, p/pref,
x/xref, etc. with the ideal gas EOS. Here, ∗ref signifies a reference value of the respective
variable. For brevity we will still call ρ/ρref density and not dimensionless density, p/pref

for pressure and not dimensionless pressure, and so on.

4.1. Investigation of the HLLCS approximate Riemann solver
for local Riemann problems

If subsonic flow is identified in the HLLCS scheme, a nonlinear system is solved by
the Newton-Rhapson method in order to determine the unknown intermediate states
and thereby the fluxes, see Subsection 3.1.7. It is therefore important to study the
convergence of the Newton-Rhapson solver, and to investigate the nonlinear system for
different Riemann problems.

4.1.1. Convergence of the Newton-Rhapson solver

In this work, the Newton-Rhapson solver in the HLLCS scheme is limited to a maximum
of 7 iteration steps, and the relative error tolerance is set to 10−6. With these parameters,
the Newton-Rhapson solver tends to converge for the systems (3.76) or (3.91) within 4
iterations. However, for some cases, the solver might not converge at all as we will come
back to in the next subsection.

In the HLLCS method for the BN equations, Tokareva and Toro [25] report that 1-2
iterations are sufficient for convergence of Newton’s method for all the test cases studied.
This behaviour is not seen in our HLLCS solver for the Euler equations with area change.
However, it is difficult to make comparisons to the convergence of Tokareva and Toro’s
solver as the tolerance used in their Newton solver is not stated. Due to the similarity
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4.1. Investigation of the HLLCS approximate Riemann solver for local Riemann problems

Table 4.1.: The left and right states for the Sod shock tube problem.

p/pref u/uref ρ/ρref A/Aref

Left 1.0 0.0 1.0 1.0
Right 0.1 0.0 0.125 1.0

between the Euler equations with area change and the BN equations, see Subection
2.3.3, HLLCS should behave similarly for both systems.

4.1.2. Local Riemann problems

We will now investigate the nonlinear system for positive subsonic flow, (3.76), for dif-
ferent versions of the Sod shock tube problem: the Sod shock tube problem with no area
change AL = AR, with AL > AR and with AL < AR. For the case with no area change,
the solutions of the system are compared to the solution of the HLLC solver. In all these
tests the ideal gas EOS is used. The system for positive subsonic flow is

f =

(
ALρ

−
Lu

−
L −ARρ

+
Ru

+
R

h+
R + 1

2

(
u+
R

)2 − [h−L + 1
2

(
u−L
)2]) = 0, (4.1)

where f is a function of the pressures p−L and p+
R.

Sod’s shock tube, AL = AR

Sod’s shock tube test problem is a common test for approximate Riemann solvers. It is
a Riemann problem whose solution consists of a left rarefaction, a contact discontinuity
and a right shock, see Section 10.8 in Toro [35]. The left and right states for the Sod
shock tube problem are given in Table 4.1.

In Figure 4.1a, the values of p−L , p
+
R for which each of the components of f is equal to

zero are plotted for the Sod shock tube problem. Here, ALρ
−
Lu

−
L = ARρ

+
Ru

+
R is shown

in blue and h+
R + 1

2

(
u+
R

)2
= h−L + 1

2

(
u−L
)2

is shown in red. When the lines cross, there
is a solution to the system f = 0. The red and blue lines appear to be overlapping
along a short interval. Here, the lines cross twice, once for p−L = p+

R ≈ 0.1976, and
once for p−L = 0.2136, p+

R = 0.2002. The first solution of p−L , p
+
R, HLLCS 1, gives the

same intermediate states as HLLC whereas the second solution, HLLCS 2, gives slightly
different intermediate states. The intermediate states for HLLC, HLLCS 1 and HLLCS
2 are given in Table 4.2. With the initial guess provided by the Adaptive Approximate
Riemann solver from Section 4.9 in [35], the Newton iterations converge to the second
solution, p−L = 0.2136, p+

R = 0.2002, with 6 steps and an error of magnitude 10−7.

Modified Sod’s shock tube, AL > AR

We now introduce a modified version of the Sod shock tube problem where the area in
the left state is larger than that for the right state. For the test we take AL/Aref =
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4. Numerical tests

Table 4.2.: Comparison of HLLC’s intermediate states to HLLCS’ two possible interme-
diate states for the local Sod shock tube problem. HLLCS 1 corresponds to
the solution p−L = p+

R = 0.1976 and HLLCS 2 corresponds to the solution
p−L = 0.2136 and p+

R = 0.2002.

HLLC HLLCS 1 HLLCS 2

ρ−L 0.6357 0.6357 0.6403

(ρu)−L 0.4311 0.4311 0.4256

E−
L 1.5172 1.5172 1.5240

ρ+
R 0.6357 0.6357 0.6113

(ρu)+
R 0.4311 0.4311 0.4256

E+
R 1.5172 1.5172 1.4588

ρ++
R 0.3039 0.3039 0.3159

(ρu)++
R 0.2061 0.2061 0.2199

E++
R 0.8907 0.8907 0.9376

1.0, AR/Aref = 0.9. Figure 4.1b shows where f1(p−L , p
+
R) = 0 and f2(p−L , p

+
R) = 0 for this

problem. Here, there are two clear solutions to the problem, one for which p−L = 0.1225 <
p+
R = 0.1876 and one for which p−L = 0.3366 > p+

R = 0.2212. As pL/pref > pR/pref, the
correct solution should be for p−L > p+

R.
With the initial guess provided by the Approximate Riemann solver given in [35],

Section 4.9, the Newton iterations for the HLLCS scheme converge to the correct solution
with 4 steps and a residual error of magnitude 10−10. One should note, however, that a
different choice of initial guess can cause the solver to converge to the incorrect solution.

Modified Sod’s shock tube, AL < AR

Finally we introduce a modified Sod’s shock tube problem where the area in the left state
is smaller than that of the right state. For the test we take AL/Aref = 1.0, AR/Aref = 1.1.
Figure 4.1c shows where f1(p−L , p

+
R) = 0 and f2(p−L , p

+
R) = 0 for this shock tube problem.

It is clear that there is no solution for the system f = 0 as the lines f1(p−L , p
+
R) = 0 and

f2(p−L , p
+
R) = 0 do not cross. As the separation between the two lines is greater than the

tolerance of the Newton solver (10−6), the iterations do not converge.
Further investigation shows that this problem is resonant. The solution to this problem

has a similar structure to the resonant case introduced in Subsection 2.3.2, where an
“extra” shock is induced between the 0-wave and the contact discontinuity. This means
that HLLCS’ assumption about the wave structure in the problem is incorrect. For all
the resonant cases tested in this work, none had a solution for the nonlinear system which
is solved in HLLCS. The flux-based source term for HLLCS depends on the convergence
of the method, so it cannot be used for resonant problems. Despite the non-convergence
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4.2. Assessment of HLLCS and HLLC+S-based finite-volume methods for tests with ideal gas EOS

of the system, the HLLCS solver shows promising results for resonant test problems
when the Roe average-based source term is applied as is shown in Subsection 4.2.4.

4.1.3. Summary

In this section, the nonlinear system in the HLLCS solver has been investigated for three
local Sod shock tube problems with AL = AR, AL > AR and AL < AR. For AL ≥ AR,
the nonlinear system has two solutions, but the separation between the solutions is much
larger for AL > AR than for AL = AR. For AL < AR, the problem is resonant and no
solutions exist for the nonlinear system. If two solutions exist, the Newton-Rhapson
solver can converge to the incorrect solution when a bad initial guess is used. With
the initial guess given by the Approximate Riemann Solver from Section 4.9 in [35], the
HLLCS scheme works well for the tests studied. The Newton-Rhapson solver applied in
this work is limited to a maximum of 7 iterations steps, and the relative error tolerance
is set to 10−6.

4.2. Assessment of HLLCS and HLLC+S-based finite-volume
methods for tests with ideal gas EOS

In this section a number of selected benchmark tests for the Euler equations with area
change and the ideal gas EOS are used to test the performance of the HLLCS method
derived in Subsection 3.1.6 and the HLLC+S method suggested in Subsection 3.1.4. For
all these tests, unless otherwise stated, the number of grid cells are set to Nj = 100, the

CFL number is set to C = max (λ)∆t
∆x = 0.9 and extrapolation is used at the boundaries.

As mentioned in Section 2.4, γ = 1.4 in the ideal gas EOS.

4.2.1. Steady-state

First two steady-state tests, Test 1 and Test 2, are applied on HLLCS and HLLC+S in
order to determine whether the methods are well-balanced i.e. whether they can capture
stationary waves exactly. For HLLCS both the Roe average-based source term (RS) and
the flux-based source term (FS) are tested.

Test 1

Test 1 is taken from Tokareva and Toro [25] and the solution is a stationary contact
discontinuity located exactly at the area change. The initial condition for Test 1 is given
in Table 4.3. For this test, the computational domain is x/xref ∈ [0, 1] and the separation
between the left and right states is at x/xref = 0.5. The density solutions for HLLC+S
and HLLCS at t/tref = 0.2 are plotted in Figure 4.2a. Both HLLC+S and HLLCS with
FS capture the stationary contact discontinuity exactly. HLLCS with RS captures it
fairly well, but not exactly, showing that HLLCS with RS is not well-balanced.
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Figure 4.1.: The graph shows for which values of p−L , p
+
R each component of the function

f are zero for the Sod’s shock tube problem (a), and two modified versions
of the problem where AL = 0.9, AR = 1.0 (b) and AL = 1.0, AR = 1.1 (c).
If the lines cross, f = 0 has a solution.
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Table 4.3.: The left and right states for Test 1.

p/pref u/uref ρ/ρref A/Aref

Left 1.0 0.0 1.4 0.4
Right 1.0 0.0 1.0 0.7

0.0 0.2 0.4 0.6 0.8 1.0
x/xref

1.0

1.1

1.2

1.3

1.4

/
re

f

Exact
HLLC+S
HLLCS, RS
HLLCS, FS

(a) Test 1, at t/tref = 0.2.
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(b) Test 2, at t/tref = 0.02.

Figure 4.2.: Comparison of the exact density solution (black line) and the solutions of
HLLC+S (red circles), HLLCS with RS (blue plus signs) and HLLCS with
FS (green crosses) for Test 1 and Test 2.
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Table 4.4.: The left and right states for Test 2.

p/pref u/uref ρ/ρref A/Aref

Left 10.0 5.0 0.35 1.0
Right 13.462929846413655 2.695480449295447 0.432823271625514 1.5

Test 2

Test 2 is taken from Cuong and Thanh [23], and satisfies the conditions for a stationary
wave across the area change. The initial condition for Test 2 is given in Table 4.4. For
this test, the computational domain is across x/xref ∈ [−1, 1] and the separation between
the left and right states is at x/xref = 0. The solutions for HLLC+S and HLLCS at
t/tref = 0.02 are plotted in Figure 4.2a.

Test 2 shows that HLLC+S is not well-balanced as the stationary state is not conserved
with this scheme. This is caused by the inaccurate discretization of the source term, given
in Subsection 3.1.4, page 32. HLLCS with RS does not conserve the steady-state either,
however, the solution is not very inaccurate. HLLCS with FS conserves the steady-
state in both cases. Therefore, HLLCS with FS is likely well-balanced. This is key in
formulating consistent and stable solutions to problems with non-conservative source
terms. We further investigate the performance of HLLCS, and HLLC+S as a reference,
on two straightforward Riemann problem tests.

4.2.2. Straightforward Riemann problems

We will now study two “straightforward” Riemann problems, to see how the FVM
schemes behave for a fairly uncomplicated case. These problems have unique solu-
tions and no resonance. Both of the tests are designed to give Sod-shock-tube-like wave
configurations, with an additional stationary wave from the area change. Though these
Riemann problems are simple in a mathematical sense, they can still be tough for the
FVM schemes due to the presence of the source term across the area change. We there-
fore investigate two cases, one with a fairly weak source term, Test 3, and one with a
stronger source term, Test 4. Both tests give subsonic flow so HLLCS can be tested for
both RS and FS The exact solutions for the tests are produced using CONSTRUCT
[36], and the configuration data needed to obtain the solution is given in Appendix F.

Test 3, weak source term

In the following, we present Test 3 which includes a weak source term.The initial condi-
tion for Test 3 is given in Table 4.5, and the separation between the left and right states
is at x/xref = 0.5. As the difference between the left and right areas is only 14% and the
pressure difference is small, the source term is weak. The density and pressure solutions
for HLLC+S, HLLCS with RS and HLLCS with FS at t/tref = 0.1 are shown in Figures
4.3 and 4.4 together with the exact solution.
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Figure 4.3.: Comparison of the exact density solution (black line) and the solutions of
HLLC+S (red circles), HLLCS with RS (blue plus signs) and HLLCS with
FS (green crosses) for Test 3 at t/tref = 0.1.
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Figure 4.4.: Comparison of the exact pressure solution (black line) and the solutions of
HLLC+S (red circles), HLLCS with RS (blue plus signs) and HLLCS with
FS (green crosses) for Test 3 at t/tref = 0.1.
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Table 4.5.: The left and right states for Test 3.

p/pref u/uref ρ/ρref A/Aref

Left 2.833334 1.083333 0.96 0.6
Right 4.0 2.228730 1.774130 0.7

Based on the density and pressure results, we see that HLLC+S is struggling even
for a small source term, giving an undershoot for both density and pressure at the
area change in addition to the density and pressure levels being too high between the
stationary wave and the shock wave. Otherwise, HLLC+S performs similarly to HLLCS.
HLLCS appears to perform equally well with both source terms, RS and FS, for this
test. For all the schemes there is numerical dissipation across the contact discontinuity
and the rarefaction.

We further present a convergence study for this test. The grids used for the conver-
gence study have tripling numbers of grid cells, Nj , such that cell centers will overlap
for all the grids, as shown in [13], Section 4.1. We calculate the 1-norm of error for the
density, the density error, by

E1,ρ(∆x) = ∆x

Nj∑
j=1

|ρexact
j − ρapprox

j |,

where ∆x is the grid spacing, and the convergence rate, l, for tripling Njs by

l =
1

log(3)
log

(
E1,ρ(∆x)

E1,ρ(
∆x
3 )

)
.

The density error of HLLC+S, HLLCS with RS and HLLCS with FS is shown in Figure
4.5a and the convergence rates for the schemes is shown in Figure 4.5b. The results of
the convergence test indicates that HLLC+S settles towards a slightly incorrect solution
as its density error appears to flatten for larger Njs. The convergence rate of HLLC+S
therefore falls for an increasing Nj . HLLCS’ error does not flatten and the scheme with
either source term reaches a convergence rate of approximately 0.56. Both HLLCS with
RS and HLLCS with FS perform very similarly.

Test 4, strong source term

We now present Test 4, which includes a strong source term. The initial conditions for
Test 4, is given in Table 4.6.

For Test 4, there is an 80% difference between the left area and the right area in the
problem and a large pressure difference between the left and right states. This creates a
strong source term across the area change. The numerical solvers therefore have great
smearing near the area change, so a rather fine grid of Nj = 1000 is used to resolve
the problem to see clearly how the solvers perform. The density and pressure solutions
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Figure 4.5.: Results of the convergence test for HLLCS with RS (blue line with plus
signs) and HLLCS with FS (green line with crosses) for Test 3.

Table 4.6.: The left and right states for Test 4.

p/pref u/uref ρ/ρref A/Aref

Left 3.0 -0.905324246 2.191799866 0.9
Right 0.802900206 0.373720874 0.4645422106 0.2

for HLLC+S and HLLCS with both FS and RS are compared to the exact solution at
t/tref = 0.1 in Figures 4.6 and 4.7, respectively.

For this test, HLLC+S produces unsatisfactory results. The behaviour near the area
change does not approximate the exact solution well. The density and pressure after
the area change become much too low as compared to the exact solution. Both HLLCS
with FS and with RS has numerical smearing between the area change and the contact
discontinuity, but appears to approximate the solution well otherwise. HLLCS with RS
does not approximate the location of the right shock perfectly, but performs similarly
to HLLCS with FS otherwise.

When the grid number is increased, HLLCS’ smearing is reduced as is shown in Figure
4.8 where the density results for the schemes with Nj = 5000 are compared to the exact
solution. HLLC+S’ result does not improve as it is converging towards an incorrect
solution. HLLCS with RS also improves its location of the right shock for the finer grid.
Below, we present a full convergence study for the different numerical schemes on this
test problem.

The density error for the solvers is shown in Figure 4.9a and the convergence rate
for their density solution is shown in Figure 4.9b. It is clear that HLLCS outperforms
HLLC+S. HLLC+S’ error settles at approximately 0.02, and its convergence rate falls
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Figure 4.6.: Density solution of HLLC+S (red dashed line), HLLCS with RS (blue dotted
line) and HLLCS with FS (green dashdotted line) compared to the exact
solution (black line) for Test 4 at t/tref = 0.1, with Nj = 1000.
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Figure 4.7.: Pressure solution of HLLC+S (red dashed line), HLLCS with RS (blue dot-
ted line) and HLLCS with FS (green dashdotted line) compared to the exact
solution (black line) for Test 4 at t/tref = 0.1, with Nj = 1000.
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Figure 4.8.: Density solution of HLLC+S (red dashed line), HLLCS with RS (blue dotted
line) and HLLCS with FS (green dashdotted line) compared to the exact
solution (black line) for Test 4 at t/tref = 0.1, with Nj = 5000.
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Figure 4.9.: Results of the convergence test for HLLC+S (red line with circles), HLLCS
with FS (green line with crosses) and HLLCS with RS (blue line with plus
signs) for Test 4.
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below 0.2. The density error for HLLCS with either RS or FS keeps falling for increasing
numbers of grid cells. We see that HLLCS with FS has lower error than HLLCS with
RS for all the grids. The convergence rates for HLLCS with both source terms settle
towards approximately 0.66.

The results show that HLLC+S does not perform well for strong source terms. The
solver does not converge to the exact solution with significant error. Both HLLCS with
FS and RS converge towards the exact solution, however, there is numerical smearing
between the stationary wave across the area change and the contact discontinuity even
with a grid of Nj = 1000 cells. HLLCS with FS is the most accurate solver.

4.2.3. Riemann problems with multiple solutions

The tests presented here are based on the work of Andrianov and Warnecke [18], where
two Riemann problems with non-unique solutions are presented. Both Riemann prob-
lems have two possible solutions, where one is clearly picked out by 2D simulations to
be the physically relevant solution. For both tests, the exact solutions were found using
CONSTRUCT [36] using the configuration data listed in Appendix F.

Test 5

We first consider Test 5 whose initial condition is presented in Table 4.7. The test
involves two converging flows from the left and right with different cross-sectional areas.
The domain used is x/xref = [0, 2] and the separation of the left and right states for
the initial condition is placed at x/xref = 0.5. The density solution for HLLC+S and
HLLCS is plotted at t/tref = 0.4 and compared to the two possible exact solutions in
Figure 4.10.

Table 4.7.: The left and right states for Test 5.

p/pref u/uref ρ/ρref A/Aref

Left 0.07 3.991 0.2069 0.8
Right 0.0833 -3.1666 0.1354 0.3

For this test, the physically relevant solution is Configuration B. As can be seen in
Figure 4.10, both HLLC+S and HLLCS with FS approximate the physical solution. In
addition, HLLCS with FS approximates the solution more accurately than HLLC+S.
However, HLLCS with RS approximates the unphysical solution, Configuration A.

This test serves as a cautionary tale regarding the choice of source term. As the test
involves converging flows, the pressure builds along the streamlines. This is not reflected
well with the Roe averaged source term as the averaged pressure p̂ will be somewhere
between the left and right pressures, pL/pref, pR/pref early in the simulation. For the
very first time-step in the simulation, FS gives S2 ≈ −1.64, whereas RS gives only
S2 ≈ −0.19 across the area change. After this first timestep, HLLCS with FS finds
that the flow is subsonic across the area change, whereas HLLCS with RS finds that it
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Figure 4.10.: Comparison of the two exact density solutions and the solutions of
HLLC+S (red circles), HLLCS with RS (blue plus signs) and HLLCS with
FS (green crosses) for Test 5 at t/tref = 0.4. HLLC+S and HLLCS with
FS approximate the physical solution, Configuration B.

is supersonic and it consequently converges to the unphysical solution with supersonic
flow.

Test 6

The initial condition for the second test with multiple solutions, Test 6, is presented in
Table 4.8. This test is run on the domain x/xref ∈ [0, 1] and the left and right states
are separated at x/xref = 0.7. The density solution for HLLC+S, HLLCS with RS and
HLLCS with FS is plotted at t/tref = 0.2 and compared to the two possible exact solu-
tions in Figure 4.11. Also for this test the physically relevant solution is Configuration B.
For this test, all the schemes approximate the physical solution. HLLC+S and HLLCS
with RS perform very similarly, both failing to determine the position of the left shock
accurately. HLLCS with FS is most accurate and approximates the exact solution well.
Once again RS gives a too small source term early in the simulation, but despite its error
the flow is still identified as subsonic throughout the simulation and the correct solution

Table 4.8.: The left and right states for Test 6.

p/pref u/uref ρ/ρref A/Aref

Left 1.0 3.3 0.2 0.3
Right 0.07 -4.0 0.2 0.8
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Figure 4.11.: Comparison of the two exact density solutions and the solutions of
HLLC+S (red circles), HLLCS with RS (blue plus signs) and HLLCS with
FS (green crosses) for Test 6. The solution is plotted at t/tref = 0.2. All
solvers, HLLC+S, HLLCS with FS and HLLCS with RS approximate the
physical solution, Configuration B.

is approximated.

4.2.4. Riemann problems with resonant solutions

Here, two resonant tests are presented. These tests are used by Thanh and Kröner [19]
to evaluate their Lax-Friedrichs scheme equipped with a computing corrector to capture
resonant states, and they are further used by Brown et al. [31] to test their AUSM+-
up scheme. As briefly discussed in Section 4.1, the nonlinear equation system used to
find the fluxes in the HLLCS approximate Riemann solver does not have a solution for
resonant states. Therefore the flux-based source term FS cannot be used and the Roe
average-based source term RS is used instead.

Test 7

The first resonant test, Test 7, has the initial condition given in Table 4.9. The test was
suggested by Thanh and Kröner [19], and involves the interaction between a rarefaction
to the left and a resonant surface which further induces an “extra” shock in the wave
configuration. The computational domain for this test is within x/xref ∈ [0, 2] and the
the left and right states of the initial condition are separated at x/xref = 1. In the
literature, the test is run with 1000 computational cells [19, 31], so Nj = 1000 is also
used here. The solutions for density and velocity are given in Figures 4.12 and 4.13
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Table 4.9.: The left and right states for Test 7.

p/pref u/uref ρ/ρref A/Aref

Left 8.0 0.5 5.0 1.0
Right 1.0 0.8 1.0 1.2
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Figure 4.12.: Comparison of exact solution points (black squares) and the density solu-
tions of HLLC+S (red dashed line), and HLLCS with RS (blue dashdotted
line) on Test 7 for density at t/tref = 0.2, Nj = 1000.

respectively for HLLC+S and HLLCS with RS at t/tref = 0.2 together with points of
the exact solution listed in Table 1 in [19].

Both HLLC+S and HLLCS resolve the problem well and there is no sign of instability
as often occurs for solvers applied on resonant cases [19]. HLLCS approximates the
solution better than HLLC+S, which is particularly evident for the density between the
stationary wave and the additional shock, for x/xref ∈ [1, 1.1] and further between the
additional shock and the contact discontinuity, x/xref ∈ [1.1, 1.3]. It can be seen that
HLLCS overestimates the velocity of the fluid in the area between the stationary wave
and the additional shock. Thanh and Kröner’s LxF scheme with the computational
corrector does not obtain such an overshoot [19]. Brown et al. however get a similar
overshoot for their AUSM+-up scheme for this test [31].

One may note that this case produces a similar result as that for the modified Sod
shock tube problem, where AL < AR, which was discussed briefly in Subsection 4.1.
The iterative solver in HLLCS cannot converge for these cases, yet HLLCS with RS still
produces a satisfactory result for this particular test.
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Figure 4.13.: Comparison of exact solution points (black squares) and the velocity solu-
tions of HLLC+S (red dashed line), and HLLCS with RS (blue dashdotted
line) on Test 7 for velocity at t/tref = 0.2, Nj = 1000.

Test 8

The second resonant test, Test 8, was first suggested by Rochette et al. [46], where the
authors compared the exact solution with 1D and 3D models. For this test, the Riemann
solution contains three co-located stationary waves. In Table 4.10 the initial condition
is given. For this test the flow is supersonic throughout the domain, so HLLCS with
RS is used. The computational domain for this test is x/xref ∈ [0, 2] and the separation
between the left and right states of the initial condition is at x/xref = 0.8. The solutions
for density and velocity are given in Figure 4.14 for HLLC+S and HLLCS with RS at
t/tref = 0.2. The results are compared to known points of the exact solution as given in
Table 17 in [46].

The structure of the exact solution for Test 8 is described in the following way by
Thanh and Kröner [19]: The exact Riemann solution starts by a stationary wave from
UL to U1, followed by a shock with zero speed from U1 to U2, then followed by another
stationary wave from U2 to U3. It is attached by a rarefaction wave from U3 to U4,

Table 4.10.: The left and right states for Test 8.

p/pref u/uref ρ/ρref A/Aref

Left 1.0 2.0 1.3 1.0
Right 1.0 3.675948 2.363115 0.7
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(a) Density
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(b) Velocity

Figure 4.14.: Comparison of exact solution points (black squares) and the solutions of
HLLC+S (red dashed line), and HLLCS with RS (blue dashdotted line) on
Test 7 for density (a) and velocity (b). The solution is plotted at t/tref = 0.2
and the number of grid cells used are Nj = 6000.
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Table 4.11.: The densities of the intermediate states occurring for Test 8

ρ1/ρref ρ2/ρref ρ3/ρref ρ4/ρref ρ5/ρref

1.872903 3.775791 2.969906 0.533582 1.0

and it continues with a contact discontinuity from U4 to U5, and finally it reaches UR

by a shock. The densities corresponding to the different states U1,U2,U3,U4, and U5

are given in Table 4.11.
The results for this test are rather interesting. HLLC+S is trying to capture the

stationary shock with the highest density, whereas HLLCS with RS is approximating
something in-between the densities of the two stationary waves and is further approxi-
mating the following rarefaction rather well. The result of HLLC+S is most similar to
the results of the 1D and 3D models of Rochette et al. [46]. Though HLLC+S reaches
the maximum density, its approximation of the following rarefaction is poor. On the
other hand, the result of HLLCS is similar to that of Thanh and Kröner’s LxF scheme
[19] and Brown et al.’s AUSM+-up scheme [31]. All these methods smear the extrema at
x = 0.8, but capture the rest of the wave structure well. HLLCS also smears the extrema
marginally less than the LxF scheme and significantly less than the AUSM+-up scheme.
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Figure 4.15.: Comparison of HLLC+S’ (red dashed line) and HLLCS’ (blue dashdot-
ted line) approximation of the specific entropy across the computational
domain at t/tref = 0.2.

Though different numerical results are found for this test in the literature, either sim-
ilar to the result of HLLC+S or HLLCS, the authors do not comment whether or not
their solutions seem physical [46, 19, 31]. We will briefly try to assess which solution is
most physical by inspecting the entropy production in the two solutions. The specific
entropy for the two schemes HLLC+S and HLLCS at t/tref = 0.2 is shown in Figure 4.15.
Here, HLLC+S has clearly produced more entropy than HLLCS. HLLCS appears to “ig-
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nore” the stationary shock at x = 0.8, missing the entropy production here. This might
suggest that HLLC+S’ result is the most physical, even though it does not approximate
the rarefaction after the stationary waves well.

4.2.5. Converging-diverging nozzle tests

It is interesting to explore how HLLC+S and HLLCS perform for smooth nozzles in
addition to how they perform on discontinuous problems. For the tests presented below,
the following geometry is used

A(x) = Ath + (Ai −Ath)
(

1− x

5

)2
, (4.2)

giving a smooth converging-diverging (CD) nozzle where Ai = 2.035 is the inlet area and
Ath = 1 is the throat area. Several authors have used this geometry to test their finite-
volume methods [47, 48, 49]. The full length of the nozzle is 10 units. An illustration
of the geometry is presented in Figure 4.16. HLLC+S and HLLCS with FS have been
tested on this nozzle for different inflow Mach numbers and their results compared to the
exact solution for ideal gas EOS. In this work, the MATLAB code provided by Hansen
in [38], Appendix A.2, for computing the exact solution has been used.

For these tests, the initial condition is given by the left input pressure p0 and tempera-
ture T0 with u = 0, i.e. fluid at rest. For subsonic inflow, we set the stagnation condition
in the ghost cell next to the computational domain: p0, T0 and u = 0, defining the energy
available for the flow. This was done to ensure a stable build up to steady-state flow in
the nozzle, though it is more common to extrapolate p at the inlet, and setting u = u0

rather than setting the stagnation condition. The common BC method was however
found to be unstable for a build-up from fluid at rest, so it must likely be used with a
different initial condition. At the outlet, the pressure pNj+1 is set at the ghost cell and
all other variables are extrapolated. For supersonic flow, all the variables p, T, u are set
at the inflow boundary and extrapolated at the outflow boundary. An overview of the
boundary values used for the tests presented below are given in Appendix G.

Figure 4.16.: A sketch of the geometry for the converging-diverging nozzle. Here di =

2
√

Ai
π and dth = 2

√
Ath
π are the diameters of the inlet/outlet areas and the

throat area respectively.
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Figure 4.17.: The distribution of Mach number across the converging-diverging nozzle
described by Equation (4.2) for HLLC+S (red circles) and HLLCS (green
crosses) compared to the exact solution (black line).
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Figure 4.18.: Pressure across the nozzle with an inlet Mach≈ 0.15 for HLLC+S (red
circles) and HLLCS with FS (green crosses).

In Figure 4.17 the results of HLLC+S and HLLCS for inlet flows with Mach numbers
0.05, 0.15, 0.3, 2.28, 2.6 and 3.0 are plotted with the exact solution. HLLC+S and HLLCS
produce fairly similar results when the Mach number at the throat of the nozzle is far
away from Mach = 1. However, when the flow approaches Mach = 1, HLLC+S and
HLLCS differ much more. HLLCS’ result is clearly closer to the exact solution than the
result of HLLC+S. In addition, for the case with an inlet Mach number of 0.3, HLLC+S’
result is very clearly skewed towards the right with respect to the center of the nozzle.
This skewness is also present at other Mach numbers for HLLC+S though it is not quite
as obvious. This is not the case for HLLCS. The results found in the literature for this
test nozzle are comparable to those achieved by HLLCS. However some skewness can
be observed for the schemes presented in the literature as well, an AUSM+-up-based
scheme and a modified SIMPLE-type algorithm[47, 48].

We further inspect the simulated pressure and entropy for two inlet Mach numbers,
M = 0.8 and M = 2.6 for HLLC+S and HLLCS. The simulated pressures are presented
in Figure 4.18 for M = 0.8 and Figure 4.19 for M = 2.6. For the subsonic flow, the
pressure decreases as the nozzle area decreases and the pressure increases as the nozzle
area increases. For the supersonic flow, the opposite happens. This is consistent with
theory. Once again, it is clear that HLLC+S’ result is skewed. The specific entropy
is plotted across the nozzle for HLLC+S and HLLCS in Figures 4.20a and 4.20b for
M = 0.8 and M = 2.6, respectively. Note that we expect constant entropy as the flow is
smooth as discussed in Subsection 2.3.4. HLLC+S has a significantly increasing entropy
along the nozzle. This can explain the observed skewness of Mach number and pressure
across the nozzle for HLLC+S. It appears that the entropy production is greater for
greater area change as the specific entropy varies the most at the ends of the nozzle and
flattens towards the middle of the nozzle, where the area change dA

dx approaches 0.

If we zoom in enough, we can also see small variations in the specific entropy across
the pipe for HLLCS with RS. This is shown in Figure 4.20c for an inlet Mach number of
2.6. The variation in specific entropy is symmetric, so there is a clear connection between
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Figure 4.19.: Pressure across the nozzle with an inlet Mach≈ 2.6 for HLLC+S (red cir-
cles) and HLLCS with RS (blue plus signs)

the geometry of the nozzle and the error in specific entropy when RS is applied. Note
that the entropy is reduced within the geometry and restored and the edges. Though
the entropy reduction is very small this is worrying as entropy should always increase
or stay constant for such a system an never decrease. For subsonic flow, where HLLCS
with FS is used, the variations in entropy are within the error allowed in the Newton
solver and are likely caused by rounding errors. This means that for smooth subsonic
flow, the entropy is preserved for HLLCS with FS.

The CD nozzle tests show that both HLLC+S and HLLCS perform fairly well for
smooth nozzles. HLLCS is more accurate than HLLC+S, especially near Mach = 1.
When conducting these test however, different BCs were tested for subsonic flow, where
some BCs gave unstable flow. For unstable flow, HLLCS would obtain negative internal
energy and the simulation would crash whereas HLLC+S did not have this problem.
This suggests that though HLLCS is most accurate, HLLC+S is more robust.

4.2.6. Summary

In this section, a number of benchmark tests with ideal gas EOS have been conducted for
the HLLC+S and HLLCS solvers. Recall that HLLCS with FS approximates the source
at cell interfaces by RH relations for subsonic flow, using the solution of the nonlinear
system derived from the RH relations. We have not derived a similar source term for
supersonic flow. HLLCS with RS approximates the source at cell interfaces by the Roe
average of the states to the left and right of the interface. Lastly, HLLC+S approximates
the contribution of the source at cell centers by the source term defined in Subsection
3.1.4.

We first summarize the results for the non-resonant Riemann problems. Steady-state
tests show that only HLLCS with FS is well-balanced, i.e. it conserves the stationary
waves exactly. HLLCS with RS and HLLC+S do not conserve the steady-state, but
HLLCS with RS is closer than HLLC+S. The straightforward Riemann problem tests
further show that HLLC+S is less accurate than HLLCS. HLLC+S does not converge
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Figure 4.20.: Plots of simulated specific entropy across the nozzle for an inlet Mach of
0.15 (a) and 2.6 (b), and a zoomed in plot for HLLCS with RS for an inlet
Mach of 2.6 (c).
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to the exact solution and the error becomes large for strong source terms. Both HLLCS
with FS and RS converge to the exact solution, but HLLCS with RS converges slower.
For Riemann problems with multiple solutions, it is found that HLLCS with RS can
converge to an unphysical solution. This is not found for HLLCS with FS or HLLC+S.

Moving on to resonant cases, i.e. cases where waves resonate with the area change
possibly inducing further waves, we find that both HLLC+S and HLLCS with RS can
resolve such problems well. HLLCS with FS cannot be applied here. For Test 7, we
see once again that HLLCS is more accurate than HLLC+S. For Test 8, HLLC+S and
HLLCS approximate different parts of the exact solution and it is unclear which solution
is the most correct. The solution involves a stationary shock and entropy production
across the shock which HLLCS misses. HLLC+S includes the shock and thus the most
entropy production which might suggest that its solution is most physical.

Lastly, HLLC+S and HLLCS were tested for flow in a converging-diverging (CD)
nozzle for a range of inlet Mach numbers. For subsonic flow, HLLCS with FS is used
since it has been shown to be the most accurate method. HLLCS with RS is used for
supersonic flow. We find that HLLCS is once again more accurate than HLLC+S. The
exact solution for flow in converging-diverging nozzles has constant entropy. However,
HLLC+S has significant entropy production which increases for increasing dA

dx . HLLCS
with RS also has small variations in entropy that are symmetric with respect to the
center of the nozzle. Some of the variation involves entropy reduction, this is unphysical
and is therefore worrying even though the variations are very small. HLLCS with FS
conserves the entropy exactly. Note that we tested some unstable BCs for the CD nozzle
and HLLCS would crash for these whereas HLLC+S did not. This indicates that HLLCS
is less robust than HLLC+S.

Based on these results, HLLCS with FS is found to be the most promising solver due
to its superior accuracy especially for strong source terms. The solver needs, however,
extension for supersonic and resonant flow and modification to increase robustness. We
list some approaches to achieve this in the section for further work, 5.2.

4.3. Two-phase CO2 tests for HLLC+S

HLLC+S is implemented for a general EOS, and can readily be tested for two-phase flow.
Below, we test HLLC+S for flow in a converging-diverging nozzle, and two Riemann
problems suggested by Brown et al. [31] in order to determine whether the method is
robust enough to be applied to such problems.

4.3.1. Converging-diverging nozzle tests

In the following, we present three converging-diverging nozzle tests with two-phase CO2

flow modeled by the HEM with the PR EOS and solved by the HLLC+S method. All
the tests have subsonic flow at the inlet. We have chosen the boundary conditions such
that we get

Test 9: two-phase flow throughout the nozzle,
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Test 10: liquid flow which becomes saturated in the nozzle, and
Test 11: gas flow which becomes saturated in the nozzle.

The purpose of these tests is to investigate both how HLLC+S performs for two-phase
flow, and how the HEM models nozzle flow near and on the saturation line for CO2. The
nozzle has the same geometry as for the ideal gas test, given in Equation (4.2), where we
now use Ath = 1.0 cm2, Ai = 2.035 cm2, and the length of the nozzle is 10 cm. We use
Nj = 100 and the same kind of BCs are applied as for the ideal gas tests, i.e. we set the
stagnation condition at the inlet ghost cell and the pressure in the outlet ghost cell. The
values for the BCs are given in Table 4.12. The stagnation values – p = p0, T = T0, u = 0
– are used as the initial condition across the domain.

Table 4.12.: Boundary conditions for the two-phase converging-diverging nozzle tests.
At the inlet ghost cell j = 0, we set the stagnation condition so u0 = 0 ms−1

for all cases.

Test p0 (MPa) T0 (K) pNj+1 (MPa)

9 9.0 290 3.4
10 20 288 4.5
11 3.0 275 2.5

Test 9

We first present Test 9, which gives two-phase flow throughout the nozzle. In Figures
4.21, 4.22 and 4.23, the steady-state pressure, Mach number and mass fraction of gas
found by HLLC+S is plotted. The test gives subsonic two-phase flow which becomes
choked at the throat of the nozzle and then becomes supersonic in the diverging part
of the nozzle until a shock brings the flow back to subsonic as shown in Figure 4.22.
Figure 4.21 shows that the pressure decreases smoothly throughout the nozzle until the
shock gives an abrupt pressure-rise. Similarly the amount of gas increases until the shock
causes an abrupt decrease, see Figure 4.23. The simulated p − T path of the fluid is
shown in Figure 4.24. All the (p, T )-points lie perfectly on the saturation line for the
PR EOS.

Results of a similar form for a two-phase converging-diverging nozzle test are found
in [50], Case Study 2, where a 7-equation two-phase flow model is applied and strong
phase interactions and pressure relaxation are included. The phases are modelled by
the stiffened gas EOS. In the case study, there is also subsonic two-phase flow at the
inlet, the flow becomes choked at the throat and returns to subsonic by a shock. The
steady-state solutions for pressure and mass fraction of gas in [50] have the same general
form as we find for the two-phase CO2 test. The physical modelling in [50] tends to
equilibrium conditions, so it is not surprising that the results take a similar form to
those produced by the HEM. The similar results further suggest that HLLC+S works
well for solving two-phase flow in smooth nozzles with the HEM.
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Figure 4.21.: HLLC+S’ steady-state pressure solution across the converging-diverging
nozzle for Test 9, Nj = 100.
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Figure 4.22.: HLLC+S’ steady-state Mach number solution across the converging-
diverging nozzle for Test 9, Nj = 100.
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Figure 4.23.: HLLC+S’ steady-state solution for the mass fraction of gas across the
converging-diverging nozzle for Test 9, Nj = 100.
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Figure 4.24.: The p− T path of Test 9 for CO2 flow modeled by the HEM with the PR
EOS and solved by the HLLC+S solver.
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Figure 4.25.: HLLC+S’ steady-state solution for the pressure across the converging-
diverging nozzle for Test 10, Nj = 100.

Test 10

For Test 10 we have liquid flow at the nozzle inlet and the flow reaches saturation
within the nozzle. In Figures 4.25, 4.26 and 4.27, HLLC+S’ solution for the steady-state
pressure, Mach number and mass fraction of gas are plotted. As we see for the Mach
number and mass fraction of gas, plotted in Figures 4.26 and 4.27, Test 10 gives subsonic
flow until the throat is reached, where the flow becomes two-phase and supersonic. The
flow returns to subsonic with a shock. We see for the pressure, plotted in Figure 4.25,
that there is an outlier pressure-point just at the shock. Presumably, this is induced by
the numerical solver, HLLC+S, and not by the physical modelling as there is no clear
reason why the pressure should be so large at just one point. This raises some doubt
regarding HLLC+S’ accuracy in resolving strong steady shocks. However, the outlier
pressure point appears to have little impact on the simulated flow as a whole. The
p − T path is shown in Figure 4.28. Once the flow reaches saturation at the throat
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Figure 4.26.: HLLC+S’ steady-state solution for the Mach number across the converging-
diverging nozzle for Test 10, Nj = 100.
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Figure 4.27.: HLLC+S’ steady-state solution for the mass fraction of gas across the
converging-diverging nozzle for Test 10, Nj = 100.
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Figure 4.28.: The p−T path of Test 10 for CO2 flow modeled by the HEM with the PR
EOS and solved by the HLLC+S solver.
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Figure 4.29.: HLLC+S’ steady-state solution for the pressure across the converging-
diverging nozzle for Test 11, Nj = 100.

of the nozzle, the flow follows the saturation line. The shock brings the flow back to
single-phase liquid.

Test 11

Finally, we present Test 11 where we have gas flow at the inlet of the nozzle and the
flow reaches saturation within the nozzle. In Figures 4.29, 4.30 and 4.31, the HLLC+S
solution for the steady-state pressure, Mach number and mass fraction of gas are shown.
The flow stays subsonic throughout the nozzle as seen in the plot for the Mach number
in Figure 4.30. We see that the flow transitions in and out of the two-phase area in
Figure 4.31. This is reflected in the Mach number which is discontinuous at the points
of transition. The pressure solution is smooth, and the pressure is not restored at the
nozzle outlet due to the phase change along the saturation line, see Figure 4.29. In
Figure 4.32, the p− T path for Test 11 is shown. Again, the flow follows the saturation
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Figure 4.30.: HLLC+S’ steady-state solution for the Mach number across the converging-
diverging nozzle for Test 11, Nj = 100.
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Figure 4.31.: HLLC+S’ steady-state solution for the mass fraction of gas across the
converging-diverging nozzle for Test 11, Nj = 100.
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Figure 4.32.: The p−T path of Test 11 for CO2 flow modeled by the HEM with the PR
EOS and solved by the HLLC+S solver.
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line once it becomes two-phase.

Remarks on the results

We observe an interesting trend for all the tests: once the flow in the nozzle reaches the
saturation line, it becomes “locked” to saturation. The same trend is found by Zanzi
[51], see Figure 6.13 therein, for two-phase flow modeled by the HEM in a converging-
diverging nozzle, simulated with ANSYS CFX. This “locking” to the saturation line is
caused by the equilibrium assumption of the HEM, forcing phase change to keep the flow
saturated. If we had single-phase flow, the p−T path in the converging-diverging nozzle
would follow a different curve governed by the shape of the nozzle and the boundary
conditions, similarly to the flow for ideal gas.

Though the results are consistent with results in the literature where equilibrium [51]
or near-equilibrium [50] is imposed for the physical modelling of the system, experiments
suggest that the phase-change of CO2 in nozzles is a nonequilibrium process [51, 52, 53].
Zanzi [51] notes that a simple nonequilibrium model implemented in ANSYS Fluent,
the Lee model, fits experimental results better than the HEM. We also see in nozzle
experiments that the flow tends to pass the saturation line before condensation or evap-
oration occurs [52, 53]. This suggests that nonequilibrium models should be applied for
two-phase converging-diverging nozzle simulations.

4.3.2. Tests from Brown et al.

We will here conduct similar tests to those presented by Brown et al. in [31] for two-phase
flow with the PR EOS and a discontinuous cross-sectional area, Test 12 and Test 13.
For Test 12, the same test is also run for the ideal gas EOS and the result of HLLC+S is
compared to that of HLLCS with FS to determine how reliable HLLC+S is for resolving
such tests.

Test 12

This test is similar to Test 6 presented by Brown et al. [31] for the HEM with the PR
EOS and a discontinuous cross-sectional area. The initial conditions for the test is given
in Table 4.13, where αg is the volume fraction of gas. Here, the temperatures and αg
are chosen to match the initial conditions given for the two-phase tests by Brown et al.
[31], pL = 5 MPa, pR = 4 MPa, ρL = 829.1 kg m−3, ρR = 126.8 kg m−3. We use the same
parameters as Brown et al. provide for their test, x ∈ [0, 1]m, the discontinuity is at
x = 0.6 m, the CFL number is 0.3 and Nj = 1000.

Before we show the results of the test, some discussion is needed regarding the initial
conditions presented by Brown et al. [31]. Here, they set αg,R = 0.9. As two phases are
present at the right hand side in the initial condition, the flow must be saturated here.
The PR EOS gives a gas density of 116.5 kg m−3 and a liquid density of 865.3 kg m−3 for
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Table 4.13.: Initial conditions for Test 12.

p (MPa) u (ms−1) T (K) A (m3) αg (-)

Left 5 0 283.547 1 0.0
Right 4 0 278.565 0.5 0.986

the saturation pressure of 4 MPa1. If we use Brown et al.’s volume fraction, we get that

ρR = 0.9 · 116.5 kg m−3 + 0.1 · 865.3 kg m−3 = 191.38 kg m−3 6= 126.8 kg m−3,

so their initial condition is inconsistent. αg,R must be ≈ 0.986 to get the density of ρR ≈
126.8 kg m−3 as we have set in our initial condition. It seems like there may be some
error in Brown et al.’s two-phase implementation, giving ρ = 126.8 kg m−3 for a too low
αg. Due to this error, the results obtained here can only be compared to those of Brown
et al. [31] qualitatively.

HLLC+S’ solutions for pressure, density, velocity, Mach number, entropy and mass
fraction of gas are shown in Figures 4.33a, 4.33b, 4.33c, 4.34a, 4.34b and 4.34c, respec-
tively, at the times t = 0.1 ms, 0.7 ms and 1.2 ms. Here, earlier times than those shown
in Brown et al. [31] were chosen to ensure that the waves stay within the computational
domain. Similarly to their results, we get a shock to the right followed by a slower
contact-discontinuity and a rarefaction to the left.

The shock can be seen most clearly in the pressure and velocity plots at the positions
x ≈ 0.62 m, x ≈ 0.72 m, and x ≈ 0.82 m for the different times. The shock is accompanied
with an evaporation jump for the same positions as seen in Figure 4.34c. We see the
contact discontinuity in the density plot at the positions x ≈ 0.6 m, x ≈ 0.605 m, and x ≈
0.61 m. The entropy increases at the contact discontinuity, as it should. There is further
evaporation to the left of the area change as can be seen in the mass fraction of gas in
x ∈ [0.52, 0.6]m, see Figure 4.34c. Due to this, there is a “splitting” of the rarefaction
wave as the pure liquid and liquid-gas mixture have different speeds of sound. We see
in the pressure and velocity plots that the pure liquid rarefaction has travelled ≈ 0.56 m
reaching x ≈ 0.04 m, whereas the two-phase rarefaction has only travelled ≈ 0.08 m
reaching x ≈ 0.52 m at t = 1.2 ms. The same splitting effect of the rarefaction wave can
be observed in the depressurization test presented in Section 4.4. Such a splitting is not
present for Brown et al. [31] and their rarefaction appears to travel at the two-phase
speed of sound only. Lastly, both HLLC+S and the AUSM+-up scheme in [31] get a
spike in the density at x = 0.6 m. A spike is also present for the pressure at x = 0.6 m.

As no reference solution exists for this problem, we present a convergence study for
HLLC+S . In Figures 4.35a, 4.35b and 4.35c we present the pressure, velocity and gas
mass fraction solutions obtained at t = 1 ms for Nj = 100, 500, 1000 and 10000 grid
cells. Based on these plots, it seems like the solution of HLLC+S has indeed converged.

1For reference, the Span-Wagner EOS specifically designed for CO2 gives ρsat,g = 115.7 kg m−3 and
ρsat,l = 894.0 kg m−3 for psat = 4 MPa, where ∗sat denotes saturation. This can be found in various
online CO2 calculators. We have used https://www.peacesoftware.de/einigewerte/co2_e.html.
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Figure 4.33.: HLLC+S’ solution for pressure (a), density (b) and velocity (c) for Test
12.

85



4. Numerical tests

0.0 0.2 0.4 0.6 0.8 1.0
x (m)

0.00

0.05

0.10

0.15

0.20

M
ac

h 
nu

m
be

r

t  0.1 ms
t  0.7 ms
t  1.2 ms

(a) Mach number

0.0 0.2 0.4 0.6 0.8 1.0
x (m)

30

35

40

45

50

55

s (
JK

1 k
g

1 )

t  0.1 ms
t  0.7 ms
t  1.2 ms

(b) Entropy

0.0 0.2 0.4 0.6 0.8 1.0
x (m)

0.0

0.2

0.4

0.6

0.8

1.0

M
as

s f
ra

ct
io

n 
of

 g
as

t  0.1 ms
t  0.7 ms
t  1.2 ms

(c) Mass fraction of gas

Figure 4.34.: HLLC+S’ solution for Mach number (a), entropy (b) and mass fraction of
gas (c) for Test 12.
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Figure 4.35.: HLLC+S’ solution for pressure (a), velocity (b) and mass fraction of gas
(c) at t = 1 ms for Test 12 with grid refinement.
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Figure 4.36.: Density solution for HLLC+S (red dashed line) and HLLCS with FS (green
dashdotted line) at t = 0.02 s for Test 12 with ideal gas EOS.

Finally, we study the same test case with ideal gas EOS and compare the solution of
HLLC+S to HLLCS’ solution in order to see how accurate HLLC+S is for tests like Test
12. In Figure 4.36 the density solution of HLLC+S and HLLCS is shown at t = 0.02 s
across x ∈ [0, 1.5]m. Both solutions contain a shock followed by a slow-moving contact
discontinuity, the stationary wave across the area change and a rarefaction. Here there
is no splitting of the rarefaction wave because we have single-phase flow. The results of
HLLC+S and HLLCS differ significantly in the area between the left rarefaction and the
right shock. Based on previous results it is likely that HLLCS approximates the exact
solution. HLLC+S is likely inaccurate for this test due to the strong source term across
the area change.

Note that for both the two-phase test and the ideal gas test, HLLC+S has a spike
in its density near the area change. HLLCS does not have this for the ideal gas test.
The test case is somewhat similar to the strong source Riemann test in Subsection 4.2.2.
Here HLLC+S has a spike in its pressure solution at the area change, whereas the exact
solution and HLLCS’ solution does not have a spike. This suggests that the two-phase
test should not have a spike in its density or pressure either. The AUSM+-up scheme
also gives a spike for the test run by Brown et al. [31], suggesting that neither HLLC+S
nor AUSM+-up are very accurate for cases like Test 12.

Test 13

Brown et al. [31] also introduce a test to investigate the interaction of a shock wave
with a cross-sectional area reduction for two-phase flow. The initial condition for this
test is given in Table 4.14. The initial condition is similar to that of Test 12, but the
area change occurs now at x = 0.9 m instead of x = 0.6 m. Once again we use the same
number of grid cells and CFL number as Brown et al. [31], Nj = 1000 and C = 0.3.
The computational domain for the test is within x ∈ [0, 1.5]m.
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Table 4.14.: Initial conditions for Test 13.

p (MPa) u (ms−1) T (K) A (m3) αg (-)

x < 0.6 m 5 0 283.547 1 0.0
0.6 m < x < 0.9 m 4 0 278.565 1 0.986

x > 0.9 m 4 0 278.565 0.5 0.986

The HLLC+S solution for pressure, density, velocity, Mach number, entropy, and mass
fraction of gas are shown in Figures 4.37a, 4.37b, 4.37c, 4.38a, 4.38b, and 4.38c, respec-
tively, for the times 1.5 ms, 2.0 ms and 2.5 ms. For this test the pure liquid rarefaction
moves out of the domain just as the shock reaches the area reduction at t = 1.5 ms. We
can see clearly from the pressure plot in Figure 4.37a that the shock is partially reflected
and partially transmitted. The reflection causes a significant decrease in the fluid speed
to the left of the area change as seen in Figure 4.37c. There is also some increase in the
amount of vapour for the reflected shock as shown in Figure 4.38c. Brown et al. [31] get
similar behaviour for their test.

Once again there is a peak for the pressure and density of the fluid at the area change,
though this is easiest to spot for the pressure. We suspect that this is introduced by the
inaccuracy of the HLLC+S scheme across the area change. HLLC+S also introduces a
bump in the pressure and velocity solutions to the right of the shock. We would expect
the pressure and velocity to be constant here. The bump is likely caused by HLLC+S’
poor resolution of the stationary state, giving a fictitious wave travelling to the right.
This effect is not seen for the AUSM+-up scheme.

4.3.3. Summary

In this section, two-phase tests have been conducted for HLLC+S with the HEM and
the Peng-Robinson EOS. We have conducted simulations for two-phase CO2 flow in a
converging-diverging nozzle and studied two Riemann problems suggested by Brown et
al [31].

The results for the converging-diverging nozzle test shows that HLLC+S can resolve
the two-phase flow with the HEM fairly well. However we see an odd peak for one of
the simulations which includes a strong steady shock in the nozzle. We suspect the peak
comes from an inaccuracy of the HLLC+S method. We observe that the flow follows
the saturation line once it becomes two-phase within the nozzle for the HEM.

We have further attempted to recreate the two two-phase tests presented in Brown
et al. [31], Test 12 and Test 13. We provide initial conditions for the tests which give
similar initial states as those Brown et al. give for their tests. The tests show that
HLLC+S is robust enough to be used for two-phase flow with large cross-sectional area
changes. In both Test 12 and Test 13, it is suspected that HLLC+S provides a somewhat
inaccurate solution, however. This is due to the presence of a peak in the pressure and
density for the solution of both test cases.
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Figure 4.37.: HLLC+S’ solution for pressure (a), density (b) and velocity (c) for Test
13.
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Figure 4.38.: HLLC+S’ solution for Mach number (a), entropy (b) and mass fraction of
gas (c) for Test 13.
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Figure 4.39.: Sketch of the system being simulated.

When Test 12 is run with the ideal gas EOS, HLLC+S again gives a peak in the density,
whereas HLLCS does not. As HLLCS is more accurate than HLLC+S, we assume that
this peak should not be present in the solution. Brown’s AUSM+-up scheme also gives
a peak in their test, suggesting that this solver has a similar error as HLLC+S. For Test
13 there is also a bump in the solution where the flow should be uniform. We suspect
this is caused by HLLC+S not being well-balanced, such that a fictitious wave is created
across the area change for steady-state flow.

4.4. Test of boundary conditions for the Euler equations:
full-bore depressurization

In this section, numerical results for a full-bore depressurization to ambient air of a pipe
with high-density liquid CO2 are presented for Lax Friedrichs (LxF) and HLLC. For the
simulations, the HEM is used with the Peng-Robinson (PR) EOS. The three different
BCs for subsonic flow outlined in Section 3.2 are tested for both methods and the results
are compared to experimental data provided by SINTEF Energy Research [12].

4.4.1. Depressurization setup and results

The experimental data is measured at SINTEF Energy Research’s newly built exper-
iment rig for pipe depressurization of CO2 [54]. This facility is part of the European
Carbon Dioxide Capture and Storage Laboratory Infrastructure (ECCSEL). The rig has
a pipe with a rupture disk at one end and a solid wall at the other end. When the disk
separating the high-pressure CO2 from the ambient air is ruptured, the depressurization
experiment starts.

In Figure 4.39, the layout of the pipe is sketched. x = 0 is set at the position of the
rupture disk and the positions of pressure sensors are measured by their distance from

Table 4.15.: Initial conditions for the full-scale depressurization test, inside the pipe and
outside.

p (MPa) u (ms−1) T (K) αg (-)

Inside 125 0 295 0
Outside 1 0 295 1
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the disk. We therefore get flow in the negative x-direction. The initial condition for the
test is presented in Table 4.15.

The results of numerical simulations for pressure across the pipe at t = 0.05 s are
plotted with SINTEF’s experimental pressure measurements in Figures 4.40a and 4.40b
for LxF and HLLC respectively. We see for both methods that the results agree fairly
well with the experimental data, validating both the two-phase modelling in general and
the wave-speed estimate for HLLC given in Subsection 3.1.9. The good agreement with
experimental data suggests that the phases are indeed well-mixed in the depressuriza-
tion such that the HEM performs well. The experimental pressure point at x = 20 m
suggests that there should be a positive slope to the pressure in the approximate area
x ∈ [10, 20]m, where both LxF and HLLC give a flat plateau, however. Effects which
we have omitted in the physical modelling such as friction and heat conduction from
the pipe wall would likely give a pressure increase as we see in the experimental data.
More accurate results will likely also be achieved by applying the Span-Wagner EOS,
[55] which is specifically designed for CO2, instead of the PR EOS.

We will now investigate the results of each method more closely. For LxF, the result
shows that the different BCs perform fairly similarly, with the Characteristic BC provid-
ing the result closest to the experimental data. For HLLC, the resulting pressure for the
different BCs are practically overlapping with the exception of a much lower pressure at
the first grid cell in the domain for the Naive BC than for the other BCs. One may note
that HLLC has a sharper transition in the pressure near the pipe outlet (x = 0 m) than
what is found experimentally. LxF appears to fit the experimental data better. HLLC
has little numerical dissipation [35, 45], whereas LxF is a very dissipative method. It
seems like the numerical dissipation added by LxF happens to “correct” to some extent
the physical modelling lacking dissipation from friction and heat conduction. When the
grid for LxF is refined to 5000 grid cells, it also obtains a sharper transition in the
pressure than what is found experimentally, as shown in Figure 4.41.

We further assess the results for LxF and HLLC with different BCs by comparing their
Mach numbers across the pipe. The flow should be subsonic within the pipe and choked
at the pipe outlet. The simulated Mach number at t = 0.05 s is plotted for x ∈ [0, 40]m
for LxF and HLLC with the different BCs in Figures 4.42a and 4.42b, respectively. Note
first that the sudden fall in Mach number for LxF and HLLC, near x = 10 m for LxF
and x = 5 m for HLLC, indicates the transition from two-phase to liquid flow, and the
positions differ as LxF spreads the phases out more due to its dissipative nature.

All the BCs perform similarly for the Mach number within the pipe where the flow is
indeed subsonic. The outlet Mach numbers vary, however. For LxF there is supersonic
flow in the first 2 − 3 grid cells near the outlet at x = 0 m for both the Bernoulli BC
and the Naive BC. The Characteristic BC gives choked flow. For HLLC there is only
supersonic flow in the first grid cell with the Naive BC, otherwise the flow is choked.
Interestingly, the Naive BC performs worse when applied with HLLC than with LxF.
For future simulation purposes the Characteristic BC should be applied if the flow near
and at the outlet is of interest, but otherwise all BCs can be applied for flow within the
pipe.
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Figure 4.40.: Simulated results using LxF (a) and HLLC (b) on the HEM with the PR
EOS and three different BCs as outlined in Section 3.2, Nj = 500 and
t = 0.05 s. The results are compared to experimental data provided by
SINTEF Energy Research.
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Figure 4.41.: Simulated results using LxF on the HEM with the PR EOS and three
different BCs as outlined in Section 3.2, Nj = 5000 and t = 0.05 s. The
results are compared to experimental data provided by SINTEF Energy
Research.

0 10 20 30 40
x (m)

0.00

0.25

0.50

0.75

1.00

1.25

M
ac

h 
nu

m
be

r

Naive BC
Bern. BC
Char. BC

(a) LxF

0 10 20 30 40
x (m)

0.00

0.25

0.50

0.75

1.00

1.25

M
ac

h 
nu

m
be

r

Naive BC
Bern. BC
Char. BC

(b) HLLC

Figure 4.42.: Simulated Mach number across the pipe using LxF (a) and HLLC (b) on the
HEM with PR EOS and three different BCs for subsonic flow as outlined
in Section 3.2. Nj = 500 and t = 0.05 s.
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4.4.2. Summary

A depressurization test has been conducted to validate the modelling of the CO2 flow
in pipes with LxF and HLLC on the HEM with the PR EOS, and to test different BCs.
The simulated results agree with experimental data, and differences can be attributed
to the physical modelling omitting friction and thermal conduction from the pipe walls.
The agreement with experimental results further validates the Roe average wave speed
estimate for the Euler equations presented in Subsection 3.1.9.

For the depressurization simulations, three outflow BCs were tested, the Naive BC,
the Bernoulli BC and the Characteristic BC. The Characteristic BC was found to be
the most accurate, reaching choked flow at the outlet for both HLLC and LxF. The
Bernoulli BC gives choked flow at the outlet for HLLC, but not for LxF, and the Naive
BC reaches supersonic flow at the outlet for both methods. All the BCs give similar
results for the flow within the pipe.

96



5. Conclusions and further work

5.1. Summary and conclusions

In this work, the HLLC method has been extended for flow in pipes with varying cross-
sectional area, and the two proposed methods, HLLC+S and HLLCS, have been applied
to a range of benchmark tests with the ideal gas EOS. HLLC+S has also been tested for
two-phase CO2 flow with the PR EOS and the HEM on a converging-diverging nozzle
and two tests proposed by Brown et al [31]. Lastly, LxF and HLLC have been tested
with different outflow BCs for the simulation of a full-bore CO2 pipe depressurization.

Flow in pipes with varying cross-sectional area
The FVMs HLLC+S and HLLCS have been proposed to solve flow in pipes with varying
cross-sectional area. HLLC+S simply adds a source term to the well-known HLLC
method, whereas HLLCS is a new approximate Riemann solver including the additional
stationary wave accounting for the source term present.

HLLC+S is found to be the least accurate method. As found from tests with the
ideal gas EOS, the solver is not well-balanced, i.e. it does not conserve the steady-state.
Furthermore, the solver does not converge to the exact solution for discontinuous area
change and its error becomes large for strong source terms. For sufficiently small source
terms, HLLC+S can be applied for straightforward problems in addition to problems
with resonance and non-uniqueness, so it has valuable generality. HLLC+S is also tested
for two-phase CO2 flow in a converging-diverging nozzle and for tests suggested by Brown
et al. [31]. The tests indicate that HLLC+S is robust enough for two-phase simulations,
though its results are likely somewhat inaccurate for sharp area changes. Simulations of
two-phase flow with the HEM in converging-diverging nozzles are consistent with results
in the literature where equilibrium [51] or near-equilibrium [50] is imposed. We observe,
for the HEM, that when the fluid reaches saturation within the nozzle, the pressure and
temperature follows the saturation line.

HLLCS has been tested with two possible source terms, the Roe average-based source
term (RS) and the flux-based source term (FS). FS is based on subsonic flow and is not
used for supersonic flow. HLLCS assumes a specific wave structure for the problem and
requires the solution of a nonlinear system for subsonic flow. It is found that the system
usually has two solutions for ideal gas. However, the system does not have a solution
for resonant problems, where HLLCS’ assumption of the wave structure is incorrect. FS
requires the solution of this system to give a good estimate of the source term. Therefore,
HLLCS with FS cannot be used for resonant problems.

Results from the benchmark tests with ideal gas EOS show that HLLCS with FS has
superior accuracy for non-resonant, subsonic flow. The solver is well-balanced, handles
strong source terms and chooses the physical solutions for the non-unique Riemann
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problems tested. For tests with supersonic and resonant flow, HLLCS with RS performs
well and is more accurate than HLLC+S. We note, however, that HLLCS with RS finds
the unphysical solution for one of the non-unique Riemann problems tested.

The results are promising and suggest that the HLLCS solver should be extended for
two-phase flow due to its superior accuracy. HLLCS in its current form is, however, not
general nor very robust due to the nonlinear system for subsonic flow, which can have
multiple or zero solutions. This can be improved upon as we will come back to in the
suggestions for further work.

Depressurization test

LxF and HLLC have been tested for the simulation of a CO2 pipe depressurization. For
the simulations, the PR EOS with the HEM was used. Three different outflow BCs were
tested for the simulations: the Naive BC, the Bernoulli BC and the Characteristic BC.
All the BCs gave similar results for the flow within the pipe, but different flow just at
the pipe outlet. The Characteristic BC is most accurate at the outlet, as expected. The
simulations agree with experimental data, and differences can be explained by the phys-
ical model in the simulation lacking friction and thermal conduction from the pipe walls.
The agreement suggests that the phases are well-mixed during the depressurization, and
that the wavespeed estimate for HLLC works well.

5.2. Suggestions for further work

• An FS-type source term for HLLCS can be derived for supersonic flow as well,
using Rankine-Hugoniot conditions similarly to the approach for subsonic flow.
Then, the well-balanced property achieved for subsonic flow for HLLCS with FS
can likely be extended for supersonic flow as well.

• A condition can be determined to recognize resonant flow in the HLLCS solver.
If resonant flow is found, RS can be automatically applied and the same HLLCS
algorithm can be applied for resonant and non-resonant problems alike.

• A linearization of the HLLCS solver can be investigated to remove the unpre-
dictable factor of the nonlinear system for subsonic flow. This may make the
solver more general, efficient and robust. Then, special considerations will likely
not be needed for resonant cases.

• HLLCS can be extended for a general EOS and tested for two-phase flow. Even if
HLLCS is found to not be robust enough for tough cases with two-phase flow, it
can likely still be used as a reference for less tough cases to check the accuracy of
other, more robust methods.

• Different discretizations of the source term in HLLC+S, which is already a general
and robust method, can be explored to increase the method’s accuracy.

• Nonequilibrium models can be explored for the two-phase flow of CO2 in nozzles.
This will likely increase the accuracy of nozzle simulations, since experimental
results from the literature suggest that the phase-change in nozzles is a nonequi-
librium process, as noted in Subsection 4.3.1.
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A. Full derivation of the general Jacobian
matrix for the Euler equations

We have the following;

U =


U1

U2

U3

 =


ρ

ρu

E

 , F (U) =


F1

F2

F3

 =


ρu

ρu2 + p

(E + p)u.


and wish to find

A(U) =


∂F1
∂U1

∂F1
∂U2

∂F1
∂U3

∂F2
∂U1

∂F2
∂U2

∂F2
∂U3

∂F3
∂U1

∂F3
∂U2

∂F3
∂U3

 .

In order to find A, we must first find differential relations between the different variables
u, e, and p and dUi, i = 1, 2, 3. First we find an expression for du;

dU2 = d(ρu) = udρ+ ρdu = udU1 + ρdu

⇒ du = −u
ρ
dU1 +

1

ρ
dU2.

Then we can find de by dU3;

dU3 = d

(
ρ(e+

1

2
u2)

)
= d (ρe) + d

(
1

2
ρu2

)
= edU1 + ρde+

1

2
ρdu2 +

1

2
u2dU1

= edU1 + ρde+ uρdu+
1

2
u2dU1.

Here we can insert the relation found above for du;

dU3 = edU1 + ρde+ uρ

(
−u
ρ
dU1 +

1

ρ
dU2

)
+

1

2
u2dU1,

and rearrange to give

dU3 =

(
e− 1

2
u2

)
dU1 + ρde+ udU2

⇒ de = −1

ρ

(
e− 1

2
u2

)
dU1 −

u

ρ
dU2 +

1

ρ
dU3.
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A. Full derivation of the general Jacobian matrix for the Euler equations

Since we want to prove this generally, we cannot assume an equation of state relation
between e, ρ and p. However, the following general relation holds:

dp =

(
c2 − p

ρ
Γ

)
dρ+ Γρde.

Using the relations found above we can now express dF in terms of dU .

dF1 = dU2,

dF2 = d
(
ρu2 + p

)
= udU2 + ρudu+ dp

= udU2 + ρu

(
−u
ρ
dU1 +

1

ρ
dU2

)
+

(
c2 − p

ρ
Γ

)
dU1

+ Γρ

(
−1

ρ

(
e− 1

2
u2

)
dU1 −

u

ρ
dU2 +

1

ρ
dU3

)
=

(
c2 − u2 − Γ

(
e+

p

ρ
− 1

2
u2

))
dU1 + (2u− Γu) dU2 + ΓdU3

and, finally

dF3 = d

((
ρ(e+

1

2
u2) + p

)
u

)
= ud

(
ρ(e+

1

2
u2) + p

)
+

(
ρ(e+

1

2
u2) + p

)
du

= udU3 + udp+

(
ρ(e+

1

2
u2) + p

)
du

= udU3 + u

(
(c2 − p

ρ
Γ)dU1 + Γρde

)
+

(
ρ(e+

1

2
u2) + p

)(
−u
ρ
dU1 +

1

ρ
dU2

)
= udU3 + u

(
c2 − p

ρ
Γ

)
dU1 + uΓρ

(
−1

ρ
(e− 1

2
u2)dU1 −

u

ρ
dU2 +

1

ρ
dU3

)
+

(
ρ(e+

1

2
u2) + p

)(
−u
ρ
dU1 +

1

ρ
dU2

)
= u

(
c2 − Γ(e− 1

2
u2 +

p

ρ
)− e− 1

2
u2 − p

ρ

)
dU1 +

(
(e+

1

2
u2 +

p

ρ
)− u2Γ

)
dU2

+ (Γ + 1)udU3

= u

(
c2 + Γu2 − (Γ + 1) (e+

1

2
u2 +

p

ρ
)

)
dU1 + (e+

1

2
u2 +

p

ρ
− Γu2)dU2

+ (Γ + 1)udU3.
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This finally gives us the general Jacobian matrix for the Euler equations:

A =


0 1 0

c2 − u2 − Γ(e+
p

ρ
− 1

2
u2) (2− Γ)u Γ

u

(
c2 − (Γ + 1)(e+

1

2
u2 +

p

ρ
) + Γu2

)
e+

p

ρ
+

1

2
u2 − Γu2 (Γ + 1)u
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B. Proof of the form of the characteristic
variables for the Euler equations

As explained in Section 2.2.1, the characteristic variables are defined by ∂W = R−1∂U ,
where R−1 is the inverse of the right eigenvector matrix of the Jacobian matrix A of
the Euler equations. The right eigenvectors are given in Equation (2.14), producing the
following right eigenvector matrix;

R = [r1, r2, r3] =


1 1 1

u− c u u+ c

H − uc H − c2

Γ H + uc

 , (B.1)

where H = E+p
ρ = e+ p

ρ + 1
2u

2. The inverse of this matrix can be found using a symbolic
computation program such as Maple for example, or as I have used; the symbolic python
library SymPy. This gives

R−1 =


1

2
+
u

2c
− Γ

2c2
(H − u2) − 1

2c2
(c+ Γu)

Γ

2c2

Γ

c2
(H − u2)

Γu

c2
− Γ

c2

−1

2
+
u

2c
+

Γu

c
− Γ

2c2
(H + u2)

1

2c2
(c− Γu)

Γ

2c2

 . (B.2)

We then get

∂W = R−1∂U (B.3)

=


1

2
+
u

2c
− Γ

2c2
(H − u2) − 1

2c2
(c+ Γu)

Γ

2c2

Γ

c2
(H − u2)

Γu

c2
− Γ

c2

−1

2
+
u

2c
+

Γu

c
− Γ

2c2
(H + u2)

1

2c2
(c− Γu)

Γ

2c2




∂ρ

∂(ρu)

∂E

 . (B.4)

Here,
∂(ρu) = ρ∂u+ u∂ρ

and

∂E = ∂

(
ρ(e+

1

2
u2)

)
= ρ∂e+ e∂ρ+ ρu∂u+

1

2
u2∂ρ.
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In addition, as we assume that p = p(ρ, e), the following relation can be used

∂p = (c2 − p

ρ
Γ)∂ρ+ Γ∂e,

as usual. This relation can be solved for ∂e, giving

∂e =
1

Γρ
∂p− 1

Γρ
(c2 − Γ

p

ρ
)∂ρ.

Inserting the relations for ∂(ρu), ∂E and ∂e in Equation (B.4), we finally get

∂W =


− ρ

2c
∂u+

1

2c2
∂p

∂ρ− 1

c2
∂p

ρ

2c
∂u+

1

2c2
∂p

 . (B.5)

109



C. Proof of entropy being constant along
lines of smooth flow

The Euler equations can be manipulated to show that the entropy in the system will stay
constant along lines of smooth flow. This can be shown by first using the momentum
conservation law (2.8) and the mass conservation law (2.7) to express how the kinetic
energy changes over time.

∂(ρu)

∂t
+
∂(uρu)

∂x
+
∂p

∂x
= 0

u
∂(ρu)

∂t
+ u

∂(uρu)

∂x
+ u

∂p

∂x
= 0

u2∂ρ

∂t
+ uρ

∂u

∂t
+ u2∂(ρu)

∂x
+ uρu

∂u

∂x
+ u

∂p

∂x
= 0

1

2
u2∂ρ

∂t
+ uρ

∂u

∂t
+

1

2
u2∂(ρu)

∂x
+ uρu

∂u

∂x
+ u

∂p

∂x
= −1

2
u2

���
���

��:0(
∂ρ

∂t
+
∂(ρu)

∂x

)
⇒

∂(1
2ρu

2)

∂t
+
∂(u1

2ρu
2)

∂x
+ u

∂p

∂x
= 0

The kinetic energy evolution can then be subtracted from the energy conservation law
(2.9).

∂E

∂t
+
∂(uE)

∂
+
∂(uP )

∂
= 0

∂(ρe)

∂t
+
∂(1

2ρu
2)

∂t
+
∂(uρe)

∂x
+
∂(u1

2ρu
2)

∂x
+
∂(up)

∂x
= 0

∂(ρe)

∂t
+
∂(uρe)

∂x
+
∂(up)

∂x
− u∂p

∂x
= 0

∂(ρe)

∂t
+
∂(uρe)

∂x
+ p

∂u

∂x
= 0

This can be expanded, rearranged, and the conservation of mass can be used to cancel
terms;

e
��

���
���:

0(
∂ρ

∂t
+
∂(ρu)

∂x

)
+ ρ

∂e

∂t
+ ρu

∂e

∂x
+ p

∂u

∂x
= 0

Using the first law of thermodynamics

de = Tds+
p

ρ2
dρ,
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this can be written in terms of entropy giving:

ρT
∂s

∂t
+
p

ρ

∂ρ

∂t
+ ρuT

∂s

∂x
+ u

p

ρ

∂ρ

∂x
+ p

∂u

∂x
= 0

ρT
∂s

∂t
+ ρuT

∂s

∂x
+
p

ρ���
���

���
��:0(

∂ρ

∂t
+ u

∂ρ

∂x
+ ρ

∂u

∂x

)
= 0.

This finally yields:
∂s

∂t
+ u

∂s

∂x
= 0,

which means that the entropy is constant along smooth lines of flow.
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D. Full derivation of the general Jacobian
matrix for the Euler equations with area
change

We have the following;

U =


U1

U2

U3

U4

 =


ρA

ρuA

EA

A

 , F (U) =


F1

F2

F3

F4

 =


ρuA

(ρu2 + p)A

(E + p)uA

0

 ,S =


S1

S2

S3

S4

 =


0

p∂A∂x

0

0

 .

where E = ρ(e+ 1
2u

2) and we wish to find A(U) such that the system

(ρA)t + (ρuA)x = 0 (D.1)

(ρuA)t +
(
(ρu2 + p)A

)
x
− pAx = 0 (D.2)

(EA)t + ((E + p)uA)x = 0 (D.3)

At = 0 (D.4)

can be written on the form

U t + A(U)Ux = 0. (D.5)

We know a priori that the Jacobi matrix will be on the form

A(U) =



∂F1

∂U1

∂F1

∂U2

∂F1

∂U3

∂F1

∂U4

∂F2

∂U1

∂F2

∂U2

∂F2

∂U3

∂F2

∂U4
− p

∂F3

∂U1

∂F3

∂U2

∂F3

∂U3

∂F3

∂U4

∂F4

∂U1

∂F4

∂U2

∂F4

∂U3

∂F4

∂U4


, (D.6)

where the p being subtracted from
∂F2

∂U4
comes from the source term p

∂A

∂x
= p

∂U4

∂x
.
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In order to find A, we must first find differential relations between the different vari-
ables u, e, and p and dUi, i = 1, 2, 3, 4. First we find an expression for du;

dU2 = d(ρuA) = ud(ρA) + ρAdu = udU1 + ρAdu

⇒ du = − u

ρA
dU1 +

1

ρA
dU2. (D.7)

Then we can find de by dU3;

dU3 = d

(
ρ(e+

1

2
u2)A

)
= d (ρAe) + d

(
1

2
ρAu2

)
= edU1 + ρAde+

1

2
ρAdu2 +

1

2
u2dU1

= edU1 + ρAde+ uρAdu+
1

2
u2dU1.

Here we can insert the relation found above for du;

dU3 = edU1 + ρAde+ uρA

(
− u

ρA
dU1 +

1

ρA
dU2

)
+

1

2
u2dU1,

and rearrange to give

dU3 =

(
e− 1

2
u2

)
dU1 + ρAde+ udU2

⇒ de = − 1

ρA

(
e− 1

2
u2

)
dU1 −

u

ρA
dU2 +

1

ρA
dU3. (D.8)

We assume a general equation of state p = p(ρ, e). Then the following general relation
holds:

dp =

(
c2 − p

ρ
Γ

)
dρ+ Γρde. (D.9)

This can be rewritten in terms of dUi, i = 1, 2, 3, 4.

dp =

(
c2 − p

ρ
Γ

)
d

(
ρA

A

)
+ Γρde

=

(
c2 − p

ρ
Γ

)(
−(ρA)

1

A2
dA+

1

A
d(ρA)

)
+ Γρde

=

(
c2 − p

ρ
Γ

)(
−(ρA)

1

A2
dU4 +

1

A
dU1

)
+ Γρ

(
− 1

ρA

(
e− 1

2
u2

)
dU1 −

u

ρA
dU2 +

1

ρA
dU3

)
(D.10)

113



D. Full derivation of the general Jacobian matrix for the Euler equations with area change

Using the relations found above we can now express dF1, dF2 and dF3 in terms of dU .

dF1 = dU2,

dF2 = d
(
(ρu2 + p

)
A)

= udU2 + ρuAdu+Adp+ pdA

= udU2 + ρuA

(
− u

ρA
dU1 +

1

ρA
dU2

)
+A

(
c2 − p

ρ
Γ

)(
−(ρA)

1

A2
dU4 +

1

A
dU1

)
+AΓρ

(
− 1

ρA

(
e− 1

2
u2

)
dU1 −

u

ρA
dU2 +

1

ρA
dU3

)
+ pdU4

=

(
c2 − u2 − Γ

(
e+

p

ρ
− 1

2
u2

))
dU1 + (2− Γ)udU2 + ΓdU3 +

(
p(Γ + 1)− ρc2

)
dU4,

and

dF3 = d

((
ρ(e+

1

2
u2) + p

)
uA

)
= ud

(
ρ(e+

1

2
u2)A+ pA

)
+

(
ρ(e+

1

2
u2)A+ pA

)
du

= udU3 + ud(pA) +

(
ρ(e+

1

2
u2)A+ pA

)
du

= udU3 + u[Adp+ pdA] +

(
ρ(e+

1

2
u2)A+ pA

)
du

= udU3 + u

[
A

(
c2 − p

ρ
Γ

)(
−(ρA)

1

A2
dU4 +

1

A
dU1

)
+AΓρ

(
− 1

ρA

(
e− 1

2
u2

)
dU1 −

u

ρA
dU2 +

1

ρA
dU3

)
+ pdU4

]
+

(
ρ(e+

1

2
u2)A+ pA

)(
− u

ρA
dU1 +

1

ρA
dU2

)
= u

(
c2 − p

ρ
Γ

)
dU1 − u

(
Γ

(
e− 1

2
u2

))
dU1 − u

(
e+

1

2
u2 +

p

ρ

)
dU1

− u2ΓdU2 +

(
e+

1

2
u2 +

p

ρ

)
dU2

+ udU3 + uΓdU3

+ u
(
pΓ− ρc2

)
dU4 + updU4

= u

(
c2 − (Γ + 1) (e+

1

2
u2 +

p

ρ
) + Γu2

)
dU1 +

(
e+

1

2
u2 +

p

ρ
− Γu2

)
dU2

+ u(Γ + 1)dU3 + u
(
p(Γ + 1)− ρc2

)
dU4.

This finally gives us the general Jacobian matrix for the Euler equations with area
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change:

A =



0 1 0 0

c2 − u2 − Γ(e+
p

ρ
− 1

2
u2) (2− Γ)u Γ Γp− ρc2

u

(
c2 − (Γ + 1)(e+

1

2
u2 +

p

ρ
) + Γu2

)
e+

p

ρ
+

1

2
u2 − Γu2 (Γ + 1)u u

(
p(Γ + 1)− ρc2

)
0 0 0 0


.

115



E. Full derivation of the Jacobian matrix of
the nonlinear system in HLLCS for
positive subsonic flow

E.1. Introduction

We have the following set of equations

f =

 ALρ
−
L (p−L )u−L (p−L )−ARρ+

R

(
p+
R, s(p

−
L )
)
u+
R(p+

R)

h+
R

(
p+
R, s(p

−
L )
)

+ 1
2

(
u+
R(p+

R)
)2 − [h−L (p−L , s(p−L )

)
+ 1

2

(
u−L (p−L )

)2]
 , (E.1)

with the Jacobian matrix

df =


∂f1

∂p−L

∂f1

∂p++
R

∂f2

∂p−L

∂f2

∂p++
R

 . (E.2)

We have that

ρ−L (p−L ) = ρL
SL − uL

SL − u−L (p−L )
, (E.3)

u−L (p−L ) = uL +
p−L − pL

ρL(SL − uL)
, (E.4)

E−
L (p−L ) = ρ−L (p−L )

(
EL
ρL

+ (u−L (p−L )− uL)

(
u−L (p−L ) +

pL
ρL(SL − uL)

))
, (E.5)

and

ρ++
R (p++

R ) = ρR
SR − uR

SR − u++
R (p++

R )
, (E.6)

u+
R(p++

R ) = u++
R = uR +

p++
R − pR

ρR(SR − uR)
. (E.7)

E++
R (p++

R ) = ρ++
R (p++

R )

(
ER
ρR

+ (u++
R (p++

R )− uR)

(
u++
R (p++

R ) +
pR
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(E.8)
This gives the following general derivatives with respect to p−L :

∂u−L
∂p−L

=
1

ρL(SL − uL)
, (E.9)
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E.2. Derivation

∂ρ−L
∂p−L

= ρL
SL − uL

(SL − u−L )2

∂u−L
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=
1

(SL − u−L )2
, (E.10)

and the following derivative with respect to p+
R

∂u+
R

∂p+
R

=
1

ρR(SR − uR)
. (E.11)

All other derivatives in the Jacobi matrix will come from an equation of state.

E.2. Derivation

The full Jacobian matrix is derived below. We start by the first term,
∂f1

∂p−L
.

∂f1
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=
∂
[
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∂s(p−L )
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The derivatives involving the entropy depend on the equation of state. For the purpose
of initial tests in this work, ideal gas EOS is used. In that case, enforcing that s−L =
s+
R = s gives

ρ+
R = ρ−L (p−L )

[
p+
R

p−L

]1/γ

. (E.12)

We then get that

∂ρ+
R(p−L )

∂p−L
=

[
p+
R

p−L

]1/γ (
∂ρ−L
∂p−L

−
ρ−L
γp−L

)
. (E.13)

For ideal gas,
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The next term in the Jacobian,
∂f1

∂p+
R

is computed in a similar manner

∂f1

∂p+
R

=
∂
[
ALρ

−
Lu

−
L −ARρ

+
R

(
p+
R

)
u+
R(p+

R)
]

∂p+
R

= −AR
∂
[
ρ+
R

(
p+
R

)
u+
R(p+

R)
]

∂p+
R

= −AR

[
u+
R

∂ρ+
R

(
p+
R

)
∂p+

R

+ ρ+
R

∂u+
R

(
p+
R

)
∂p+

R

]
.

117



E. Full derivation of the Jacobian matrix of the nonlinear system in HLLCS for positive subsonic flow

The derivative of the density once again depends on the EOS. For ideal gas, the density
derivative can be expressed as

∂ρ+
R

∂p+
L

=
ρ−L
γp+

R

[
p+
R

p−L

]1/γ

. (E.15)

For ideal gas
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We now continue to the next derivative,
∂f2
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:
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If we assume ideal gas
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(E.17)

we get that
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and
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We then have, for ideal gas
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Lastly, the final term in the Jacobian is
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E.3. Summary

If we assume ideal gas EOS the enthalpy derivative becomes
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such that
∂f ideal
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E.3. Summary

The Jacobi matrix,
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is given by
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where
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The derivatives related to ρ+
R, h+

R and h−L depend on the EOS. For ideal gas they are
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and finally
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F. Configuration data for CONSTRUCT

In this work, the exact solutions of the Euler equations with area change for Test 3, 4,
and 5 were produced by Andrianov’s MATLAB program CONSTRUCT [36]. Below,
the configuration datafiles needed to produce these exact solutions in CONSTRUCT
are given. This solver is mainly designed for the Baer-Nunziato equations, but due to
the equivalency between the Euler equations with area change and the Baer-Nunziato
equations, the solver can be used for the Euler equations with area change as well.

F.1. Test 3

1 ##############Remarks to solution##############
2 Strong shock test
3 ###############################################
4 Domain
5 0 % a: left interval bound
6 1 % b: right interval bound
7 0.5 % Position of diaphragm
8 300 % Number of cells
9 0.1 % Output time

10 Phase constants
11 1.4 % Gamma for the solid phase
12 0 % Pi for the solid phase
13 1.4 % Gamma for the gas phase
14 0 % Pi for the gas phase
15 Parameters at U0 (left of solid contact)
16 0.1 % Solid volume fraction left
17 1 % Solid density at U0
18 0 % Solid velocity at U0
19 1 % Solid pressure at U0
20 1 % Gas density at U0
21 0.1 % Gas velocity at U0
22 1 % Gas pressure at U0
23 Some parameters at U1 (right of solid contact)
24 0.8 % Solid volume fraction right
25 1 % Solid density behind the solid contact
26 Waves
27 rg2c 0.5 % Right gas contact
28 rg3s 2 % Right gas 3−shock
29 lg1r 3 % Left gas 1−rarefaction
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F. Configuration data for CONSTRUCT

F.2. Test 4

F.2.1. Configuration A

1 ##############Remarks to solution##############
2 the non−realizable conf A
3 ###############################################
4 Domain
5 0 % a: left interval bound
6 2 % b: right interval bound
7 0.5 % Position of diaphragm
8 300 % Number of cells
9 0.4 % Output time

10 Phase constants
11 1.4 % Gamma for the solid phase
12 0 % Pi for the solid phase
13 1.4 % Gamma for the gas phase
14 0 % Pi for the gas phase
15 Parameters at U0 (left of solid contact)
16 0.2 % Solid volume fraction left
17 1 % Solid density at U0
18 0 % Solid velocity at U0
19 10 % Solid pressure at U0
20 0.2069287047486187 % Gas density at U0
21 3.991374155713258 % Gas velocity at U0
22 0.07141302258941416 % Gas pressure at U0
23 Some parameters at U1 (right of solid contact)
24 0.7 % Solid volume fraction right
25 1 % Solid density behind the solid contact
26 Waves
27 rg1s 0.9498449509699555 % Right gas 1−shock
28 rg2c 0.7238127005244245 % Right gas contact
29 rg3s 2.747750293276058 % Right gas 3−shock

F.2.2. Configuration B

1 ##############Remarks to solution##############
2 The realizable conf B.
3 ###############################################
4 Domain
5 0 % a: left interval bound
6 2 % b: right interval bound
7 0.5 % Position of diaphragm
8 300 % Number of cells
9 0.4 % Output time

10 Phase constants
11 1.4 % Gamma for the solid phase
12 0 % Pi for the solid phase
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F.3. Test 5

13 1.4 % Gamma for the gas phase
14 0 % Pi for the gas phase
15 Parameters at U0 (left of solid contact)
16 0.2 % Solid volume fraction left
17 1 % Solid density at U0
18 0 % Solid velocity at U0
19 10 % Solid pressure at U0
20 1.108788473166335 % Gas density at U0
21 0.338206979126617 % Gas velocity at U0
22 3.466645541783839 % Gas pressure at U0
23 Some parameters at U1 (right of solid contact)
24 0.7 % Solid volume fraction right
25 1 % Solid density behind the solid contact
26 Waves
27 rg2c 0.7 % Right gas contact
28 rg3s 2 % Right gas 3−shock
29 lg1s −0.5 % Left gas 1−shock

F.3. Test 5

F.3.1. Configuration B

1 ##############Remarks to solution##############
2 The realizable conf B.
3 ###############################################
4 Domain
5 0 % a: left interval bound
6 1 % b: right interval bound
7 0.7 % Position of diaphragm
8 300 % Number of cells
9 0.2 % Output time

10 Phase constants
11 1.4 % Gamma for the solid phase
12 0 % Pi for the solid phase
13 1.4 % Gamma for the gas phase
14 0 % Pi for the gas phase
15 Parameters at U0 (left of solid contact)
16 0.7 % Solid volume fraction left
17 1 % Solid density at U0
18 0 % Solid velocity at U0
19 1000 % Solid pressure at U0
20 0.5093607318859084 % Gas density at U0
21 0.2142492415498989 % Gas velocity at U0
22 4.135537209047921 % Gas pressure at U0
23 Some parameters at U1 (right of solid contact)
24 0.2 % Solid volume fraction right
25 1 % Solid density behind the solid contact
26 Waves
27 lg1s −1.780671535653408 % Left gas 1−shock
28 rg2c 1.092675618708552 % Right gas contact
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F. Configuration data for CONSTRUCT

29 rg3s 0.9943557227438373 % Right gas 3−shock

F.3.2. Configuration D

1 ##############Remarks to solution##############
2 Configuration D
3 ###############################################
4 Domain
5 0 % a: left interval bound
6 1 % b: right interval bound
7 0.7 % Position of diaphragm
8 300 % Number of cells
9 0.2 % Output time

10 Phase constants
11 1.4 % Gamma for the solid phase
12 0 % Pi for the solid phase
13 1.4 % Gamma for the gas phase
14 0 % Pi for the gas phase
15 Parameters at U0 (left of solid contact)
16 0.7 % Solid volume fraction left
17 1 % Solid density at U0
18 0 % Solid velocity at U0
19 1 % Solid pressure at U0
20 0.5552061419927415 % Gas density at U0
21 −3.842416666495061 % Gas velocity at U0
22 0.2923425377966596 % Gas pressure at U0
23 Some parameters at U1 (right of solid contact)
24 0.2 % Solid volume fraction right
25 1 % Solid density behind the solid contact
26 Waves
27 lg3s −0.1512908326786574 % Left gas 3−shock
28 lg2c 0.6288002023059001 % Left gas contact
29 lg1s −2.907208535818758 % Left gas 1−shock
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G. Boundary conditions for the
converging-diverging nozzle tests with
the ideal gas EOS

For subsonic flow, though it is common to set only pressure and temperature at the
nozzle inlet, we here also set u0 = 0 to ensure the stable buildup to the steady state.
This means that the pressure, p0 and temperature T0 were set to rather high values
such that there is sufficient flux from the stagnant ghost-cell to the moving flow in the
nozzle. For the outlet, the pressure was set and u, T were extrapolated. The values are
presented in Table G.1. In the plot for these tests the ghost cells are omitted, otherwise
there is a long ”tail” up to the cell 0 value for the pressure and temperature and down
to the Mach number and velocity of 0.

Table G.1.: Boundary conditions for the ideal gas converging-diverging nozzle tests with
subsonic flow

Inlet Mach p0 u0 T0 pNj+1

≈ 0.05 1.0 0.0 1.0 0.93
≈ 0.15 1.0 0.0 1.0 0.8
≈ 0.30 1.0 0.0 1.0 0.633

For supersonic flow, p, u, T is set at the inlet and extrapolated at the outlet. The
values set at the inlet are presented in Table G.2.

Table G.2.: Boundary conditions for the ideal gas converging-diverging nozzle tests with
supersonic flow

Inlet Mach p0 u0 T0

≈ 2.28 10.0 2.63 1.0
≈ 2.60 10.0 3.1 1.0
≈ 3.00 10.0 3.55 1.0
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