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a b s t r a c t

Gravity separation of oil-water emulsions is an industrially crucial process. Mechanistic 

models for a batch separation process can immensely be beneficial by linking emulsion 

experimental characterization to optimal industrial equipment design. For this reason, a 

mathematical model for this process was developed, which considers droplets settling/ 

rising due to buoyancy force, binary and interfacial coalescence of the droplets using a 

film drainage model, and formation of a homophase. Various models for the droplet slip 

velocity were compared, which exhibit similar predictions using the Kumar and Hartland 

model and Behzadi et al. model while different from the Zaki and Richardson model. 

Another crucial part of the model is the proper mathematical description for forming the 

dense-packed layer (DPL). This study proposes a new approach to improve the prediction 

for the DPL formation by introducing diffusion in the model as an advection-diffusion 

equation. Accordingly, a suitable closure model for effective diffusion coefficient was 

selected, ensuring physical volume fraction range (0−1) in the system. Finally, the pro-

posed closure model was tuned using experimental data for a stabilized water in model oil 

emulsion. Experiments were performed by the NMR technique for a wide range of initial 

water volume fractions (20–60%). The model prediction agrees well with the experiments. 

In particular, simultaneous agreement with all cases having various initial volume frac-

tions and droplet size distributions suggests that this model can be generalized and ap-

plied to a wide range of oil and water emulsions. Additionally, the developed model shows 

promise as it can ensure physical values for volume fractions.

© 2023 The Authors. Published by Elsevier Ltd on behalf of Institution of Chemical 

Engineers. This is an open access article under the CC BY license (http://creative-

commons.org/licenses/by/4.0/).

1. Introduction

The separation of oil-water emulsions under the gravita-
tional effect is widely applied in many industries such as 
food, chemical, petrochemical, and petroleum (Grimes, 2012). 
Particularly, gravitational separators are ubiquitous in the 
crude oil industry due to economic reasons and simplicity 
(Panjwani et al., 2015). The ever-increasing rate of produced 

water in the existing oil field and the production from hea-
vier crude oil fields are two main aspects that have made this 
process even more critical. Commonly, emulsions formed in 
the petroleum industry can be widely diverse regarding be-
havior and stability. The mentioned fact is attributed to the 
high dependency on crude oil and water compositions 
(Oshinowo et al., 2016).

Reviewing the literature, there exists several experimental 
techniques to measure the dispersed phase volume fraction 
profiles for sedimentation and creaming processes. Bury et al. 
(1995) developed a technique based on conductivity mea-
surements. They converted conductivities into volume 
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fraction values of the dispersed phase in terms of dispersion 
dielectric theory and showed that the conductivity method is 
sensitive to small changes in the volume fraction of dispersed 
phase observed at room temperature. Another powerful 
technique is based on ultrasonic spectrometry, where the 
frequency dependence of the ultrasonic attenuation coeffi-
cient is measured for an emulsion followed by interpreting the 
resulting spectra via an ultrasonic scattering theory 
(Chanamai et al., 1999). Abeynaike et al. (2012) used an optical 
technique taking advantage of optical contrast between the 
biodiesel and glycerol and studied sedimentation / creaming 
of dispersions. Deb et al. (2022) compared two techniques, 
namely turbidimetry and Raman Spectroscopy, for monitoring 
a creaming process. They stated that turbidimetry is able to 
accurately measure the dispersed phase volume fraction off-
line while Raman spectroscopy has the potential for in situ 
monitoring of a creaming system.

Another possible way to characterize emulsions is via a 
batch gravity separation experiment and monitor the ex-
periments employing the low field nuclear magnetic re-
sonance technique (LF NMR) (Sjöblom et al., 2021). Thereby, 

Nomenclature

A gravity settler cross sectional area m2

B Hamaker constantNm2

C model parameter for effective diffusion 
coefficient m

Cd drag coefficient
Cd, drag coefficient for a single droplet in an in-

finitely dilute dispersion
De effective diffusion coefficient m s2 1

fn r, radius-based number density distribu-

tion m m3 1

fv r, radius-based volume density distribu-

tion m 1

f̂v r, dimensionless radius-based volume density 
distribution

fv r, ,0 initial radius-based volume density dis-

tribution m 1

f̂v r, ,0 initial dimensionless radius-based volume 
density distribution

fn v, volume-based number density distribu-

tion m m3 3

F volume-fraction hindrance effect coefficient
g gravitational acceleration ms 2

H gravity settler height m
Hi dispersion phase height m
Ĥi dimensionless dispersion phase height
kB Boltzmann constant JK 1

kc binary coalescence rate m s3 1

k̂c dimensionless binary coalescence rate
kCE empirical tuning parameter for the binary 

coalescence efficiency
kCR empirical tuning parameter for the colli-

sion rate
kIC empirical tuning parameter for the inter-

facial coalescence time
m model parameter for effective diffusion 

coefficient
n model parameter for effective diffusion 

coefficient
nic interfacial convective flux s 1

Pe droplet Peclet number
Pebc droplet pair Peclet number used for binary 

coalescence
Qd volumetric flow rate of the dispersed phase 

across the interface m s3 1

r droplet radius m
r̂ dimensionless droplet radius
rm largest droplet radius considered for nu-

merical analysis m
Rb n r, , coalescence birth rate for radius-based 

number density m m s3 1 1

Rb n v, , coalescence birth rate for volume-based 
number density m m s3 3 1

Rb v r, , coalescence birth rate for radius-based vo-
lume density m s1 1

R̂b v r, , dimensionless coalescence birth rate for ra-
dius-based volume density

Rd n r, , coalescence death rate for radius-based 
number density m m s3 1 1

Rd n v, , coalescence death rate for volume-based 
number density m m s3 3 1

Rd v r, , coalescence death rate for radius-based 

volume density m s1 1

R̂d v r, , dimensionless coalescence death rate for 
radius-based volume density

Re droplet Reynolds number
t time s
t̂ dimensionless time
tbc binary film drainage and rupture (coales-

cence) time s
tic interfacial film drainage and rupture (coa-

lescence) time s
T absolute temperature K
uc continuous phase velocity ms 1

ud dispersed phases settling/rising velocity ms 1

ûd dispersed phases dimensionless settling/ 
rising velocity

uic equivalent droplet interfacial velocity for a 
coalescing droplet ms 1

ûic equivalent dimensionless droplet interfacial 
velocity for a coalescing droplet

us slip velocity between continuous and dis-
persed phases ms 1

u0 characteristic velocity ms 1

v droplet volume m3

vm largest droplet volume considered for nu-
merical analysis m3

Vh volume of the separated phase m3

z spatial coordinate variable m
ẑ dimensionless spatial coordinate variable

interfacial tension Nm 1

µc continuous phase viscosity Nm s2

µr average droplet radius m
µ̂r dimensionless average droplet radius

c continuous phase density kgm 3

d dispersed phase density kgm 3

d disperse phase volume fraction

m maximum dispersed phase volume fraction 
(model parameter for effective diffusion 
coefficient)

c binary droplet coalescence efficiency

c binary droplet collision rate m s3 1
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one can quantify various parameters like droplet size dis-
tribution (DSD) and dispersed phase volume fraction profiles 
at different times and in a non-intrusive manner. Here, a 
predictive model derived from the first principles can help 
correlate the experimental observations in terms of separa-
tion behavior to fundamental understanding about the 
binary or interfacial coalescence as well as the polydisperse 
settling/rising of the droplets in the system. In other words, 
these models allow the characterization of colloidal systems 
for specific cases through tuning the model parameters. 
Subsequently, these tuned models can be utilized in the 
optimal design of oil-water separation equipment.

The batch gravity separation of oil-water dispersions 
(including creaming and sedimentation processes based on 
the continuous and dispersed phases) can generally be 
governed by several mechanisms. Buoyancy-driven trans-
port results in spatial and temporal variations in the density 
distribution of dispersed droplets. At the same time, pairs of 
droplets can collide and coalesce, resulting in larger dro-
plets that can sediment/cream faster. A homophase can 
also be formed (top of column for creaming and bottom for 
sedimentation). Droplets reaching the liquid-liquid inter-
face can coalesce and integrate with the homophase re-
sulting in its growth and the contraction of the dispersion 
layer. The rate at which this coalescence takes place can 
determine the existence of a dense-packed layer (DPL), a 
packed bed of dispersed phase droplets with a high volume 
fraction (Panjwani et al., 2015). This layer is formed if the 
overall rate of interfacial coalescence is lower than that of 
sedimentation. In this layer, the volume fraction can be 
extensively increased due to polydispersity and the dro-
plet’s tendency to deform under the squeezing force exerted 
by the weight of the overhead droplets.

Despite the apparent simplicity of the gravity separation 
process, a fully accommodating model is not available 
mainly because of the various assumptions and levels of 
complexity involved in building such models described as 
follows. Despite these variations, population balance mod-
eling is an indispensable part of such models to consider 
polydispersity in the system. Wang and Davis (1995) con-
sidered simultaneous sedimentation and coalescence ac-
cording to differential sedimentation of droplets. The 
assumption of dilute dispersion allowed them to neglect the 
volume fraction hindrance effect for the settling velocity. 
They also assumed no resistance to interfacial coalescence. 
Their model tracks the liquid-liquid interface explicitly via 
an overall mass balance. Concurrently, the shrinking dis-
persion layer is implicitly accounted for in their model. 
Cunha et al. (2008) developed their population balance model 
according to stokes settling velocity and binary coalescence 
based on simultaneous differential sedimentation and 
Brownian motion. They assumed an interfacial coalescence 
velocity proportional to the height of the dense-packed layer 
and independent of the droplet size. This was to account for 
the compression force exerted by the weight of the DPL. They 
incorporated three tuning parameters for sedimentation ve-
locity as well as binary and interfacial coalescence rates to fit 
the model to their crude oil-water experiments. In their 
model, they considered a diffusive term; however, they did 
not report any function form, numerical value, or physical 
justification for this term. Their model also lacks considera-
tion for the homophase’s growth and contraction of the 
dispersion layer. Grimes (2012) developed his model ac-
cording to hindered settling velocity model proposed by 

Richardson and Zaki (1954) and simultaneous binary and 
interfacial coalescence according to a film drainage model. 
He used a temporal-spatial transformation to tackle the 
moving boundary problem that emerged due to the homo-
phase growth. In a second paper (Grimes et al., 2012), he 
validated the model versus experimental data. There are 
more recent attempts to further improve the model. (Antonio 
García and Fernando Betancourt, 2019) developed their 
model by adopting different coalescence rates. For the sedi-
mentation zone, they adopted the coalescence model by 
Rogers and Davis (1990), which is based on differential sedi-
mentation force between droplets. For the DPL, they used the 
rate proposed by Ruiz and Padilla (1996), which accounts for 
both droplet size and the compression force from the weight 
of the DPL. They employed the Kumar and Hartland equation 
(Kumar and Hartland, 1985) for the droplet slip velocity, 
which considers both the volume fraction hindrance effect 
and the non-stokes flow regimes. Additionally, their model 
contains a correction procedure by turning off the coales-
cence birth term in case of unphysical values for the volume 
fractions higher than unity. In their later attempt, they also 
extended this model to a continuous separator (Antonio 
García et al., 2022).

The major pitfall with the available modeling approach is 
the inability of the models to adequately describe the for-
mation and growth of the DPL. This shortcoming originally 
stems from the oversimplification concerning the droplet 
velocities. In this modeling approach, an empirical terminal 
velocity model for the droplets is usually used instead of 
directly solving the continuity and momentum equations for 
continuous and dispersed phases. This simplification can 
result in unphysical volume fraction predictions, even out-
side the physical bound of 0–1. As described, various mod-
eling and numerical strategies were adopted by different 
researchers to address this challenge. Another approach in 
the modeling is combining the population balance equation 
and CFD (PBE-CFD) using available CFD software packages. 
This will allow the simultaneous solution of the continuity 
and motion equations for a polydispersed system. Panjwani 
et al. (2015) used this approach to study the formation of the 
DPL for a continuous separator. They mentioned in their 
study that direct modeling of the DPL can be practically re-
strictive due to the immense span of time and length scales 
associated with different underlying physics. Oshinowo et al. 
(2016), in their PBE-CFD model for batch separation, used a 
multi-fluid Eulerian multiphase approach. They compared 
their model results versus experimental data obtained by the 
ultrasonic technique. In their later work (Oshinowo and 
Vilagines, 2020), they extended their model to simulate a 3- 
phase separator. From the studied literature, the main 
challenges with the CFD-PBE approach are the inadequacy of 
the prediction for the DPL and, at the same time, complexity 
and expensive computation, which can limit its application 
for ordinary engineering tasks such as model tuning, and 
optimization.

In the current study, we aim to improve and extend the 
previous model by Grimes (2012). The focus of this work 
would be primarily on improving the prediction for the DPL 
formation. The main motivation for the current modeling 
effort is the early works done by Shih et al. (1987, 1986) where 
they showed that a one-dimensional hydrodynamic model 
for the sedimentation of the fine particles could be simplified 
in the form of a diffusion-type equation. In the current work, 
we propose an advection-diffusion model for batch 
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sedimentation of oil-water emulsion with a suitable closure 
model for effective diffusion coefficient. The parameters for 
this closure model are estimated according to the experi-
ments performed by the LF NMR technique for batch sedi-
mentation of a stabilized model oil. It is worth mentioning 
that the coalescence models are presented in this work only 
to keep the generality of the model and these phenomena 
will be experimentally studied in future works.

2. Mathematical analysis

Theoretically, the gravity separation process for an oil-water 
dispersion consists of hindered settling/rising of the droplets 
as well as coalescence of the droplets. Eventually, as the 
droplets reach the oil-water interface, a homophase can be 
created and grow due to the interfacial coalescence. The 
latter phenomenon gives rise to a water phase formation on 
the bottom for a sedimentation system or an oil phase for-
mation on the top for a creaming system. Suppose the rate of 
sedimentation is higher than the rate of interfacial coales-
cence. In that case, one can expect the formation of a DPL on 
top/bottom of the liquid-liquid interface that initially grows 
in thickness as more droplets move toward the interface; 
eventually, this layer can start to shrink as the droplets 
coalesce into the homophase.

2.1. Dispersion layer model

We consider an initially uniform coalescing dispersion that is 
under the influence of gravity. Here, the presented model is 
general and applicable to sedimentation and creaming sys-
tems. The only difference is the coordinate origin and the 
axis direction, which should be along with the settling or 
rising movement, as depicted in Fig. 1. For a sedimentation 
system, the origin of the coordinate system is at the top, and 
the z-axis extends from top to bottom in the direction of 
droplet sedimentation. For a creaming system, the origin is at 
the bottom, and the positive z-direction is selected from the 
bottom to the top.

The mass balance equation for the dispersed phase by 
considering the advection and diffusion terms takes the 
following form:

= +

+

f r z t

t

z
u r z t f r z t

z

D r z t
f r z t

z
R R

( , , )

[ ( , , ) ( , , )]

( , , )
( , , )

n r

d n r

e
n r

b n r d n r

,

,

,
, , , ,

(1) 

where fn r, is the radius-based number density distribution for 
a specific droplet size at a particular column location and 
time. ud is the pertinent droplet rising/settling velocity. De is 
the effective diffusion coefficient. Rb n r, , and Rd n r, , are radius- 
based birth and death rates consistent with the number 
density distribution resulting from the binary droplet coa-
lescence, respectively. r z t, , are droplet radius, vertical lo-
cation in the separation column, and elapsed time from the 
start of the process, respectively. It must be noted that the 
diffusion term is added to the model to consider the effect of 
compressive stress in the DPL based on the insight from the 
work of Shih et al. (1987, 1986). This matter will be further 
expanded and discussed in Section 2.4. The radius-based 
coalescence birth and death rates in Eq. (1) are as follows:

=R k r r z t f r z t f r z t
r
r

dr( , , , ) ( , , ) ( , , )b n r
r

c n r n r, ,
0

/ 2

, ,

2

2

3

(2) 

=R f r z t k r r z t f r z t dr( , , ) ( , , , ) ( , , )d n r n r c n r, , , 0 , (3) 

where kc is the coalescence rate between droplets of sizes v
and v . The interested reader can also refer to the supple-
mentary material for more details about the derivation of 
this form of PBE. Now, we take another step and change the 
dependent variable from the number density distribution to 
the volume density distribution. It is worth noting that in the 
latter definition, the dependent variable has a more limited 
range of numerical values. As a result, one can expect lower 
round-off error issues in the numerical analysis of the pro-
blem. Also, the visualization of the results is strengthened. 
The Volume density distribution is simply defined as below:

= ×f r z t f r z t r( , , ) ( , , )
4
3v r n r, ,

3
(4) 

With the above transformation, the governing equation 
takes the following form.
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+

f r z t

t

z
u r z t f r z t

z

D r z t
f r z t

z
R R

( , , )

[ ( , , ) ( , , )]

( , , )
( , , )

v r

d v r

e
v r

b v r d v r

,

,

,
, , , ,

(5) 

=R r
k r r z t f r z t f r z t

r r r

r

r
dr

3
4

( , , , ) ( , , ) ( , , )

( )
b v r

r
c v r v r

, ,
3

0
2 , ,

3 3 3

2

2
3

(6) 
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3
4
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Following the mentioned definition, the volume fraction 
and average droplet size can be calculated now utilizing the 
below integrals:

=z t f r z t dr( , ) ( , , )d v r0 , (8) 

µ =z t
z t

rf r z t dr( , )
1
( , )

( , , )r
d

v r0 , (9) 

where d and µr are dispersed phase volume fraction and 
average droplet radius, respectively.

Fig. 1 – Schematic of batch gravity separator, a- 
sedimentation, b-creaming.
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In the derived model, the droplet size coordinate expands 
from zero to infinity. Thus, the coordinate should be trun-
cated at a suitable value (rm) to promote the numerical ana-
lysis of the problem. The choice of the mentioned value is 
critical for generating valid numerical results. A feasible ap-
proach for properly selecting the truncation point for the 
internal coordinate is developed and used to choose this 
value conservatively for both coalescing and non-coalescing 
systems in the supplementary material. The above advec-
tion-diffusion equation is subject to the below boundary 
conditions: 

• At =z 0 (top or bottom), overall flux is equal to zero

• At =z Hi (interface), overall flux should be calculated ac-
cording to the interfacial coalescence

The above boundary conditions ensure that the model is 
thoroughly conservative. These boundary conditions can be 
mathematically expressed as:

=

= <

u r z t f r z t D r z t
f r z t

z
at z

t r

( , , ) ( , , ) ( , , )
( , , )

0

0, | & |

d v r e
v r

t r

,
,

0 0 (10) 

= = <

u r t f r t D r t
f r t

z

u r t f r t at z H t r

( , z, ) ( , z, ) ( , z, )
( , z, )

( , ) ( , z, ) , | & |

d v r e
v r

ic v r i t r

,
,

, 0 0 (11) 

where uic is the velocity at which the droplet leaves the dis-
persed phase by coalescing into the homophase and will be 
further expanded in Section 2.2. The initial condition for an 
initially uniform system is as below:

= = < <f r z t f r at t z r( , , ) ( ) 0, | & |v r v r z H r, , ,0 0 0i (12) 

2.2. Moving interface model

As described previously, as the dispersed phase gets sepa-
rated, a new homophase is formed at the bottom/top of the 
batch separator column. The convective flux for a specific 
droplet size at the interface can be written as below:

=n r H t u r t f r H t( , , ) ( , ) ( , , )ic i ic v r i, (13) 

where uic is the velocity at which the droplet leaves the dis-
persed phase by coalescing into the homophase. This velo-
city can be calculated as below:

=u r t
r

t r t
( , )

4
3 ( , )

ic
ic (14) 

The interested reader can refer to the supplementary 
material section for details regarding the derivation of Eq. 
(14). Here, tic is the interfacial coalescence time for a droplet 
of size r from getting in contact with the dispersion-homo-
phase interface until fully integrated with the homophase. 
This term will be further expanded using a parallel film 
drainage model in Section 2.5. Now, using the following term 
(Eq. (14)), the total volumetric flow rate of the dispersed 
phase over the interface can be calculated as:

=Q A u r t f r H t dr( , ) ( , , )d ic v r i
0 , (15) 

where A is the cross-section of the column. Now, this term 
can be exploited to calculate the dynamic change in the lo-
cation of the interface. For that, one can equate the volume 
change rate for the homophase with this term as below.

=dV t
dt

( )
Qh

d (16) 

where Vh is the total volume of the separated homophase and 
can be written as:

=V A H H( )h i (17) 

By substitution, the final equation for the dynamic change 
in the interface location yields as:

=dH t
dt

u r t f r H t dr
( )

( , ) ( , , )i
ic v r i

0 , (18) 

The initial condition for Eq. (18) can be written as below.

= =H t H at t( ) 0i (19) 

2.3. Droplet rising/settling velocity

Droplets settle or rise according to the buoyancy force for a 
dispersion system under the influence of gravity. Bearing 
that the colloidal droplets move slowly, practically, it is a safe 
assumption to ignore the inertia terms in the momentum 
equation (Shih et al., 1986). Based on this assumption, the 
velocity difference between the continuous and dispersed 
phases (u ud c) becomes equal to the slip velocity, which has 
the functionality of the droplet size as well as dispersed 
phase volume fraction as below:

=u r z t u z t u r( , , ) ( , ) ( , )d c s d (20) 

Simultaneously, while droplets are moving, the volu-
metric change should be replaced by the continuous phase. 
The continuity equation expresses this matter as below:

+ =u z t f r z t u r z t dr(1 ) ( , ) ( , , ) ( , , ) 0d c v r d
0 , (21) 

Slip velocity can be further formulated by considering 
buoyancy, weight, and drag forces as:

=u r
gr
C

( , )
8
3

| |
s d

d

d c

c (22) 

where g is the gravitational acceleration, c and d are con-
tinuous and dispersed phase densities, and Cd is the drag 
coefficient. Behzadi et al. (2004) defined the drag coefficient 
as the product of the drag coefficient for a single droplet/ 
bubble in an infinitely dilute dispersion (Cd, ) and the volume 
hindrance effect coefficient (F).

=C r C r F( , ) ( ) ( )d d d d, (23) 

They proposed an empirical correlation for the latter 
functionality for both droplets and bubbles for a wide range 
of volume fractions (up to 75%). Accordingly, they proposed 
the following equation for this coefficient:

= +F ( ) exp(3.64 )d d d
0.864 (24) 

Alternatively, the hindrance effect coefficient can be cal-
culated based on the equation by Richardson and Zaki (1954)
as below:

=F ( )
1

(1 )d
d

n (25) 

The drag coefficient for a single droplet in an infinitely 
dilute dispersion (Cd, ) can be calculated using the well- 
known Schiller–Naumann correlation (Shiller and Naumann, 
1935) which applies to Reynolds numbers less than 1000.

= +C r
r

r( )
24

Re( )
(1 0.15 Re( ) )d,

0.687

(26) 

140 Chemical Engineering Research and Design 194 (2023) 136–150  



Here, the Reynolds number is defined as:

µ
=r

u r
Re( )

2 c s

c (27) 

where µc is the continuous phase dynamic viscosity. It is 
worth noting that in case of the creeping flow regime 
(Re 1), the slip velocity can be explicitly expressed by the 
stokes terminal velocity as below:

µ
=u r

gr
F

( , )
2

9 ( )
| |s d

c d
d c

2

(28) 

Another useful empirical equation to calculate the slip 
velocity is proposed by Kumar and Hartland (1985). It is 
particularly advantageous as it is valid over a wide range of 
volume fractions and Reynolds numbers ( = 0.01 0.76d

and =Re 0.16 3169).

µ
+ +

+
=u

r
u

rg
0.53

12 2 ( )(1 )
3 (1 4.56 )

0s
c

c
s

c d d

c d

2
0.73 (29) 

The slip velocity can be directly calculated by solving the 
above quadratic polynomial. Now having the slip velocity’s 
numerical value, one can use the momentum and continuity 
equation (Eqs. (20) and (21)) to calculate the continuous and 
all the dispersed phase droplets’ velocities. Zimmels (1983)
has proposed a numerical approach for the mentioned pro-
blem. However, this model could not describe our experi-
mental observations, specifically the sharp sedimentation 
fronts formed during the sedimentation. Thus, we adopted 
another approach in which the movement effect of the 
continuous phase in the opposite direction is compensated 
by multiplying the slip velocity by the continuous phase 
volume fraction to yield the dispersed phase droplet velocity. 
According to this assumption, the system is treated similar 
to a monodispersed system.

=u r z t z t u r( , , ) (1 ( , )) ( , )d d s d (30) 

2.4. Effective diffusion

Shih et al. (1987, 1986) showed that hyperbolic governing 
equations for a one-dimensional sedimentation system 
could be transformed into a diffusion-type equation by ig-
noring the acceleration terms (owing to the low velocity of 
the droplets). This approach offers a more straightforward 
numerical treatment for the governing equations. According 
to this insight, we added a diffusive term to the governing 
equation for the dispersion phase. In this section, we propose 
a closure model for this effective diffusion coefficient initially 
introduced into the equation. This effective diffusion coeffi-
cient is basically the ratio of elasticity to a drag term in the 
packed region (Shih et al., 1986). For the DPL, elasticity is 
determined by the compressive stress modulus which has a 
strong functionality of the volume fraction (Shih et al., 1986). 
The drag term has the functionalities of physicochemical 
properties like phase density difference, droplet velocity, as 
well as volume fraction. The other phenomenon that needs 
to be addressed by this closure model is the maximum vo-
lume fraction in the DPL due to the physical restriction. Ra-
ther than selecting one for this value, we introduce the 
maximum volume fraction allowed in the system ( m) similar 
to other researchers work on the emulsion viscosity (Ishii 
and Zuber, 1979; Krieger and Dougherty, 1959; Mills, 1985). 
The mentioned parameter allows better tuning according to 
the experimental data. For a monodispersed system with 

rigid spheres, packing is π/6 = 0.5236 (Antonio García and 
Fernando Betancourt, 2019); however, as a consequence of 
droplet deformation and polydispersity in liquid-liquid dis-
persion systems, this value can be higher (typically 0.7–0.9). 
Additionally, the closure model should satisfy the below two 
constraints: 

• Zero effective diffusion at zero volume fraction

• Infinite effective diffusion at maximum volume fraction

The first constraint is deducted from the fact that in in-
finitely dilute dispersions, the compressive stress modules 
and thus the effective diffusion coefficient is zero. The latter 
constraint is vital as the physical restriction due to high vo-
lume fraction can be mathematically described by infinite 
diffusion. Under these circumstances, all excess droplets at a 
region with a volume fraction close to m will immediately 
diffuse back to the surrounding regions with a lower volume 
fraction. This way, the balance equation is forced to conserve 
the volume fraction between 0- m since the effective diffu-
sion goes asymptotically toward infinity as the volume 
fraction approaches the maximum volume fraction in the 
system.

In this study, we consider the droplet velocity and volume 
fraction functionalities as the main parameters for this ef-
fective diffusion coefficient. The following function meets 
the constraints described above, provided that the exponent 
n and m are positive.

=D r z t Cu r
z t

z t
( , , ) ( , )

( ( , )/ )

(1 ( , )/ )
e d d

d m
n

d m
m (31) 

where C is the model constant for a specific system and has 
the dimension of length. n and m are dimensionless ex-
ponents for the model. It is worth mentioning that droplet 
velocity appeared in the equation by assuming that the 
Stokes flow regime prevails in the DPL.

2.5. Coalescence model

Similar to the work of Grimes (2012), a parallel film drainage 
model is utilized in the current work. Here, only the equa-
tions for the coalescence rates are presented, and the inter-
ested reader is referred to mentioned paper for more details 
about underlying assumptions and derivations. Accordingly, 
the binary coalescence rate is defined as the product of col-
lision frequency ( c) and coalescence efficiency ( c).

=k r r z t r r z t r r z t( , , , ) ( , , , ) ( , , , )c c c (32) 

The radius-based equation for collision frequency takes 
the following form.
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where kB is the Boltzmann constant, T is absolute tempera-
ture, and kCR is the model tuning parameter. Droplet pair 
Peclet number (Pebc) is defined as below:
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The radius-based coalescence efficiency can be calculated 
using the following equation.
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where kCE is the model tuning parameter and tbc is the binary 
coalescence time expressed by the following equation.
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where is interfacial tension and B is the Hamaker constant.
According to Eq. (14), the interfacial coalescence time 

function (tic) can be determined using the following formula 
to calculate the interfacial coalescence velocity.

µ
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3
2
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where kIC is the model tuning parameter. In the presented 
model, only the buoyancy force is included as the squeezing 
force to calculate the coalescence efficiency. However, it is 
still possible to derive similar coalescence rates by con-
sidering the compressive force in the DPL. Nevertheless, it is 
not the focus of the current work and will be considered in a 
future work.

2.6. Dimensionless formulation and treating the moving 
boundary

The dimensionless form of the governing equations is 
adopted to analyze the problem numerically. This di-
mensionless formulation allows immobilization of the 
moving boundary at the interface, which can be computed 
on a fixed numerical grid. Thus, all the variables are made 
dimensionless through the characteristic scales using the 
following definitions: characteristic length scale as the 
height of the column (H), characteristic droplet size scale as 
the maximum droplet size in which the internal domain is 
truncated (vm, rm), the characteristic time scale is calculated 
by dividing the height of column (H) by a characteristic ve-
locity (u0) which is the stokes velocity for an initial average 
droplet size. Using the mentioned scales, all the independent 
variables can be made dimensionless as follows.
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The dependent variables are made dimensionless using 
the below definitions.
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It must be noted that the new dimensionless independent 
variable ẑ now has the dependency of both time t and spatial 
coordinate z. As a result, the time derivative t/ should be 
written as a directional derivative in the new dimensionless 
frame of reference (Grimes, 2012); therefore, it reads as:
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The partial derivatives in Eq. (47) can be expanded further 
using the chain rule of differentiation. By doing that and 
further simplifications, the following equation is obtained.

=
f

t
u

r H

f

t
u

r H
z

H

H
t

f

z

ˆ

ˆ
ˆ
ˆ

ˆ

ˆ

ˆ

ˆ
v r

m

v r

m i

i v r, 0 , 0 ,

(48) 

Similarly, the convective and diffusive terms can be ob-
tained in the new spatially curvilinear coordinate using the 
chain rule of differentiation as:
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The described approach immobilizes the moving 
boundary, thereby making the z-coordinate (0-H t( )i ) into the 
new dimensionless coordinate (0−1). Consequently, the 
equation can now be more conveniently treated numerically 
as the numerical grid for the spatial dimension is now fixed 
relative to the position of the interface, Hi. The final equation 
can be obtained by substituting the derived terms into Eq. 
(5) as:
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where dimensionless birth and death rates are:
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Similarly, the equation for the moving interface turns into 
the following form.
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Eqs. (52) and (55) should be solved subject to the following 
boundary and initial conditions:
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In the new dimensionless form, the volume density and 
dimensionless average droplet size can be calculated as 
follows.
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3. Numerical analysis

The orthogonal collocation technique (Villadsen and 
Michelsen, 1978) was used in an element-based form to dis-
cretize the internal domain (droplet size). Four and five ele-
ments were selected for the non-coalescing and coalescing 
cases, respectively. The same number of collocation points 
were adopted for boundary and central elements. The details 
of the grid generation and the truncation of the internal 
domain can be found in the supplementary material.

The finite volume method (FVM) with equidistance cells 
was applied for the spatial direction. MUSCL technique 
(Anderson et al., 2020) was utilized to discretize the advec-
tion terms (including the 1st term at the right-hand side of 
Eq. (52) that appeared due to the transformation) in order to 
avoid unphysical oscillatory results due to the strong ad-
vection terms. This technique is based on linear profile re-
construction together with slope limiting and subsequent 
application of the upwind scheme. The described method 
provides 1st order accuracy for extrema and 2nd order else-
where. Central differencing was applied to compute the dif-
fusive term. The detail of the FVM technique used is available 
in the supplementary material.

The discretized governing equation for the dispersion 
layer (Eq. (52)) by the abovementioned techniques forms a 
system of ordinary differential equations (ODEs) which were 
time-integrated together with the transient equation for the 
moving interface (Eq. (55)). The adaptive Gear’s backward 
differentiation scheme (Gear, 1971) was used to solve the 
mentioned systems of ODEs.

4. Experimental section

4.1. Chemicals

The following chemicals were used to prepare emulsions: The 
aqueous phase was composed of 0.1 M of sodium chloride (for 
analysis, Merck) dissolved in water obtained from a Milli-Q 
system (Millipore). The model oil phase was prepared by dis-
solving 800 ppm of Span 80 (Sorbitan monooleate, Fluka) in a 
solvent composed of 80% wt. Primol 352 (Brenntag Nordic A/S) 
and 20% wt. decane (Sigma-Aldrich, ReagentPlus ≥99%). The 

solvent composition was adjusted to obtain viscosity which is 
high enough to separate the signals for the oil and aqueous 
phase by NMR. The viscosities and the densities of the oil and 
aqueous phases are given in Table 1.

4.2. Emulsion preparation

The aqueous phase and then the oil phase (total volume: 
30 mL) were introduced into a 60 mL tube. Then the mixture 
was stirred at 1500 rpm for 3 min using a 4 blades-propeller. 
Approximately 4.0 mL of the emulsion was then pipetted and 
introduced into an NMR tube.

4.3. NMR measurements

The measurements were done with a 21 MHz NMR apparatus 
from Anvendt Teknologi AS (Trondheim, Norway). The se-
dimentation column was a flat bottom tube with a diameter 
of 17 mm. The temperature of the sample was maintained at 
25 °C by an air-controlled system. The NMR was linked to a 
PC and controlled via in-house programs developed by 
Anvendt Teknologi AS. The following physical parameters 
were obtained: 

• Position-dependent water concentration profiles (brine 
profiles) using a sequence based on previous publications 
(Hjartnes et al., 2019; Simon et al., 2011; Sjöblom et al., 
2021; Sørland, 2014). First the water phase signal was se-
parated from the oil signal using their difference in long-
itudinal relaxation times (T1). Consequently, a stimulated 
echo (STE) sequence was applied prior to the profile ac-
quisition, and the z-storage delay in the STE was set to 
2.5 s. The profiles were measured every 30 s for 1 h.

• Droplet size distribution (DSD). The sequence starts by 
only recording the water signal, as explained above. Then, 
the droplet size distribution is determined by applying the 
Pulsed Field Gradient (PFG) NMR technique. In this ap-
proach, the average surface-to-volume ratio (S/V) of dro-
plets is determined from the apparent restricted diffusion 
coefficient of water inside droplets measured at a given 
observation time, while the distribution is assessed from 
the T2 relaxation time of water as previously described 
(Sjöblom et al., 2021; Van Der Tuuk Opedal et al., 2009). It 
must be noticed that Van Der Tuuk Opedal et al. (2009)
have compared the DSD distribution obtained by NMR and 
by another technique (microscopy), and they found a good 
correlation between the two DSD distributions. However, 
as the droplets are larger than in previous works (diameter 
higher than 20 µm), long observation times are required, 
which may lead to artifacts from the movement of the 
droplets themselves. Consequently, the average S/V ratio 

Table 1 – Viscosity and features of the oil and aqueous 
phases used to prepare emulsions. 

Solvent Viscosity @ 25 °C 
(Pa·s) *

Density @ 25 °C 
(kg/m3) * *

NaCl 0.1 M Not measured 1001.3
Primol 352/decane 

80/20 wt%
21.1 × 10−3 830.9

* : Measured with a Physica MCR 301.
* *: Measured with a densitymeter Anton Paar DMA 5000 M.
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was measured at two different observation times and ex-
trapolated to 0 observation time.

5. Results and discussion

5.1. Effective diffusion model parameter estimation

The parameters in the proposed effective diffusion model 
were estimated by comparing the model predictions with the 
experimental data for the water in stabilized model oil 
emulsion described in Section 4. Every experiment (DSD and 
brine profile measurements) has been performed twice and 
the results are reproducible. Three initial volume fractions 
for the emulsions were studied, namely 20%, 40%, and 60%. 
The model parameters were estimated by simultaneous 
minimization of the average absolute relative deviation 
(AARD) for all the data sets as the objective function using 
MATLAB unconstrained nonlinear optimization functionality 
(fminunc). The deviation was defined as the difference be-
tween the measured volume fraction at a spatial location and 
time, and the model prediction for the whole studied cases. 
The empirical equation proposed by Kumar and Hartland 
(Kumar and Hartland, 1985) was used as the slip velocity 
model (Eq. (29)). This issue is discussed in more detail in 

Section 5.2. In this study, since the three DSDs depict very 
similar properties in terms of polydispersity, the maximum 
volume fraction parameter ( m) was selected as 0.9, sup-
ported by the experimental data. However, as mentioned in 
Section 2.4, this parameter depends on two main factors, 
namely, polydispersity (how wide the distribution is and can 
be expressed by the standard deviation of the DSD) and de-
formation (which depends on the compressive force in the 
DPL) and, further modeling of this parameter would be an 
interesting future study, which might need more experi-
mental cases with more variations in the DSDs. The esti-
mated values for the effective diffusion model parameters 
are: = ×C m5.1 10 4 , =n 0.23, and =m 1.29. The volume 
fraction functionality of effective diffusion coefficient is de-
picted in Fig. 2.

In Fig. 2, the y-axis shows the relative significance of the 
diffusion to the advection. Accordingly, we can identify two 
main regions: 

• dispersed phase volume fraction between 0% and 70% 
with strong advection term and insignificant diffusion 
term, which can be practically neglected.

• dispersed phase volume fraction between 70% and 90%, in 
which the diffusion term becomes increasingly more 
dominant in the governing equation as the volume frac-
tion increases.

As the volume fraction approaches the maximum volume 
fraction specified in the model ( m), the diffusion flux 
asymptotically approaches infinity in the system. The de-
scribed issue ensures that the dispersed phase volume frac-
tion remains in the physical range (0- m). This occurs as the 
droplets in high-volume fraction regions rapidly diffuse to 
the surrounding areas with low-volume fractions.

5.2. Comparison of the slip velocity models

The three different presented models for the slip velocities in 
Section 2.3 are compared in Fig. 3 for the case of 40% initial 
water volume fraction.

Fig. 2 – Fitted effective diffusion coefficient. 

Fig. 3 – Comparison of results of different slip velocity models for water iso-volume fraction curves (initial volume 
fraction=40%).
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Fig. 3 illustrates the spatial location of iso-volume frac-
tions of 5%, 45%, and 75%. The Kumar and Hartland model 
(Kumar and Hartland, 1985) and Behzad et al. model (Behzadi 
et al., 2004) yield relatively matching predictions except for 
the iso-volume fractions of 5% at the initial time. Never-
theless, the Richardson-Zaki (Richardson and Zaki, 1954) 
model significantly differs from the other two. Additionally, 
our attempt to tune the effective diffusivity model para-
meters while using this slip velocity model could not provide 
satisfactory results. It is also notable that our result regarding 
less accurate predictions using the Richardson-Zaki model 
has also been reported by other researchers (Panjwani et al., 
2015). Finally, the Kumar-Hartland model is chosen as the 
slip velocity model.

5.3. Comparison of the model and experiment for the non- 
coalescing system

This section compares the experimental data to the model 
predictions for a non-coalescing system with three different 
volume fractions, 20%, 40%, and 60%. The pertinent droplet 
size distributions for different initial volume fractions are 
depicted in Fig. 4. It must be noticed that only minor 

variations of the DSD could be observed over a period of 
45 min after the emulsion preparation which indicates that 
coalescence is negligible. It must be emphasized again that 
for all the cases with different initial volume fractions, the 
same effective diffusion model parameters were used as 
described in Section 5.1. In Figs. 5–7, the volume fraction 
profiles and iso-volume fraction curves are shown for various 
initial volume fractions. The readers can also refer to the 
supplementary material for a similar comparison using the 
volume fraction colormaps.

It is worth mentioning that the first 0–1 mm from the 
bottom of the column is not depicted for the experimental 
data. It is due to the glass effect that does not allow accu-
rate measurements using the NMR technique for this 
region.

Overall, good agreement is observed. The main deviation 
between the experiments and the model results is related to 
the destabilization period, typically elapsed time between 10 
and 20 min when the advection term of the system mainly 
governs the dynamics. The model does not predict the same 
level of sharpness for sedimentation fronts. This is more 
evident in the volume fraction profiles at earlier times and at 
the top of the column (Figs. 5–7). This deviation can mainly 
be explained by the fact that the empirical slip velocity 
models employed are primarily developed based on studying 
the monodispersed systems. On the contrary, the model 
provides more accurate predictions for the volume fraction 
profiles closer to the end of the sedimentation when the 
advection terms disappear, and the effective diffusion gov-
erns the system.

As also mentioned, the same effective diffusion coeffi-
cient model was used for all three cases with different initial 
volume fractions and DSDs. This indicates that the effective 
diffusion coefficient does not depend strongly on the DSD. 
Additionally, the effect of physicochemical properties is 
lumped in the coefficient C in Eq. (31). From the available 
models for the elastic modulus (to which effective diffusion 
is directly proportional) for water-oil emulsions (Mason et al., 
1997; Mougel et al., 2006; Princen and Kiss, 1986), we expect 
that the coefficient C is directly proportional to the interfacial 
tension. Moreover, from the formula for the drag term (to 

Fig. 4 – Initial DSDs (dimensionless radius-based volume 
density distribution) for different water volume fractions.

Fig. 5 – Comparison of experiment and model (initial volume fraction=20%), left: various water iso-volume-fraction curves, 
right: water volume fraction profiles at different elapsed times.
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which effective diffusion is inversely proportional) presented 
by Shih et al. (1986), the C coefficient should also be inversely 
proportional to the phase density difference and gravita-
tional acceleration. Accordingly, the following proportion-
ality can be deducted for the coefficient C:

C
g | |d c (62) 

Due to measurement range limitation of the tensiometer 
apparatus (PAT1M from SINTERFACE Technologies), it was 
not possible to measure interfacial tension value for 800 ppm 
concentration of Span 80. However, this value should be less 
than 4.2 mN/m (related to 200 ppm of Span 80 concentration 
after 1.5 h of adsorption). This limitation did not allow us to 
corollate the coefficient C according to Eq. (62). However, 
considering the measurement limitation, we expect a 

proportionality coefficient less than 203 due to the limitation 
of the instrument.

5.4. Case study – a coalescing system

To evaluate the model results for the system consisting of 
coalescence, a case study is performed for a water-in-oil 
system with 40% initial water volume fraction. The model 
inputs are summarized in Table 2.

The time-space colormaps for volume fraction and the 
average droplet size are depicted in Fig. 8. At the bottom 
volume fraction colormap, the formation of the homophase 
can be observed, which grows at a higher rate until around 
3 min; Afterward, it steadily grows at a lower rate. On top of 
the homophase layer, the formation of the DPL can also be 
seen. This layer starts to form from the beginning of the 

Fig. 6 – Comparison of experiment and model (initial volume fraction=40%), left: various water iso-volume-fraction curves, 
right: water volume fraction profiles at different elapsed times.

Fig. 7 – Comparison of experiment and model (initial volume fraction=60%), left: various water iso-volume-fraction curves, 
right: water volume fraction profiles at different elapsed times.
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process; However, the volume friction builds up to the max 
volume fraction specified for the system, 0.9, at around 
4 min. After that, the DPL is fully formed in approximately at 

a time around 15 min, with its thickness becoming max-
imum. Then, it shrinks as more water droplets coalesce in 
the homophase. From the average droplet size colormap for 
this studied case, the coalescence rate is somewhat faster 
than the sedimentation rate. As a result, the average droplet 
size increases from 15 µm to around 40 µm in the first 3 min 
of the process. Then, due to larger droplet sizes, faster sedi-
mentation rates are observed in the system. Additionally, the 
increase in the droplet sizes increases the interfacial coa-
lescence time, thus resulting in a slower growth rate of the 
homophase after 3 min

The volume fraction and average droplet size profiles for 
different times are shown in Fig. 9. On the right side of Fig. 9, 
the formation of the homophase can be observed in which 
the profiles are shifted toward the left. In addition, a drastic 
increase in both volume fraction and average droplet size can 
be seen at the bottom of the column as time passes. Here, the 
volume fraction increases until it reaches a value close to the 
max volume fraction,0.9. As the volume fraction reaches this 
point, it remains and does not go higher.

Table 2 – model inputs for the coalescing system case- 
study. 

Aquous 
phase

Oil phase

Density (kg/m3) 1000 850
Viscosity (Pa·s) 20 × 10−3

Initial vol. Frac. 0.40
Temperature (K) 300
Retarded Hamaker constant (N/m2) 4 × 10–36

Interfacial tension (N/m) 15 × 10–3

Column height (m) 1.5 × 10–3

kCR 1

kCE 1

kIC 1

Fig. 8 – Model results colormaps for a coalescing emulsion, initial volume fraction= 40%, right: volume fraction, left: average 
droplet size.

Fig. 9 – Profiles, coalescing emulsion, initial volume fraction= 40%, top: water volume fraction, bottom: average droplet 
radius.
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The dimensionless volume density distributions are de-
picted in Fig. 10 for the top and bottom of the column. At the 
top of the column, the DSD is rapidly decreasing to zero due 
to the gravity sedimentation of the droplets to the lower 
sections of the column. On the contrary, there is a shift 
toward larger droplet sizes for the bottom of the column. 
This is a coinciding result of sedimentation and the binary 
droplet coalescence due to the high-volume fraction in this 
region.

6. Conclusion

An empirical approach is developed to model the dense- 
packed layer usually formed in a batch gravity separator. 
This approach is based on introducing an effective diffusion 
to the model based on the insight from Shih et al. (1987, 
1986). Accordingly, a closure model was proposed for the 
effective diffusion coefficient with functionalities of the 
droplet slip velocity and the volume fraction. The selected 
function for the effective diffusion coefficient asymptotically 
approaches toward infinity when the volume fraction ap-
proaches the maximum allowable volume fraction (as the 
model parameter). As a result of this high diffusion coeffi-
cient, all the excess droplets diffuse back to the surrounding 
regions with a lower volume fraction. The mentioned issue 
guarantees that the system’s volume fraction is always in the 
physical range between the zero and maximum allowable 
volume fraction specified in the model. The described ap-
proach was integrated into a general model for the batch 
gravity separation process. The developed model considers 
gravity settling/rising of droplets as well as binary and in-
terfacial coalescence using a parallel film drainage model. 
For slip velocity, three different models were tested and 
compared and finally, the model by Kumar and Hartland was 
selected. Furthermore, the model tracks the interface be-

tween the dispersion layer and homophase as the homo-
phase grows and the dispersion layer shrinks. This matter 
results in a moving boundary problem, which was tackled via 
a spatial-temporal transformation.

Finally, the proposed closure model for the effective dif-
fusion coefficient was tuned using experimental data for a 
stabilized water in model oil emulsion. Experiments were 
performed by NMR technique for three volume fractions in 
the range of 20–60%. The model prediction agrees well with 
the experiments. Particularly, simultaneous agreement with 
all cases possessing various initial volume fractions and 
DSDs suggests that this model can be generalized and ap-
plied to a wide range of oil and water emulsions systems. 
Additionally, the developed model shows promise as it can 
describe a wide range of initial volume fractions and si-
multaneously ensure physical values for predicted volume 
fractions.

For future works we will focus on the below items: 

• Applying the model to a coalescing system. That would 
allow us to tune the interfacial and binary coalescence 
rates according to a film drainage model with a more 
realistic assumption by considering the compressive 
stress force in the DPL as the squeezing force between 
droplets.

• Comparison between model predictions and experiments 
for other systems exhibiting different properties. That 
would allow us to link the effective diffusion coefficient 
and maximum volume fraction parameter to system 
physical properties.

• Upscaling of the parameters determined from small-scale 
experiments.

• Finally, the batch gravity model in this work will be further 
developed to model the continuous oil/water gravity se-
parators.

Fig. 10 – Model results for dimensionless volume density distribution, coalescing system, initial volume fraction= 40%, right: 
top of column, left: bottom of column.
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