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Abstract

Most robots today are used for repetitive and predictable tasks as autonomous
operation in an ever-changing work environment is challenging to program. More-
over, developing such robotic applications is time-consuming and resource-demanding,
but despite this, autonomous robots have become increasingly popular in recent
years.

As computational power becomes readily available, robotic simulators can simu-
late the real world more accurately than ever. As a result, utilizing these powerful
simulators can lower costs and reduce development time, resulting in faster robotic
application development.

This thesis investigates the possibilities of a digital twin of the KUKA KMR
iiwa developed in NVIDIA Isaac Sim using ROS 2. The KMR iiwa is a mobile
manipulator consisting of the KMP 200 omniMove, a holonomic drive mobile
platform, with the LBR iiwa 14 R820 manipulator mounted on top. The use cases
for the robot span wide, and the mobile manipulator have unique capabilities that
allow it to manipulate objects with high precision and to move over large surfaces.
Programming such a robot is involved, and autonomous operation of the robot is
desired.

This project aims to create a framework for efficiently developing, testing, opti-
mizing, and deploying robotic applications. To achieve this, a physically accurate
robot model must be developed. In addition, sensors and actuators will have to
match the physical robot, and a standardized interface for controlling the physical
and simulated robot is necessary.

Experiments focusing on the holonomic drive system, autonomous navigation,
and mapping were conducted to evaluate the simulated robot’s capabilities. In
addition, the simulated robot has been tested in different environments to ensure
the system performs as expected.

Two new ROS packages have been developed to control the robot, and two ex-
tensions for Isaac Sim were developed for importing and modeling the robot and
creating an interface with the ROS system.





Sammendrag

De fleste roboter brukes i dag hovedsakelig til repetitive og forutsigbare opp-
gaver fordi det er utfordrende å programmere roboter som kan operere autonomt
i uforutsigbare miljø. Det er tid- og ressurskrevende å utvikle, men til tross for
det, har roboter i større grad blitt autonome de siste årene.

Når datamaskinene har blitt kraftigere har også simulatorer fått mulighet til å
lage simuleringer likere virkeligheten. Ved å utnytte de nye, kraftige simulatorene
kan man redusere kostnader og utviklingstid som igjen fører til raskere utvikling
av robotapplikasjoner.

Denne oppgaven utforsker mulighetene en digital tvilling av KUKA KMR iiwa i
NVIDIA Isaaac Sim har, ved bruk av ROS 2. KMR iiwa er en mobil manipulator
bestående av en KMP 200 omniMove, som er en mobil plattform, og en LBR iiwa
14 R820, som er en manipulator montert på plattformen. Bruksområdene for en
slik robot er vide og en mobil manipulator har unike egenskaper som tillater den å
manipulere objekter med høy presisjon, i tillegg til å kunne bevege seg over store
avstander. Det er komplisert å programmere en slik robot i detalj, så autonom
operasjon er ønsket.

Dette prosjektet tar sikte på å utvikle et rammeverk for å effektivt utvikle, teste,
optimere og deploye applikasjoner på roboten. For å gjøre dette må en detaljert
modell av roboten utvikles. I tillegg må sensorer og aktuatorer nøyaktig simulere
de faktiske instrumentene. Til slutt må et standardisert brukergrensesnitt utvikles
for å kontrollere roboten.

Eksperiment fokusert på kjøre-systemet, autonom navigering og kartlegging av
områder ble gjennomført for å evaluere egenskapene til den simulerte roboten. I
tillegg ble den simulerte roboten testet i ulike miljøer for å forsikre oss om at den
oppførte seg som forventet.

To nye ROS pakker har blitt utviklet for å styre roboten, og to utvidelser for Isaac
Sim ble utviklet for å importere og modellere roboten, i tillegg til å sette opp et
brukergrensesnitt mot ROS.
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Chapter 1.

Introduction

1.1. Background and Motivation
Recent advances in computer science have enabled the fourth industrial revolution
to focus on automation, machine learning, and real-time monitoring of production
locally as well as across multiple production plants. With industry 4.0, every
part of the supply chain is connected, providing opportunities for mass-produced,
customized products and more efficient production.

One of the approaches during this transition is to further increase mechanization
and automation [21]. There has already been a transition where robots have taken
over tedious and labor-intensive tasks to free up human personnel to do other jobs.
However, autonomous robots in Industry 4.0 have to be more versatile and able
to adapt to unfamiliar tasks and situations. If this is accomplished, robots can
do jobs only humans previously could do, increasing efficiency significantly.

One promising category of autonomous robots suitable for Industry 4.0 is mobile
manipulators, such as KMR iiwa from KUKA. Such robots are recognized by their
ability to move around on the factory floor while at the same time being able to
move objects using their manipulator. Today robots are limited by not being able
to take on more general tasks, but if this challenge can be overcome, these kinds
of versatile robots will likely prove crucial during Industry 4.0

One of the main challenges of developing robotic applications for mobile manip-
ulators is the cost of equipment and the time it takes. One proposed solution
to decrease costs is to use experimentable digital twins for development, valida-
tion, and optimization [51]. However, this approach depends on the fidelity of the
simulation and that it accurately simulates the robot and its environment. Re-
cently there have been promising advances within computer science that enables
simulators to have more realistic physics and photo-realistic visuals.
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These advances in simulation technology show promise, and this thesis will explore
how a digital twin can be used to develop robotic applications using the KUKA
KMR iiwa. Furthermore, such a digital twin might also provide the possibility of
developing machine learning- and computer vision tasks.

1.2. Problem Description
The main goal of this thesis is to create a digital twin of the KMR iiwa using
NVIDIA’s robotic simulator, Isaac Sim. The digital twin should enable developers
to develop, test, optimize and deploy robotic applications more efficiently. To
achieve this, a modular simulation framework has to be developed, and an accurate
model of the robot has to be created with an accompanying ROS 2 interface.
Furthermore, the ROS interface should provide relevant sensory information and
the possibility to control the joints of the robot, both concerning driving the
holonomic base and controlling the manipulator with its gripper.

1.3. Previous Work
This master’s thesis concludes the work with a digital twin for the KMR started
in the specialization project [31] written in May of 2022. This project explored
the possibility of a digital twin and the prerequisites to make it a viable option
for developing and optimizing robotics applications for the KMR. The project
concluded that a digital twin could be realized and that Isaac Sim would be a
promising simulator to achieve this. This is the basis for this thesis.

In 2020 Heggem & Wahl presented a ROS 2 stack for autonomous fetch and carry
tasks for the KMR at the MANULAB at NTNU [10], and this was further im-
proved in [5]. This work was successful, particularly in creating the ROS interface.
However, the work did not focus much on the simulation, and most of the testing
was conducted on the physical robot.

More work has also been done focusing more on simulation and the creation and
application of a digital twin. For example, Fraunhofer IML created a robot for
transporting pallets with holonomic drive and a digital twin for more efficient
development and optimization of robotic algorithms [58, 14]. Another example
is Anymal from ETH Zürich, which used the digital twin both to train its AI
locomotion policy and to test the policies and algorithms in a safe, simulated
environment [11]. Both of the robots were developed using NVIDIA Isaac Sim
and are thus relevant for the development of the digital twin of the KMR.
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1.4. Outline
This thesis is divided into five chapters. Chapter 2 presents the fundamental
theory and necessary preliminaries, and Chapter 3 describes the implementation
of the system and how different components tie together. Achievements and
evaluation of the experiments conducted are discussed in Chapter 4 before further
work, and a conclusion is presented in Chapter 5





Chapter 2.

Preliminaries

This chapter presents the fundamental concepts and topics required to understand
the system presented later in the thesis. It also discusses decisions regarding
the choice of technologies and frameworks and presents topics related to these
frameworks.

Section 2.1 lays the foundation with a brief introduction of kinematics for wheeled
robots, followed by Section 2.2, which describes the physical robot and its prop-
erties. Section 2.3 presents the theory behind mapping and navigation, and Sec-
tion 2.4 describes the ROS system and relevant packages used in this thesis.
Lastly, Section 2.5 discusses digital twins and robotic simulators, and Section 2.6
presents the NVIDIA Isaac Sim robotic simulator.

2.1. Robot Kinematics
The following sections 2.1.1 and 2.1.2 are primarily based on previous work in the
specialization project [31], but is presented here as it forms the foundation of the
kinematics of the mobile base. Subsection 2.1.1 presents basic terminology for
describing robots in the plane, and Subsection 2.1.2 presents a kinematic model
of a holonomic robot similar to the KMR.

2.1.1. Poses and Frames

A pose describes a position and orientation for an object in 2D or 3D space.
Relative to a reference frame S, the pose of an object in 2D can be described as

X =

x
y
θ

 (2.1)
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In the case of a 2D plane, an object has 3 degrees of freedom (dof). It can move
in the x and y direction, or it can rotate θ degrees around the z-axis. Hence
the vector X is sufficient to describe any pose in 2D space. Even though X is
sufficient to describe the pose of an object in 2D, it can be somewhat cumbersome
to work with, and a more common description of poses is using homogeneous
transformation matrices. A homogeneous transformation matrix, T , consists of
a rotation matrix, R, and a column-vector, p, describing translation, as shown
in Equation 2.2. The transformation matrix describes rotation and translation
relative to a reference frame S.

T =
[
R p
0 1

]
(2.2)

In the case of 2D p = [x, y]T and R as described in Equation 2.3 [25, p. 64]. All
rotation matrices R ∈ SO(2) in 2D or R ∈ SO(3) in 3D. This means that for all
R it holds that RT R = I and det(R) = 1 [25]. These properties imply that no
scaling is involved in the rotation and that the rotation is uniquely defined.

R =
[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]
(2.3)

There are two main benefits of using this notation. The first is that it makes
transformations between different frames into a matter of simple matrix multipli-
cation, and the second one is that the procedure for transformations is the same
in 3D. The only difference being that R ∈ SO(3) and not SO(2), and p ∈ R3×1.

There are multiple ways of describing poses and frames, such as exponential co-
ordinates and quaternions, which each have their use cases. Still, for a basic
understanding of robotic control, this is sufficient.

2.1.2. Wheeled Robots

In many modern robotics applications, manipulators are placed atop mobile bases.
This makes the robot more versatile but has some challenges when modeling its
behavior. This section will discuss the kinematics of wheeled robots.

This section assumes that the robot moves on a plane surface with no skidding.
This is to create a consistent model of how the wheels’ rotation affects the robot’s
pose.

There are two main categories of wheeled robots; holonomic drive and non-
holonomic drive. A formal definition is that a robot with holonomic drive has
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no constraints on its velocity q̇ = (θ̇, ẋ, ẏ), while a robot with non-holonomic
drive has a single Pfaffian velocity constraint. An example of a non-holonomic
robot can be a car where the constraint prevents the car from moving directly
sideways, despite that it can reach any configuration (θ, x, y) in an obstacle-free
environment [25, p. 514].

Even though a non-holonomic robot can reach any configuration in an obstacle-
free environment, this is not always true in real life, where obstacles exist. The
main advantage of holonomic robots is that they are more maneuverable. The
ability to move directly sideways allows them to access spaces that non-holonomic
robots can’t access. In many cases maneuvering a holonomic robot is simpler than
maneuvering a non-holonomic robot. There are, however, advantages to using
non-holonomic robots as well. To achieve non-holonomic drive, the robot needs
special wheels that can move in multiple directions, making them more fragile
and unsuitable for higher speeds. Usually, holonomic robots use omni wheels
or mecanum wheels shown in Figure 2.1. Both types have rollers with a small
diameter which works best on flat, hard surfaces [25, p. 515].

Figure 2.1.: Example of omni wheel (left) and mecanum wheel (right) [25, p.
514]

The rest of this section will focus on kinematics for holonomic robots, as the KMR
has holonomic drive. Two main types of wheels are used in holonomic robots: omni
wheels and mecanum wheels, shown in Figure 2.1. Both types allow the wheels to
move sideways and in line with the wheel’s direction. The omni wheels consist of
multiple rollers around the wheel’s circumference, which are oriented in line with
the plane of the wheel. In contrast, the rollers on the mecanum wheels usually are
mounted at about 45° to the plane of the wheel [25]. There are multiple ways of
configuring a robot with omni wheels or mecanum wheels, but two common ones
are shown in Figure 2.2

In Figure 2.2, the driving direction of the wheel is the direction in which the motor
drives the wheel, and the free sliding direction is the direction in which the rollers
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Figure 2.2.: Common configurations of omni wheels (left) and mecanum wheels
(right) to achieve holonomic drive [25, p. 516]

can roll freely without any power from the motor. In this illustration, the rollers
on the mecanum wheels are mounted at γ = 45°.

Kinematic Model for a Four Mecanum Wheeled Mobile Robot

Kinematics is used to describe the motion of a robot based on some input. The
forward kinematics describes the robot’s motion based on input from each joint’s
velocity, and the inverse kinematics describes the input to each joint or motor to
achieve a particular movement. This chapter will discuss the kinematics for the
mobile base in the 2D plane. Many modern frameworks provide integrated tools
for controlling holonomic robots. However, a basic understanding of the param-
eters determining the kinematic model is necessary to tune the integrated tools
properly. An example of such a tool is described in more detail in Subsection 3.2.3.

The KMR iiwa is a robot with holonomic drive using mecanum wheels, and Fig-
ure 2.3 illustrates the parameters to describe a mecanum wheel and the list below
describes the parameters.

• XR-YR, hereby references as X-Y, is the robot frame

• E-S is the wheel frame

• vir and ωi is the angular velocity of the rollers and the wheel in the wheel
frame (E-S).

• β is the angle between the S-axis and the X-axis.

• γ is the angle between the vr and the E-axis.

• α is the angle between the X-axis and the line from O to the center of the
wheel P.
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Figure 2.3.: Here, the variables used to derive the inverse kinematics for the
robot are shown [9].

• ly and lx are the horizontal and vertical distances from the center of the
robot.

• r is the radius of the wheel.

The details of the derivation of the kinematic model can be seen in [31] and will
not be presented in detail here. The results are, however, of interest, and they
are shown in Equation 2.4

ω1 = 1
r

(vx − vy − (lx + ly)ω)

ω2 = 1
r

(vx + vy + (lx + ly)ω)

ω3 = 1
r

(vx + vy − (lx + ly)ω)

ω4 = 1
r

(vx + vy + (lx + ly)ω)

(2.4)

Equation 2.4 concludes the inverse kinematics problem for a robot with mecanum
wheels mounted parallel to the direction of travel and with γ = 45◦, which is the
case with the KMR. From this, it is clear that the essential parameters are the
longitudinal and lateral distances from the center of the robot to the wheels, lx
and ly. The implementation of this in the simulated robot is further described in
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Subsection 3.2.3.

2.2. KUKA KMR iiwa
The KUKA KMR iiwa is a mobile manipulator consisting of a mobile base, the
KMP 200 omniMove, hereby referred to as the KMP, and a manipulator, the LBR
iiwa 14 R820, hereby referred to as the LBR. Figure 2.4 shows the entire robot.
This section will briefly present the main functionality of each of the parts and
how they work together.

Figure 2.4.: The KMR iiwa. 1 is the LBR iiwa 14 R820 and 2 is the KMP
200 omniMove [17]

For this project, the robot is only used in the simulation. Thus implementation
details of how to develop robotic applications for the physical KMR using Sunrise
OS and the Sunrise Cabinet are not discussed here. A ROS 2 bridge to the Sunrise
system was developed in [10, 5], and the interface developed here will, for the rest
of this thesis, be considered the interface for controlling the robot.

2.2.1. KMP 200 omniMove

The KMP is the mobile base that transports the LBR and possibly other gods.
The robot is equipped with four mecanum wheels, which allow the robot to move
in any direction in the plane. The wheels and control unit enables the KMP
to move with a precision of ±5 mm. Figure 2.5 illustrates the coordinate frame
related to the KMP/KMR with the configuration of the wheels.
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Figure 2.5.: Coordinate frame of the KMP. A1 through A4 denotes the mecanum
wheels

The KMP has a maximum velocity of 1 m/s in the x direction, and a maximum
velocity of 0.56 m/s in lateral and diagonal movements [17]. Moreover, the robot
is surrounded by a protective field which, if violated, slows the robot down to
lower speeds to avoid dangerous situations. The area of the protective field can
be set using Sunrise OS.

To detect violations of the protective field, the KMP uses two SICK S300 safety
laser scanners [17], located at B1 and B4, shown in Figure 2.6. Each scanner has
a horizontal range of 270◦, which surrounds the robot.

Figure 2.6.: Location of the laser scanners and protective field.

The laser scanners are mounted 150 mm above the ground and will only detect
obstacles at this height. This is something to be aware of in a warehouse where
the robot will not detect shelves, e.g., 0.5 m above the ground. If the robot drives
under the shelf, it will collide without stopping, as the protective field was not
technically violated.
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2.2.2. LBR iiwa 14 R820

The LBR iiwa is a lightweight 7dof cobot designed to work alongside humans
without needing a protective cage. The arm has torque and position sensors in
each joint which communicate the robot’s configuration. The joints and working
envelope of the robot are shown in Figure 2.7

Figure 2.7.: Left figure shows the joints of the LBR, and the right figure shows
the working envelope

In the context of the KMR, the LBR can be used to pick objects from a workspace,
place them on the KMP, and deliver them to another workspace. With a precision
of ±0.1 mm, the LBR is also suited for assembling tasks. The arm has a media
flange, allowing different accessories to be mounted as end effectors. In addition,
the media flange provides a power supply and data transmission to control various
tools or grippers.

2.3. SLAM and Navigation
Autonomous navigation and mapping are two significant challenges using Au-
tonomous Mobile Robots (AMRs). For a robot to move efficiently in an area, it
needs a map. However, the creation of such a map can be challenging. Navigation
of AMRs involves many problems, such as localization, path planning, and object
avoidance. [47] mentions four core requirements to achieve such a task.

1. Map
2. Pose of the robot
3. Sensing
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4. Path calculation and driving

If the robot knows its pose and can sense its surroundings, it can create a map
using SLAM. If the robot also has a map available, it can accomplish navigation
tasks that take the robot from point A to point B. This chapter will consider the
KMR as an AMR where navigation of the mobile platform is in focus.

This section is based mainly on previous work in the specialization project [31];
however, it forms a foundation for implementing SLAM Toolbox and Navigation
2 later. The section is condensed and includes only the most essential concepts.
First, Subsection 2.3.1 describes maps and how to represent them, then Subsec-
tion 2.3.2 discusses how maps are created using SLAM, and lastly, Subsection 2.3.3
describes the process of navigation and path planning.

2.3.1. Maps

Traditionally a 2D occupancy grid map (OGM) has been used to represent maps,
but in recent years 3D maps have been used and sometimes in combination with
object segmentation [47, p. 324]. However, as the KMR is a mobile manipulator
moving on a plane factory floor, a 2D map is sufficient for navigation purposes
and will therefore be the focus of this section.

An OGM is represented as a greyscale image as shown in Figure 2.8a. Here the
white area is where the robot is free to move, the black area is occupied, and the
gray area is unknown.

(a) Example of an occupancy
grid map

(b) Example of .yaml file associated with the
map

Figure 2.8.: Example of an OGM and associated .yaml file created by Turtlebot
3 [47, p. 325]
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When computing the map, each pixel is assigned a value based on the probability
that it is occupied, denoted as occ. This probability is calculated using the pos-
terior probability of Bayes’ theorem. If the value of occ is close to 1 indicates a
higher probability that the area is occupied and if occ is closer to 0 indicates a
free area. These values are published as ROS messages and converted to integers
[0, 100] including −1, which indicates that the area is unknown [47].

Accompanying the map is a configuration .yaml file, which specifies the properties
of the map. The resolution specifies the area of a pixel in meters, and the origin
is the 2D pose of the lower-left pixel on the form [x, y, yaw] (yaw is often ignored)
[7, 59].

An important addition to the OGM is the costmap used for navigation. This will
be further discussed in subsubsection 2.3.3

2.3.2. SLAM – Simultaneous Localization and Mapping

As discussed in the previous section, maps are essential to AMRs, but they are
not always available. Simultaneous localization and mapping, or SLAM, is the
process of creating a map using a mobile robot with different sensors.

A formal definition of the SLAM problem is presented in [54].

A mobile robot roams an unknown environment, starting at an initial
location x0. Its motion is uncertain, making it gradually more diffi-
cult to determine its current pose in global coordinates. As it roams,
the robot can sense its environment with a noisy sensor. The SLAM
problem is the problem of building a map of the environment while
simultaneously determining the robot’s position relative to this map
given noisy data.

The challenge of SLAM is to do both localization and mapping simultaneously,
whereas each task can easily be done separately.

A graphical representation of the SLAM problem is shown in Figure 2.9.

In Figure 2.9 t ∈ [0, T ] is the time interval, and T is the terminal time. xt is the
robot’s pose at time t, and m is the static map and therefore time irrelevant. ut

is the relative motion of the robot, often derived from odometry, and zt is the
observations of the map gained from sensors. Together the SLAM problem can
be defined probabilistically as

p(xt, m|Zt, Ut) (2.5)
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Figure 2.9.: Graphical representation of the SLAM problem [54, p. 1154]

Equation 2.5 describes the online SLAM problem, which is when the robot cal-
culates its pose and the map in real time as it discovers the world. To calculate
this probability, the robot needs a model that relates the odometry, ut, to the
location, xt, and the observations, zt, to the map, m. The two main models used
are shown in Equation 2.6.

Motion model: p(xt|xt−1, ut)
Measurement model: p(m|xt, zt)

(2.6)

The motion model describes the probability that the robot is located at xt given
the last position, xt−1, and the odometry in the previous interval ut. In contrast,
the measurement model describes the probability of doing the observation zt given
its pose xt and the current map [54].

There are three main paradigms in SLAM used to calculate these probabilities
and, finally, to create a map. The first SLAM applications used extended Kalman
filters (EKF SLAM), but in most cases, EKF has been replaced by particle filters
for online SLAM. These two approaches can be classified as filtering approaches.
They rely on new measurements to refine the estimate of the state on the go and
thus create a map. The last paradigm is graph-optimized approaches which were
originally used for full SLAM but have recently seen adoption in online SLAM
applications as well [54, 19]. Today it is the most common approach, and it will
be explained in more detail in the following section.
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Graph-based Optimization

Graph-based optimization techniques for SLAM were mainly used for full SLAM
problems, but in recent years the technique has been adopted in online SLAM
applications. The idea is that the robot’s pose and landmarks’ location are repre-
sented as nodes in a graph. Each pair of points, xt−1, xt, along the robot’s path is
connected with an edge containing information from the odometry ut. The edges
between the robot’s location xt and a landmark mi describe the soft constraint
between them [54]. Finally, this results in a sparse graph used to generate the
map.

When the graph is created, the optimization problem is to minimize the error
caused by the soft constraints. Different approaches exist for this, such as [18, 3].

One significant advantage of this approach is that the sparse graph allows much
higher dimensional maps compared to EKF SLAM. Due to the limited space used
to store and update the graph, graphical SLAM can create significantly larger
maps than other methods.

2.3.3. Navigation

Navigation is the task of moving the robot from an initial pose to a goal pose using
a map. The robot should be able to plan a path and avoid obstacles autonomously.
The task consists of the following four subtasks [47]

1. Sensing: The robot gathers information from the wheel encodes and other
sensors that describe the pose of obstacles, such as walls, furniture, and
other objects relative to the robot.

2. Localization / Pose estimation: Based on the sensory input, the pose
of the robot is estimated on the map. Multiple such methods exist, but one
commonly used is AMCL which will be discussed in subsubsection 2.3.3.

3. Motion planning / Path planning: Creates a path from the current
pose to the goal pose on the map. Usually, this task is separated into a
global path which creates a path throughout the whole map, and a local
path which handles path planning for a small area close to the robot.

4. Move / Obstacle avoidance: When the robot follows the planned path,
obstacles and moving objects can occur. Obstacle avoidance is the task of
avoiding collision with these objects and planning an alternative path. DWA
is one algorithm used for this task, and it will be explained in subsubsec-
tion 2.3.3.

The following subsections will present three main components of navigation; costmaps,
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Adaptive Monte Carlo Localization (AMCL), and Dynamic Window Approach
(DWA)

Costmap

As a result of SLAM, a static map for navigation is generated. It defines occupied
areas, free areas, and unknown areas. A costmaps is an extension of this map
describing the cost for the robot to move in different parts of the map. A higher
cost indicates a higher probability of colliding. An example of a costmap is shown
in Figure 2.10

Figure 2.10.: Example of a costmap corresponding to the map in Figure 2.8a
[47, p. 338]

The costmap is generated based on the OGM in Figure 2.8a, and the brighter
colors are the parts of the map recognized by the robot from its current pose.

Costmaps can be separated into two types: a global costmap for navigation over
the entire fixed map and a local costmap for obstacle avoidance and path planning
in the area close to the robots. Both maps are represented the same way with a
grid containing values between 0 and 255 which indicates the cost. Figure 2.11
shows the relationship between the distance to the object and the costmap value.

Using this map, different pathfinding algorithms can be used to generate a path.
There exist multiple ROS packages and other implementations which automate
the process of path planning. One example is the ROS package Navigation 2 [27].

Adaptive Monte Carlo Localization

Adaptive Monte Carlo localization (AMCL) is based on the Monte Carlo local-
ization (MCL) pose estimation algorithm using particle filters. The main benefit
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Figure 2.11.: Relationship between the distance to the object and the costmap
value [47, p. 356]

of AMCL is that it achieves better real-time performance by using fewer samples
(equivalent to particles) than MCL.

The localization procedure is similar to the general algorithm for particle filters
which consists of predicting possible samples of the pose, updating the samples
with sensor information, estimating the pose, and resampling, which creates new
likely samples.

This algorithm is the default localization algorithm used by the Navigation 2
system [27].

Dynamic Window Approach

The Dynamic Window Approach (DWA) is a commonly used collision avoidance
strategy in ROS. The robot initially follows a global path, but when obstacles
occur that are not present on the map, the robot needs to plan a local path, and
DWA is one strategy for planning this path.

The robot has a limited number of available movements based on the dynamics
of the robot. A holonomic robot can move in x and y direction in addition to
rotation θ around the z-axis. The task of DWA is to continuously choose the
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optimal collision-free velocity. DWA does not primarily consider the robot in the
2D xy-plane, but rather in the velocity space consisting of (vx, vy, ω), where ω
is the rotational velocity around the z-axis. The algorithm searches the velocity
space for possible velocities and chooses the best one.

To choose the best path, an objective function G(vx, vy, ω) considers different
metrics and decides what combination of (vx, vy, ω) yields the best outcome. To
choose the best path, the objective function may consider the cost on the costmap,
distance to the goal, orientation to the goal, and orientation to the path [22].
When the best velocities are determined to maximize the objective function, the
robot executes this.

2.4. ROS 2 – Robot Operating System
The Robot Operating System, or ROS [28], is a set of open-source software tools
and libraries used for developing robotic applications. It contains robot-specific
drivers, algorithms for robotic applications, and other tools to aid development
[49].

This section will discuss different ROS-related topics, present relevant concepts
and briefly explain some of the ROS stacks used in this thesis. Subsection 2.4.1
presents basic concepts of ROS necessary for understanding the system, while
Subsection 2.4.2 briefly discusses the underlying communication protocol ROS
uses. Subsection 2.4.3 presents URDF, the default method for describing robots
using ROS, and Subsection 2.4.4 and Subsection 2.4.5 presents two ROS stacks
used for mapping and navigation.

2.4.1. Introduction to ROS

ROS is not an operating system, as the name suggests, but rather a middleware
aimed at tackling previously complex and inefficient development of robotic appli-
cations. Instead of writing software specific to one manufacturer, ROS provides
a common interface for different robots [49]. The following paragraphs explain
some basic concepts and terms used later to describe the system.

All computation in ROS is executed in nodes. A node handles computation related
to a small part of the system, such as estimating the robot’s pose, combining laser
scans, publishing images from cameras, or other tasks. Instead of having large
nodes that do many operations, it is considered best practice to have specific
nodes that do particular tasks and communicates with each other using topics,
services, or actions.
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Communication over topics uses the publish-subscribe pattern where a laser scan-
ner, for example, publishes a new message on a topic (e.g. /scan) each time a
new scan is read. The standard ROS distribution provides multiple predefined
message types containing specific data, but custom messages can also be created.
All custom message types are defined using the interface definition language (IDL)
and have file endings .msg. Topics are primarily used to distribute and consume
continuous data streams such as sensor data or robot state.

Services are used to trigger function calls in other nodes. This can be used to
execute quick calculations such as inverse kinematics or query a node’s state. It is
considered bad practice to use services for longer running tasks to avoid unwanted
side effects for other nodes.

For longer running tasks, actions are the preferred mode of communication. This
is because actions can trigger tasks and provide feedback during execution. Exam-
ples of where actions are appropriate include robotic movement or slow perception
routines. The common property of such tasks is that they are all time-consuming
and can provide feedback during execution.

2.4.2. RTPS and DDS

ROS uses DDS/RTPS as its middleware for communication. The middleware
provides serialization and transportation of data and decentralized discovery of
nodes. DDS, or Data Distribution Service, can be viewed as a layer on top of RTPS
(Real Time Publish Subscribe). DDS leverages the RTPS protocol for network
communication; however, DDS also provides advanced data-management features.
Such features include type systems, different communication patterns, and types
of quality of service to simplify real-time communication in distributed systems
[49].

ROS supports different DDS implementations, with eProsima DDS being the de-
fault for ROS 2 Foxy. All supported implementation of DDS implements the
abstract ROS middleware interface (rmw) [49]. Issues may occur if different in-
stallations and builds of ROS are used in different parts of the system, as envi-
ronment variables may be configured differently. DDS profiles can be manually
set, so that environment variables match when various installations of ROS are
used. One such configuration file is presented in Appendix A. Because the simu-
lator ships its installation of ROS and other packages are developed using a local
installation of ROS, the DDS profile has to be set explicitly for the different ROS
installations to work together.
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2.4.3. Unified Robot Description Format – URDF and Xacro

URDF files are the standard format to describe robots in ROS. A URDF file
starts with the opening robot tag, which defines the robot, which contains links
and joints specified with link and joint tags. Each link has an inertial, visual, and
collision tag, which describes the properties of the link. The inertial tag specifies
the link’s mass, the center of mass, and its central inertia properties, and is used
to model the robot in simulators. Both the visual and collision tags require a
geometry that defines the robot’s volumetric properties. The same geometry can
be used for both, however, a simpler geometry is often utilized in the collision
tag to reduce computation time. A geometry can consist of basic shapes such
as boxes, spheres, or cylinders, but a mesh is usually used to describe the robot
more accurately. A mesh in URDF is a trimesh that consists of multiple two-
dimensional triangles connected together to form a 3D geometry describing the
robot [60].

The joint tag describes a joint’s kinematic and dynamic properties, and it con-
nects different links to form a complete robot. The joints can be of various types,
but the relevant ones for the KMR are revolute joints and continuous joints. A
revolute joint rotates around an axis and has a limited range of motion specified
by the limit property. This type of joint is commonly used to model manipulators.
A continuous joint behaves the same as a revolute joint but without the limits,
which means it is suitable to model wheels on a mobile robot. All joints also have
physical properties such as friction and dampening, and a safety controller which
specifies parameters to operate joints safely. Lastly, joints also have a mimic tag,
enabling joints to mimic another joint’s motion. This can be useful for modeling
grippers with multiple joints but only one degree of freedom. However, it has to
be noted that not all robotic simulators support the mimic property of joints.

Xacro (XML Macros)

For complex robots such as the KMR, URDF files often become large and unclear
as complexity grows. Xacro is an XML macro language and preprocessor used
to simplify the generation of such files. The file format shares the specification
described for URDF, so a plain URDF file can also be a Xacro file, however
contrary to URDF, xacro provides features such as variables and expressions,
macros, the possibility of including files and control structures [8]. This results in
code being reused and more straightforward configuration of parts of the robot.

In some cases, such as with Isaac Sim, the simulator requires a description of
the robot using only URDF. All xacro files can be converted to plain URDF files
using the built-in ROS command line tool, xacro. In most ROS workflows, regular
xacro files can be directly parsed without going around the URDF conversion.



22 Chapter 2. Preliminaries

2.4.4. SLAM Toolbox

SLAM Toolbox [26] is a ROS package for generating maps of unknown environ-
ments. It is the default SLAM vendor in ROS 2 and was also integrated into the
Navigation 2 project. This section will not discuss the inner working of the SLAM
Toolbox as this can be found in [26], but rather focus on its integration with ROS.

SLAM Toolbox is a feature-rich package, however, it only supports laser scan
input and generates 2D OGMs. Macenski et al. [26] argue that laser scanners
provide the most robust measurements and are, therefore, the preferred sensor for
SLAM. Other libraries, such as [53], provide options for visual SLAM; however,
this comes at the cost of the ability to only map smaller areas.

The package works straight out of the box with minimal configuration. However,
it requires frames to conform to the REP105 [29] to function correctly.

2.4.5. Navigation 2

Navigation 2 (hereby referred to as Nav2) is a project containing several ROS
packages to provide autonomous navigation for different types of mobile robots.
This section will not go into implementation details of Nav2 as this can be found
in [27], but rather the integration with the ROS system.

Nav2 works out of the box with minimal configuration. The project includes
launch files for different applications and clear instructions on implementing the
project into different systems. The expected inputs for Nav2 are listed below [57].

1. TF transforms conforming to REP 105 [29]
2. A map
3. A behavior tree XML file
4. Relevant sensor data sources

As output, Nav2 generates command velocities for both holonomic and non-
holonomic robots.

The expected inputs listed above are specified in a parameter file provided to
Nav2 in the launch file. For a robot with holonomic drive, other parameters must
also be modified for the Nav2 to function optimally. The possible parameters are
presented in [57].

2.5. Digital Twins
This section is primarily based on the previously written specialization project [31]
and will briefly present some essential topics related to digital twins and robotic
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simulators. For a more in-depth analysis, readers are referred to [31].

One of the main challenges of developing robot applications for mobile manipula-
tors, such as the KMR, is that testing is time-consuming and requires expensive
resources. An essential criterion for the widespread adaptation of such robots is
that development costs are lowered, and testing becomes less resource-demanding.
Utilizing a virtual testbed is proposed in [51] to reduce the development cost and to
streamline integration. A schematic representation of a virtual testbed is shown
in Figure 2.12

Figure 2.12.: Virtual testbed [51]

The virtual testbed focuses on developing the data processing system by enabling
fast switching between the simulated environment and the real environment. The
data processing system is usually the most complex part of the system. How-
ever, if a common interface for the sensors and actuators exists in the simulated
and real environment, transitions between the two environments can quickly be
done. In addition to streamlining development, a simulated world provides a safe
environment where neither humans nor robots are exposed to hazards.

For such a system to work, a realistic robotic simulator must create a lifelike
simulated environment. The following section discusses this issue.

2.5.1. Robotic Simulators

In the specialization project [31], a comprehensive comparison of different robotic
simulators was conducted. This section will present a summary of this comparison.
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In order to develop a DT and be able to test it, a simulator has to accurately
simulate the real world. It needs a physics engine to replicate collisions between
objects and to allow the robot to affect its environment.

[4] defines a robotics simulator as an end-user software application that includes
at least the following functionality:

1. Physics engine for realistic modeling of physical phenomenon

2. Collision detection and friction models

3. Graphical User Interface (GUI)

4. Import capability for scenes and meshes

5. API especially for programming languages used by the robotics community
(C++/Python)

6. Models for an array of joints, actuators, and sensors readily available

Table 2.1 shows an overview of common robotics simulators with some of their
key features.

Table 2.1.: Comparison between popular robotics simulators [4]. (NVIDIA Isaac
was not part of the original table from [4])
Simulator

RGBD
+

LiDAR

Force
sensor

Linear +
Cable

actuator

Multi-Body
Import

Soft-Body
Contacts

DEM
Simulation

Fluid
Mechanics

Headless
Mode

ROS
Support HITL Teleoperation Realistic

Rendering
Inverse

Kinematics

Airsim ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓, Unreal ✗

CARLA ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✓ ✓, Unreal ✗

CoppeliaSim ✓ ✓
Linear
only ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✓ ✗ ✓

Gazebo ✓ ✓
Linear
only ✓ ✗

Through
Fluidix

Through
Fluidix ✓ ✓ ✓ ✓ ✗ ✓

MuJoCo ✓ ✓ ✓ ✓ ✓ ✓ Limited ✓ ✗
HAPTIX

only
HAPTIX

only ✗ ✗

PyBullet ✓ ✓
Linear
only ✓ ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗ ✓

SOFA ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓, Unity ✗

UWSIM RGBD
only ✓ ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓, custom ✗

Chrono ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓, offline ✓

Webots ✓ ✓ Linear ✓ ✗ ✗ Limited ✓ ✓ ✗ ✓ ✗ ✗

NVIDIA Isaac ✓[44] ✓[4] ✓[44] ✓[44] ✓[4] Through
Flex [45]

Through
Flex [35] ✓[44] ✓[44] ✓[39] ✓[36] ✓, Omniverse ✓[4]

This comparison presents features generally desired in robotic development, how-
ever, for a mobile manipulator, the use case is narrower, and the desired features
do not span as wide. A mobile manipulator is a combination of a mobile ground
robot and a manipulator. Each group of robots has its own set of desired features,
which is the basis for selecting an appropriate simulator.

The thorough comparison in [31] concluded that NVIDIA’s Isaac Sim provided the
necessary features for developing a DT of the KMR. Its photorealistic rendering
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is the main feature that sets it apart from other popular simulators like Gazebo.
It is also a simulator in rapid development, and new releases are frequent. Its
integration with ROS is sufficient, and its large sensor suite and built-in set of
robots provide a solid foundation to build the DT.

2.5.2. Sim-to-Real

Simulators create a replication of the real world, however, they are never perfect.
The gap between these two worlds is called the sim-to-real gap, or sometimes
the reality gap. For the development of robotics applications, it is essential that
this gap is small so that development and testing in the simulator accurately
represent how the robot will behave in the real world. This is also important
when developing robots using RL transferred onto physical robots.

This section presents a brief overview of the Sim-to-real problem based mainly on
the previously written specialization project [31]. For a more thorough discussion
of the problem, readers are referred to [31].

The sim-to-real problem is mainly related to RL applications; however, it rep-
resents a broader challenge related to simulating robots. Different simulators
have different features, and the choice of simulators is vital to closing the sim-to-
real-gap. In general, more realistic simulators will naturally yield better results.
However, one might measure more realistic slightly differently based on the ap-
plication. Suppose the application uses an autonomous vehicle mainly relying on
cameras as sensory input. In that case, photorealism will be an essential feature,
while a simulator used for training an AI for robotic grasping may place more
importance on physically accurate simulations.

A mobile manipulator is a hybrid of different robots, and thus it requires a general-
purpose simulation environment. Furthermore, it needs to be physically accurate
to enable realistic testing of robotic grasping with the manipulator while at the
same time providing the relevant sensors for AMRs. Cameras would be a natural
sensor to utilize in a mobile manipulator application, and for this, a photo-realistic
environment would significantly narrow the sim-to-real gap.

2.6. NVIDIA Isaac Sim
NVIDIA Isaac Sim [41] (hereby referred to as Isaac Sim) is a robotic simulator
based on NVIDIA Omniverse [42] (hereby referred to as Omniverse). Omniverse is
a comprehensive platform using Pixar’s open-source Universal Scene Description,
or USD for short, to build 3D worlds and simulate large-scale virtual environments.
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Isaac Sim uses this extensible platform, extending it with robotic-specific tools and
workflows, to create a high-fidelity robotic simulator [44].

This section presents some of the most important topics for understanding how
Isaac Sim works and how to create robotic applications using this simulator. Sub-
section 2.6.1 presents fundamentals of USD, which is the backbone of Omniverse
and Isaac sim, and Subsection 2.6.2 discuss some common workflows and fea-
tures of Isaac Sim. Subsection 2.6.3 and Subsection 2.6.4 briefly present the ROS
features included in Isaac sim focusing on OmniGraph and Isaac ROS.

2.6.1. USD – Universal Scene Description

Universal Scene Description, or USD for short, is a high-performance, extensible
software platform for collaboratively constructing animated 3D scenes [56]. The
software is created by Pixar Animation Studio, primarily for content creation
and interchange between different creative tools. The software is open source,
and because of this, it has seen wide adoption in fields such as manufacturing,
robotics, architecture, and design.

A couple of terms are needed to understand how to work with USD. The starting
point for every project is a stage. A stage is an abstraction of the scene graph
described in a USD file. It presents a composed view of all elements in the root
USD file and its references. The class UsdStage implements a stage, and it en-
ables efficient data queries, which allows editing prims, properties, and metadata
throughout the root file and its references [56].

A prim is the primary container object in USD and can contain other prims and,
or properties. A prim defines a namespace on a scene, which means that prims
can have the same name as long as they are under different prims. Prims may
also contain schemas that describe what kind of data is present within the prim.
All objects in a scene are considered prims and can be created and manipulated
through the UsdPrim class [56].

After a scene is saved, it can be imported, or referenced, in another scene. This
means that the default prim and all prims within its namespace are added to the
new scene. This is useful for creating reusable prims such as mecanum wheels.
However, it should be noted that when creating scenes that will be used as refer-
ences, the default prim should not include physics scenes, environments, or light-
ing, as this also will be referenced in the new scene. This will result in multiple
physics scenes and environments, which will cause issues [56].



2.6. NVIDIA Isaac Sim 27

API

Pixar has created an API for C++ and Python to script scenes and interact with
them. Through the API, it is possible to create prims and cameras, add physics
properties, and extract properties from objects during simulations. This can be
used to log data from simulations such as a robot’s pose or the wheel and joint
velocities.

When using the Python environment included in the installation of Isaac sim
(and implicitly Omniverse), the original USD API is available through the pxr
python package. This can be used to interact with objects in the Omniverse scene.
However, Isaac Sim applications are built with NVIDIA Omniverse Kit™[34],
which also provides a simplified API specific for robotics. This API is meant as
a supplement to the USD API, but it abstracts away the complexity of the USD
API while also merging multiple steps into one for frequently used tasks [44]. Both
APIs can be used interchangeably independent of each other.

2.6.2. Working with Isaac Sim

When developing with Isaac Sim, there are three main workflows: GUI, exten-
sions, and standalone Python. The three workflows have pros and cons, but they
are not exclusive and can be used in combination.

The graphical user interface, or GUI, is the most intuitive workflow and is suitable
for assembling worlds and robots, and mounting sensors and cameras. The main
drawback is that collaboration requires a more complex infrastructure than regular
code files and version control tools such as git. The USD files generated are usually
too large to be handled by git, particularly GitHub. Omniverse Nucleus [43] is a
solution to the collaboration issue, but it requires a complex infrastructure.

All tools for Isaac Sim are built as extensions, and they provide the possibility of
using both the GUI and Omniverse Kit to access all functionality of Omniverse.
Extensions usually perform one specific task, and multiple extensions can be used
simultaneously. They run asynchronously, enabling them to interact with the
stage without blocking physics or rendering stepping. Code is usually executed
by callbacks tied to physics steps, ticks in time, or stage events. Developing
extensions is more involved, but Isaac Sim provides basic robotics applications
which can be inherited to start an extension with basic functionality. Extensions
are more complex but are recommended for real-time sensitive applications, which
is the case with many robotic applications [44]. This is also the most common
workflow when using ROS.

The last workflow is standalone Python. This is the recommended workflow for
large-scale training in reinforcement learning and systematic world generation
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and modification [44]. In this workflow, Isaac Sim is launched via python scripts,
which can manually control rendering and physics steps to give total control over
the simulation. Creating custom standalone applications is more complex, but it
yields greater control. It is possible to run in headless mode, which can be an
advantage for training reinforcement learning systems.

2.6.3. OmniGraph

OmniGraph is a visual programming framework developed for Omniverse, and
within Isaac Sim, it is the main engine behind the ROS and ROS 2 bridges. The
purpose of OmniGraph is to easily connect functions from different systems within
Omniverse [44]. It provides multiple pre-built nodes for different applications,
such as robotics and ROS, in addition to the possibility of creating custom nodes.
Developers can interface with OmniGraph both through the GUI and python
scripts. As with the other workflows, the scripts provide more customizability
but at the cost of being less intuitive.

Isaac sim provides a suite of nodes to OmniGraph developed for robotic appli-
cations. These nodes include articulation controllers, sensor reading, differential,
and holonomic drive controllers, in addition to ROS-specific nodes. The ROS
nodes are part of the ROS 2 bridge extension. They include nodes such as laser
scanner publisher nodes, image and camera info publisher nodes, transform tree
publisher nodes, joint state publisher and subscriber nodes, twist subscriber nodes,
and others [38].

2.6.4. Isaac ROS

NVIDIA Isaac ROS is a collection of ROS 2 packages specifically developed for
NVIDIA hardware that also integrates with Isaac Sim [40]. The packages include
AprilTag detection and pose estimation, image pipelines, and segmentation, fleet
management services from the mission client package, object detection, pose es-
timation, visual SLAM, and other functionality. If NVIDIA hardware is used
as part of the robot configuration, this can enable tight integration between the
hardware and software with great potential.

Isaac ROS is not yet a part of the system developed for this thesis due to version
incompatibility not being resolved by NVIDIA before the release of Isaac Sim
2022.2.0 16. Dec 2022 [37]. All Isaac ROS packages are developed for ROS 2
Humble, and previous versions of Isaac Sim have only supported ROS 2 Foxy.
Isaac Sim 2022.2.0 have beta support for ROS 2 Humble, which enables the pack-
ages to be integrated into the Isaac sim environment. Even though these packages
are not a part of this thesis, they should be mentioned as they have the potential
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to improve the integration with the physical robot and the simulator. To some
extent, this creates vendor lock-in, however, the Isaac ROS packages are open
source and released under an Apache 2.0 license [40].





Chapter 3.

System Configuration

This chapter presents the solution developed and how the different parts are in-
tegrated. Section 3.1 presents the URDF model of the robot and all its parts,
and Section 3.2 describes the simulation environment and the newly developed
extensions in addition to how the sensors and actuators are implemented. Lastly,
Section 3.3 presents the different ROS packages used to control the robot.

3.1. KUKA KMR iiwa Model
As discussed in Subsection 2.4.3, URDF is the standard way of describing a robot
when working with ROS. However, URDF files often become large and difficult to
work with as they grow in complexity. To overcome this problem, a modularized
description of the robot was developed using xacro. The kmr_description ROS
package [32] contains the robot’s description and visualization scripts. All directo-
ries and subdirectories referenced in this chapter are relative to the kmr_description
package.

The configuration of the robot used in this project is based on Heggem & Wahl’s
work [10] as this was a successful configuration. In addition to the KMR, which
consists of the KMP base and the LBR arm, a Robotiq 2F-85 gripper [50] was
mounted at the end of the arm. Four Intel RealSense Depth Camera D435 [12]
were mounted on the front, on the left and right side of the KMP base, and on
the end effector of the LBR, respectively. To mount the gripper and the cameras,
separate adapters also had to be mounted to make them compatible.

The reason for using xacro to develop the URDF description of the robot is that
each component can be described as individual macros in their separate files to
modularize the code. In the kmr_description package, the urdf/ directories con-
tain sub-directories for each component. Here the urdf/robot/ folder contains the
main robot, which combines all the other components, or macros, into one main
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xacro file, which is later converted into a URDF description. The kmr_description
package also contains a plain URDF file of the robot, but this is generated based
on the xacro file. A plain URDF file is needed, as Isaac Sim only has tools for
importing URDF models and not xacro.

The following paragraphs describe the different components, or xacro macros.
Where relevant, they discuss the implementation in more detail and discuss some
limitations of the macros. All the macros are placed in their corresponding folders
and are named <macro_name>.xacro. For most of them, the folder also includes a
xacro file initializing the macro for visualization named <macro_name>_standalone.xacro.

3.1.1. Intel RealSense d435 Depth Camera Description

The description of the camera is located in urdf/d435/, and it is based on Intel’s
URDF description [48], which provides a comprehensive model. The macro de-
scribing the camera is named sensor_d435 and is found in d435/_d435.xacro.
This macro has multiple parameters for customizing it to the robot. The most
important one, apart from parent and *origin, is the use_nominal_extrinsics
parameter. A physical RealSense camera can publish its extrinsics at the cam-
era_info topic, however, this is not possible directly in Isaac Sim. Therefore, to
create the most accurate model of the camera, this parameter can be enabled to
provide the extrinsics in the simulation. Enabling the use_nominal_extrinsics
parameter includes the frames for each of the cameras in the URDF description,
which allows cameras to be mounted in the exact location in the simulator. The
camera with its frames is shown in Figure 3.1.

Figure 3.1.: URDF model of the Intel RealSense d435 visualized in rviz with
a small selection of the camera frames. The frames from left to rigth are
camera_infra2_frame, camera_depth_frame and camera_color_frame.

The model contains multiple other frames, but they are left out of the figure for
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clarity. The complete list of frames is shown in Table 3.1 and conforms to REP
103 [6].

Table 3.1.: List of the links/frames included in the camera description. All links
are prefixed with the name attribute, which by default is "camera". Indented links
are children.

Link Description
bottom_screw_frame Top level frame

link Main link of the camera. Same as color_frame
color_frame Frame for color camera with z up

color_optical_frame Optical frame for color camera with z down
depth_frame Frame for depth camera with z up

depth_optical_frame Optical frame for depth camera with z down
infra1_frame Frame for infra camera 1 with z up

infra1_optical_frame Optical frame for infra camera 1 with z down
infra2_frame Frame for infra camera 2 with z up

infra2_optical_frame Optical frame for infra camera 2 with z down

3.1.2. Robotiq 2F-85 Gripper Description

The description of the gripper is based on the work in [46]. One of the main
challenges of describing the gripper is to correctly model all the joints. The
gripper is a complex component with multiple joints, however, it only has one
degree of freedom, which describes to which degree the gripper is open or closed.
To make all the joints in the gripper move as intended with only one parameter
controlling the openness of the gripper, the mimic attribute of joints is used. This
forces the joint to mimic the main joint’s articulation but with the possibility
of setting a multiplier and offset. The value of the joint is then calculated as
value = multiplier × other_joint_value + offset.

By making all the joints mimic the gripper_finger_joint, the gripper correctly
sets the position of all joints when setting the value of the gripper_finger_joint.
An image of the gripper description is shown in Figure 3.2.

3.1.3. LBR Description

The description of the LBR arm was retrieved from [55] and is left unchanged.
The macro is more complex than the others as it includes a separate transmission
macro, iiwa14/iiwa.transmission.xacro, and a gazebo macro,
iiwa14/iiwa.gazebo.xacro. The transmission macro is used to describe the
relationship between actuators and joints. In this case, it is not strictly necessary,
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Figure 3.2.: Gripper in the open (left) and closed (right) position

however, it makes the model more flexible and provides the possibility of more
customization. It is left in the repository for this reason.

The gazebo macro is specific for the Gazebo simulator and does not affect the
model using Isaac Sim. This macro provides the possibility for more customization
and is left in the repository even though it is not used in this case. Figure 3.3
shows the LBR in Rviz.

Figure 3.3.: LBR manipulator in the starting position (left) and a random po-
sition on the right
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3.1.4. KMP Description

The KMP macro is also based on [55] and is mostly left unchanged. In addition
to the kmp200 macro, the folder contains a gazebo-specific macro. Again this
is specific for the Gazebo simulator and allows the robot to move sideways to
simulate holonomic drive with the mecanum wheels. The holonomic movement
is achieved using the force_based_move-plugin from the hector_gazebo ROS
package [15]. This workaround is used as the mecanum wheels in the URDF do
not actually model the wheels with the rollers on the outside, but only an ordinary
wheel with the visuals of a mecanum wheel.

The lack of properly modeled mecanum wheels is one of the major limitations
of the simulation of the KMP and, therefore, also the movements of the entire
robot. It is possible to drive the robot in a straight line back and forth as the
collision mesh surrounding the mecanum wheels is more similar to a regular wheel.
However, it is not possible to use the included wheels to model the holonomic
movements, as the original model behaves similarly to a car with no steering
input.

Previously there have been successful attempts at modeling mecanum wheels using
URDF [1, 61], however, these methods were based on CAD models of the actual
wheels. Unfortunately, KUKA provides no such CAD files so modeling the wheels
exactly proves difficult.

For this thesis, a workaround utilizing both URDF and Isaac Sim’s Universal
Scene Description (USD) was used. The majority of the robot was modeled using
URDF, except the mecanum wheels, which were modeled using USD. The wheels
used on the KMP are the same as on O3dyn [58], an open-source holonomic
robot with mecanum wheels. The wheels were scaled down to approximately fit
the dimensions of the original wheels of the KMP. Figure 3.4 shows the original
wheels from O3dyn and Figure 3.5 shows the original and scaled dimensions of
the wheels

Figure 3.4.: Mecanum wheels from O3dyn [58]
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Figure 3.5.: The pictures are orthographic projections of the sides of the wheels.
On the left, the outer circumference shows the original scale of the O3dyn wheels,
and the inner circle shows the KMP wheel. The right figure shows the wheels
scaled

To more easily add the USD mecanum wheels in Isaac Sim, an option for excluding
the wheels was implemented for the KMP macro, which was used in the final model
for the robot. The USD mecanum wheels were joined with the KMP using the
KMR loader extension for Isaac Sim, which will be presented in Subsection 3.2.1.
The configuration of the wheels overlaid with the original wheels is shown in
Figure 3.6.

Figure 3.6.: Configuration of the mecanum wheels (black rollers) with the orig-
inal wheels in grey. The diagonal boxes illustrate the laser scanners. The original
wheels are removed for the final model.
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3.1.5. Summary of the Robot Description

The kmr_description package, in combination with the KMR loader extension
for Isaac Sim (Subsection 3.2.1), provides a good model of the robot using Isaac
Sim. The model adheres to the REP 105 standard for ROS [29] and has most
of the functionality the physical robot has. The main limitation of the model is
the mecanum wheel and the holonomic drive. The dimensions here are likely not
exactly correct, and the wheels lack suspension, which should be implemented
to make the drive smoother. In addition, physics parameters, such as max joint
torque, stiffness, and dampening, should also be tuned to match the robot’s phys-
ical properties.

3.2. Simulation Environment
For this project, two new extensions [33] for NVIDIA Isaac Sim were developed.
The KMR Loader extension loads the KMR into the simulator in the selected
environment, and the Pose logger extension was developed to gather data from
the simulator during experiments. This section will also discuss how sensors and
actuators are implemented in Isaac Sim.

3.2.1. KMR Loader Extension

The KMR loader extension leverages the extension workflow to load the KMR
into the selected environment. The extension loads the URDF generated from
the ROS kmr_description package (Subsection 3.3.1) and rigs the robot with all
sensors and actuators. In addition, the extension interface allows users to select
which environment the robot should be loaded into and whether the simulation
should publish images from the four cameras mounted on the robot. The interface
is shown in Figure 3.7.

The extension also configures all ROS connections through the OmniGraph API.
As of now, this includes

• Subscription to twist messages from the /cmd_vel topic to drive the robot

• Publish joint states and subscribe to joint commands for the manipulator

• Publish TF transforms and odometry

• Publish laser scans from two laser scanners

• Publish RGB and depth images from the four cameras

• Publish simulation time
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Figure 3.7.: KMR Loader extension interface

Each of the functionalities listed above is implemented in separate OmniGraphs,
which can be inspected and edited in the simulator GUI or in the extension source
code.

The option for not publishing camera data from the four cameras is included
due to performance bottlenecks. When publishing data from one camera, the
frequency of the images published is close to 60 fps which is the rate at which
the simulator renders the scene. However, when using all four cameras, it only
manages to publish images at a rate between 12-18 fps. All cameras publish both
an RGB image and a greyscale depth image, resulting in a total of 8 image steams
when all cameras are running simultaneously.

The extension is supposed to streamline the process of importing and rigging the
robot in the simulator. It sets the KMR as the default prim in the stage, which
allows the robot to be easily exported as a USD file that can be imported into any
environment, also environments that are not included in the extension interface.

3.2.2. Pose Logger Extension

The Pose Logger extension is a tool for logging relevant data related to the KMR
during simulation. The interface is simple and is shown in Figure 3.8. It initializes
the pose logger, sets the KMR as the target prim, and exports saved data as a
JSON file.

As of now, the extension logs the following data

• Timestamp

• Transformation matrix, T ∈ SE(3), relative to the world frame
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Figure 3.8.: Pose logger extension interface

• Wheel velocities

• Joint angles for the manipulator

The extension utilizes the Pixar USD API [56] to extract properties of the robot,
and Isaac Sim’s DataLogger object [44]. The extension is limited only to logging
data from the KMR and the O3dyn robot, however, it is modular by design, and
the source code can easily be modified to function with any robot.

The same extension repository [33] also includes a data_processing directory
used to process and plot data. The python Preprocessor class extracts relevant
data from the JSON data file and organizes the data as NumPy arrays for easier
data manipulation and plotting.

3.2.3. Sensors and Actuators in Isaac Sim

The KMR Loader rigs the robot with different sensors and actuators to resemble
the physical KMR. The following paragraphs will discuss the implementation of
the cameras, lidars, and the holonomic drive, which are considered the major
sensors and actuators in the KMR.

Cameras

For the KMR, four cameras were created to publish video streams to ROS. On
the physical robot, Intel RealSense D435 has been used, which provides RGB-D
images. In the simulator, a simplification has been made with the four cameras
publishing two separate video streams, one RGB and one greyscale depth video.
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The cameras are mounted at the link frame of the camera, which overlaps with
the color_frame.

To publish the video streams, the ROS2CameraHelper node was used. It simplifies
the procedure of publishing camera info and images as it takes an input viewport
and a topic name for the video to be published on.

To better simulate the RealSense cameras, the cameras should be modeled as
stereo pairs and utilize the comprehensive Intel RealSense ROS library [48]. This
would allow more precise simulations providing point clouds and other function-
ality to closer mimic the physical cameras.

The framework provided in the KMR Loader makes modifications like this easy
to perform. New camera parameters can be implemented as well as modifying
existing configurations.

Lidars

Isaac Sim provides multiple range sensors for generating point clouds, regular 2D
laser scans, and custom range sensors. As the KMR uses regular laser scans, two
rotating laser scanners were mounted on the robot with the following parameters

Table 3.2.: A selection of important lidar parameters
Parameter Value

Minimum range 0.4 m
Maximum range 30 m
Horizontal fov 246◦ (B1) and 249◦ (B4)

Horizontal resolution 0.4
Rotation rate 20 Hz

The horizontal fov is the range in degrees the laser scanner scans. In the specifica-
tions for the scanners [16], this range is 270◦, however, in simulation, this caused
the scanner to hit the robot and thus detect "objects" that were indeed the robot.
Experiments showed that 246◦ and 249◦ for scanners B1 and B4, respectively,
were the max ranges possible without the scans colliding with the robot. Other
parameters can be set in the KMR Loader source code to accurately simulate the
real laser scanners.

To publish the laser scans, the IsaacReadLaserBeams node and the ROS2PublishLaserScan
node were used. The KMR Loader creates one OmniGraph for each of the laser
scans. Both scans have been tested separately with no issues, and they both work
with the kmr_concatenator presented in Subsection 3.3.2.
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Honomic Drive

As discussed in Subsection 2.1.2, a holonomic drive robot needs a kinematic model
to control its movement. For this thesis, Isaac Sim’s HolonomicController, which
is part of the omni.isaac.wheeled_robots [38] extension, is used. This controller
was implemented as part of the OmniGraph interfacing with the ROS /cmd_vel
topic. The node receives x, y, and θ inputs describing the direction of travel and
outputs joint velocities to the IsaacArticulationController [38], which moves each
individual wheel.

The kinematic model used in the HolonomicController depends on multiple pa-
rameters to calculate the correct joint velocities for each wheel, and they are listed
in Table 3.3

Table 3.3.: Parameters for the holonomic controller
Parameter Value
upAxis [0, 0, 1]
wheelAxis [0, 1, 0]
wheelRadius [0.1289999932 * OMNIWHEELS_SCALING_FACTOR] * 4

wheelOrientations

[[-0.5, 0.5, 0.5, -0.5],
[ 0.5, 0.5, 0.5, 0.5],
[-0.5, 0.5, 0.5, -0.5],
[ 0.5, 0.5, 0.5, 0.5]]

wheelPositions

[[ 0.28, 0.1825, -0.2],
[ 0.28, -0.1825, -0.2],
[-0.28, 0.1825, -0.2],
[-0.28, -0.1825, -0.2]]

mecanumAngles [-135, -45, -45, -135]
maxLinearSpeed 1.0
maxAngularSpeed 0.51
angularGain -1.0 (Rotation is opposite)

Here the wheel orientations are described as quaternions as that is the default in
Isaac Sim [44]. For the wheel radius parameter, the original radius used for the
O3dyn robot was used and multiplied with the OMNIWHEELS_SCALING_FACTOR to
match the radius of the wheels on the KMR. This scaling factor is the same one
used to scale the actual USD model of the wheels mounted on the KMR.

There have been made simplifications as the center of gravity of the KMR is not
precisely centered, however, it works satisfactorily due to the significant weight
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differences between the KMP and the LBR. The parameters are specified in the
KMR Loader extension and can only be edited in the source code and not in the
simulator GUI.

3.3. ROS Setup
For this thesis, two new ROS packages were developed. Other previously devel-
oped packages for the KMR and standard ROS packages have been used. This
section describes the implementation of ROS in the simulated environment.

The two newly developed ROS packages are the kmr_description package and
the kmr_bringup package. In addition, the kmr_concatenator from [5] has been
implemented into the system. These three packages will be presented in the
following sub-sections.

3.3.1. kmr_description

The kmr_description package contains comprehensive descriptions of the KMR
and its separate components. The package includes mainly xacro files used to
visualize the robot using Rviz2 and to model the robot in simulation. These files
have been described more in detail in Section 3.1. The package is based on [55],
and modifications and additions have been made.

In addition to the URDF files describing the robot, the package contains a Rviz
configuration file and a launch file for visualizing the robot and performing simple
joint manipulation. The launch file display.launch.py includes launch descrip-
tions for Rviz2, Joint State Publisher [23], Joint State Publisher GUI [24] and
Robot State Publisher [20] and thus depend on the aforementioned packages. All
the packages are well established within the ROS community and provide assis-
tance for debugging problems with the URDF description.

The Robot State Publisher publishes a transformation tree describing all link’s
positions relative to one another. It is a known problem that this can cause issues
when running simultaneously as Isaac Sim, which also publishes a transformation
tree based on the position of the links within the simulator. However, as the
kmr_description package is mainly used to describe the robot and other packages
do not depend on it running simultaneously, this does not cause major issues. The
workaround for visualizing the robot in Rviz while also simulating the robot is
to use the transformation tree published by Isaac Sim and only launch the joint
state publisher and not the robot state publisher.
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3.3.2. kmr_concatenator

The kmr_concatenator package was originally developed in [5] and has been
reused in this configuration. As SLAM Toolbox requires only one laser scan
topic as input, and the KMR has two scanners on opposite corners of the base,
these scans must be merged. Figure 3.9 shows a schematic description of how the
kmr_concatenator package works.

Figure 3.9.: Schematic description of the concatenation of two laser scanners.
The green boxes represent the hardware publishing data, and the blue boxes are
ROS nodes processing data. The arrows are labeled according to topic names

The package includes a launch file that launches the concatenator_node and a
pointcloud_to_laserscan_node from the pointcloud_to_laserscan package [2].
In short, the concatenator_node reads laser scan messages from the two scan-
ners at approximately the same time, converts them to point clouds, concate-
nates the point clouds, and publishes the concatenated point cloud. The point-
clout_to_laser_scan_node converts the concatenated point cloud published on
/pc_concatenated and publishes the converted point cloud as a laser scan to the
topic /scan_concatenated. A more in-depth description of the package can be
found in [5].

3.3.3. kmr_bringup

The kmr_bringup package is used to start the different nodes needed for different
applications. The package includes three launch files for different applications and
accompanying configuration files.

bringup.launch.py initializes the ROS interface for the robot, and it is the basic
launch configuration. It bears similarities to the launch file in kmr_description
(Subsection 3.3.1) but does not include the robot_state_publisher node because
of the issues described in Subsection 3.3.1. bringup.launch.py launches the
joint_state_publisher_gui to control the joints manually and Rviz to visualize
the robot’s state. Using this launch file, the robot can be driven, and its state
with transformation tree, odometry, and laser scanners can be inspected in Rviz.
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SLAM Toolbox Implementation

slam_toolbox.launch.py is the launch file used for mapping tasks. The launch
file requires that the simulation and the kmr_concatenator are running. The
kmr_concatenator has to initialize for about 5 seconds listening to the TF mes-
sages before the SLAM system can be launched. To address the timing problem,
a lifecycle node could be used, however, due to time constraints, this has not been
implemented.

For the experiments conducted, the online_async_launch.py launch file in-
cluded in the SLAM Toolbox package was used in combination with the parameter
file config/slam_params_online_async.yaml. The parameter file mostly used
the default settings apart from specifying the scan topic. It is, however, possible
to tune different parameters for improved performance.

Navigation 2 Implementation

The Navigation 2 project works rather well out of the box. One launch file
was produced for this project with two different parameter files specifying the
Nav2 parameters for a differential drive robot and a holonomic drive robot, re-
spectively. Before launching navigation.launch.py, the simulation and the
kmr_concatenator have to run. The launch file launches Rviz for visualization,
and the launch file bringup_launch.py, provided by Nav2.

Either of the two parameter files provided should be included in the launch de-
scription for Nav2, depending on the parameters to be used. The
navigation_params_differential.yaml is similar to the default parameter file
in Nav2. Only minor modifications to topic names and frames have been made.
Using this parameter file Nav2 assumes the robot to use a differential drive, which
is not a problem, however, it does not utilize the robot’s full potential with an
omnidirectional drive. navigation_params_omnidirectional.yaml specifies a
higher max y velocity which enables the robot to move sideways and a twirling
criteria to avoid the robot spinning towards the goal position. The parameter
files are a starting point for tuning parameters, and the files may be altered to
improve performance.



Chapter 4.

Achievements and Evaluation

To evaluate the simulated robot, a series of experiments targeted at different parts
of the system were conducted. The main components of the robotic application
were the drive capabilities (Section 4.1), the sensory input and processing, and
the motion planning for the LBR. As no motion planning for the LBR was imple-
mented for the digital twin due to time constraints, the experiments focused on
the two other main parts. The sensory input and processing were evaluated in two
different applications focusing on SLAM (Section 4.2) and navigation (Section 4.3)

The following sections describe the setup and evaluate the performance in each
of the three experiments. Videos and complete datasets of the experiments are
described in Appendix B

4.1. Holonomic Drive
As the robot’s drive in Isaac Sim relies on physically accurate mecanum wheels,
rather than overriding the physics engine with a planar mover plugin as in Gazebo,
it is necessary to evaluate how the robot responds to command velocities. To
assess the accuracy and repeatability of the robot’s movement, four scripts found
in the kmr_experiments [32] packages were developed.

The four scripts each defined a node publishing twist messages on the /cmd_vel
topic in a predefined manner. All the experiments were also conducted in reverse
to double the data points. The drive_square experiment tested the robot’s ability
to drive in straight lines along the x and y-axis of the robot. The robot did not
rotate during this experiment, so movement in the y direction tested the holonomic
movement of the robot.

The drive_diagonal_square experiment tested the robots holonomic capabilities
driving diagonally in all four directions. Again with no rotation. The robot drove
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in a circle with a velocity in the x-direction and a slight rotation around the z-axis
in the drive_circle experiment, while in the drive_rotate experiment, the robot
rotated around its axis with no linear movement. The command velocities sent
to the robot in each experiment are presented in Table 4.1. For the drive_square
and drive_diagonal_square experiments, a new set of command velocities were
published every 10 seconds, which means that it follows the first row of velocity
commands the first 10 seconds, the second row the next 10 seconds, and so on
until the starting point is reached.

Table 4.1.: Command velocities sent to the robot in the eight experiments con-
ducted for the holonomic drive.

Experiment Linear veolcity Angular veolcity
x y z x y z

Drive_square

1.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0
-1.0 0.0 0.0 0.0 0.0 0.0
0.0 -1.0 0.0 0.0 0.0 0.0

Drive_square_reversed

-1.0 0.0 0.0 0.0 0.0 0.0
0.0 -1.0 0.0 0.0 0.0 0.0
1.0 0.0 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0

Drive_diagonal_square

0.5 0.5 0.0 0.0 0.0 0.0
-0.5 0.5 0.0 0.0 0.0 0.0
0.5 -0.5 0.0 0.0 0.0 0.0
-0.5 -0.5 0.0 0.0 0.0 0.0

Drive_diagonal_square_reversed

-0.5 -0.5 0.0 0.0 0.0 0.0
0.5 -0.5 0.0 0.0 0.0 0.0
0.5 0.5 0.0 0.0 0.0 0.0
-0.5 0.5 0.0 0.0 0.0 0.0

Drive_circle 1.0 0.0 0.0 0.0 0.0 0.25

Drive_circle_reversed -1.0 0.0 0.0 0.0 0.0 -0.25

Drive_rotate -1.0 0.0 0.0 0.0 0.0 0.51

Drive_rotate_reversed -1.0 0.0 0.0 0.0 0.0 -0.51
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For each experiment, the path of the robot was tracked, and the following figures
(Figure 4.1, 4.2, 4.3) show the results of the drive tests.

Figure 4.1.: The arrows show the pose of the robots. The robot drives clockwise
in both figures but with different starting points. Only linear velocities were
applied, and no rotation.

Figure 4.2.: The arrows show the pose of the robots. The left figure drives
clockwise, and the right drives counterclockwise. A combination of linear and
rotational velocities was applied.

In general, it is clear that the robot follows the path it is expected to, however,
for all the experiments, the robot drifts unpredictably. If the robot followed the
same path in all experiments, all three lines would perfectly overlap, which is not
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Figure 4.3.: The arrows show the pose of the robots. The robot drives clockwise
in both figures but with different starting points. Only linear velocities were
applied, and no rotation.

the case. In all the experiments, there is no pattern of how the robot drifts. In
neither experiment does the robot perform significantly better than the other.

As mentioned in Subsection 3.1.5, this was, however, a concern when modeling
the holonomic drive of the robot. No technical data exists for how the KMR
drifts when driving, but there are reasons to assume that the drift is less than in
the simulation. Part of the reason for this is that the robot sometimes appears
to hit unevennesses in the floor and jump. These minor jumps are visualized in
Figure 4.4, which plots the z position of the robot during each of the experiments.

As seen in Figure 4.4, the amount of jumping depends on the type of driving, and it
occurs irregularly and, in some cases, not at all (green line in drive_square_reversed).
The small vibrations seen in the drive_square experiments probably occur due to
the shape of the mecanum wheel and the fact that they are not perfectly circular.
From the figure, it is clear that driving straight along the x or y direction, as in the
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Figure 4.4.: Z position of the robot during the drive experiments. The x-axis is
time.

drive_square experiments, causes the least amount of motion in the z-direction.
However, driving diagonally and in circles appears to produce approximately the
same amount of motion, somewhat more than driving straight. It is clear that
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the issue is most significant with pure rotations. The plots show that the values
are significantly higher than in any of the other experiments.

It should be noted that the robot’s speed does not correspond directly to the
command velocities sent as twist messages. In the experiment, new command
velocities were sent every 10 seconds, which means that for the drive_square
experiment, the actual velocity was approximately 2.1m/10s = 0.21m/s when a
command velocity of 1m/s in x-direction was intended. It should be possible to
change the parameters for the holonomic controller to address this issue, however,
the lower speed contributes to less jumping.

To conclude the drive experiments, it can be argued that the main problem of
the holonomic drive in the simulator is the jumping which, to some extent, causes
drifting. There might be other reasons for the drifting as well, however, the drift-
ing itself is not a critical issue. As the robot is meant to navigate autonomously,
this should correct for drifting, as it is a common problem in robotic applications.
To prevent jumping, a solution can be to implement suspension for the wheels.
In the simulations, the joints are infinitely stiff, which is likely to cause the robot
to jump. The jumping may affect the payload placed atop the KMP, and it is
a more severe problem that should be fixed. For these experiments, the velocity
was lowered to minimize the jumping.
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4.2. SLAM
To evaluate the robot’s total capabilities, two SLAM experiments were conducted.
The aim was for the robot to map two different warehouses and produce an
occupancy grid map of each environment. The generated map was compared
to the ground truth map generated using the occupancy grid extension included
in Isaac Sim [44] to evaluate the results. The robot was manually driven in
both experiments using the Teleop twist keyboard package in ROS [13]. The
SLAM experiments were conducted with the SLAM configuration presented in
subsubsection 3.3.3.

The KMR was tested in the two warehouses shown in Figure 4.5. The warehouses
are called Warehouse with forklifts and Full warehouse.

(a) Warehouse with forklifts (b) Warehouse with forklifts

(c) Full warehouse (d) Obstacles in Full warehouse

Figure 4.5.: Pictures from the two simulation environments the robot’s SLAM
system was tested in.

Figure 4.6 shows the Rviz interface after finished mapping. The figure includes
the map and the path the robot drove.

To evaluate the maps, they are compared to the ground truth generated by Isaac
sim. The occupancy grid extension [44] generates a map based on all the obstacles
in the scene. For this exact map, the lower bound parameter was set to 0.09 m,
and the max height was set to 0.1 m. This was done to match the properties
of the laser scanners on the KMR. These are not exactly the same values as the
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(a) Path in the warehouse with forklifts. (b) Path in the full warehouse.

Figure 4.6.: The dotted red line shows the path of the robot when executing
the SLAM experiments. The starting point is in the middle of the grid in both
figures.

technical specifications in [16], however, experimental results showed this yielded
the most similar results.

Figure 4.7 shows the two SLAM-generated maps side by side with the ground
truth maps, and from this, it is clear that the maps match very well. As ex-
plained in Subsection 2.3.2, SLAM algorithms depend on the odometry frame,
odom. Isaac Sim publishes this frame from an OmniGraph node from the ROS
2 bridge extension, however, it is not specified how this odometry is calculated
in the documentation. It is assumed that it is not calculated directly from the
wheel encoders, which would be the case with the real robot, as the odom frame
drifts little. However, the drift is not zero, which means that some uncertainty
is introduced into the system, as is expected from a physical system. Further ex-
periments have to be conducted to evaluate how close the simulation is to reality
with regard to odometry.

There are no apparent flaws with the accuracy of the maps, however, a major
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(a) SLAM generated map for
Warehouse with forklifts

(b) Ground truth map for Ware-
house with forklifts

(c) SLAM generated map for Full
warehouse

(d) Ground truth map for Full
warehouse

Figure 4.7.: The left maps are SLAM-generated maps from the robot while the
maps on the right are the ground truth maps for each warehouse, respectively.
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issue is that the robot does not detect shelves unless there are pallets underneath
it. In all scans, the pallets look like multiple stripes laid side by side. This is
the major limitation of the SLAM capabilities of the robot, as it only uses laser
scanners.

One possible solution to this problem is to implement Visual SLAM, or vSLAM.
As the robot is equipped with multiple cameras, the images and depth information
from these can be used to feed the SLAM algorithm more information and thus
create better maps. vSLAM also provides the possibility of generating 3D maps of
the environment the robot is operating in. In future development, implementing
vSLAM should be of high priority as it will allow the robot to create more ac-
curate maps and thus improve navigation capabilities. Heggem & Whal [10] also
concluded that implementing vSLAM significantly increased performance based
on their experiments with the physical robot.

There exist different ROS packages and systems developed for vSLAM. NVIDIA
also released a developer preview of a hardware-accelerated visual SLAM system
[53] tailored to Isaac Sim and NVIDIA hardware that can be implemented and
tested in further development of the KMR.
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4.3. Navigation
Lastly, an experiment to evaluate the robot’s autonomous navigation was con-
ducted. The robot was provided with the map created in the SLAM experiment
for the warehouse with forklifts, and two different sets of parameters were used.
In both cases, the robot started at its starting position and drove autonomously
around the forklift in the middle of the warehouse. Figure 4.8 illustrates the
planned path.

Figure 4.8.: A top-down view of the planned path for the navigation task. Arrows
are to illustrate the path and are not part of the simulation

The two experiments were conducted using the same path, and the experiment
aimed to evaluate how the robot performed the navigation tasks using different pa-
rameters in the navigation file. The main difference was that the first experiment
used the default parameters for Nav2, which includes planning for a differential
drive robot, whereas the second experiment tested parameters to plan for an om-
nidirectional robot. In addition, the waypoints around the forklift were set in
advance for experiment 1, contrary to experiment 2, where the waypoints were
set during execution. The differences are summarized in Table 4.2

Table 4.2.: Summary of differences in navigation experiment 1 and 2.
Experiment 1 Experiment 2

Drive Differential Omnidirectional
Waypoints Set before navigation execution begins Set during execution

The robot was given its current pose at the start of the task, as required by
the Nav2 stack. In addition, three waypoints to follow around the forklift were
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provided. Figure 4.9 shows the Rviz interface when the execution of the task was
begun.

Figure 4.9.: The figure shows the navigation task underway. The left figure with
differential drive, and the right figure with omnidirectional drive.

The two experiments used different configuration files to allow Nav2 to plan for a
differential or omnidirectional robot. During the experiments, it became apparent
that the different parameters significantly impacted the planning. Using the de-
fault parameters for differential drive robots was the starting point for tuning each
of the two parameter files, however, it turned out that tuning the parameters for
the omnidirectional navigation was significantly more complex. Figure 4.10 shows
a closeup of the robot navigating around the forklift. In this figure, it is clear that
Nav2 plans a path significantly closer to the forklift using the omnidirectional
parameters.

To specify the perimeter of the robot Nav2 by default, uses a circle surrounding
the robot. This perimeter is illustrated in Figure 4.11a. This is, however, a
simplification of the perimeter that limits planning options in tight spaces, as
Nav2 assumes the KMR to be wider than it actually is.

During the experiment evaluating the omnidirectional drive, the robot planned
a path close to the forklift, and eventually, the radial perimeter overlapped with
the mapped forklift as shown in Figure 4.11b. The assumed crash was due to the
simplified perimeter, while in reality, the robot did not collide with the forklift.
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(a) Differential parameters (b) Omnidirectional parameters

Figure 4.10.: The figures show the planned path with the different parameter
files.

As recovery behavior was not disabled, the robot performed small movements to
escape the collision and replan a local path to reach its goal position. It is not
clear why Nav2 planned a path that caused the collision with the forklift. This
did not happen when Nav2 planned the path as a differential drive robot.

(a) Green circle illustrates the ra-
dius parameter

(b) Collision detected as circumfer-
ence overlaps with occupied cell

Figure 4.11.: Figures show when the robot thinks it has collided.

Figure 4.12 shows the executed path followed in both experiments. From this, it
is clear that the robot followed a smoother path in the differential experiment,
while in the omnidirectional experiment, the robot used a more uneven path. This
unevenness indicates that new plans were often re-generated as the previously
planned path proved not feasible. In addition to poorly tuned parameters for
Nav2, another possible explanation is that the robot does not follow the given
velocity commands as expected. As discussed in Section 4.1, the robot does not
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follow the command velocities exactly though the general direction is usually
sufficient. This might cause issues for the local and global planner in Nav2 as the
robot does not move exactly as expected. Further work has to be conducted to
fix this issue.

Figure 4.12.: The navigated path. Started in the top left corner and drives
counterclockwise

For a properly functioning navigation stack using Nav2, more experimentation
and tuning of parameters have to be done. In particular, parameters related
to the omnidirectional drive, such as y-velocities and twirling parameters. The
twirling parameter is used by the DWB controller to prevent holonomic robots
from spinning as they make their way to the goal [57]. This parameter proved
challenging to tune correctly.

In general, the navigation stack implemented in this thesis works to some extent.
It proves that the robot is able to utilize its sensors and actuators, however, for an
optimal implementation, more work has to be conducted. As discussed, there are
some suspected issues related to the drive capabilities of the robot as well as the
parameters regarding the omnidirectional drive. Nevertheless, if the navigation
parameters for differential drive robots are used, the navigation stack implemented
in this thesis performs satisfactorily.
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Conclusion and Further Work

As discussed in Chapter 4, there are parts of the system that needs improvements
while others work satisfactorily. Section 5.1 describes aspects of the system that
needs improvements to function as a viable option for a DT and how the system
can be further developed to enhance functionality. Lastly, Section 5.2 concludes
the work in this thesis.

5.1. Further Work
This section is divided into three main parts focusing on parts that need im-
provement (Subsection 5.1.1), suggestions for improvements (Subsection 5.1.2),
and lastly, ideas for developing the project further and creating a feature-rich
environment for robotic development using Isaac Sim (Subsection 5.1.3).

5.1.1. Requirements

The experiments described in Chapter 4 identified three major parts of the system,
which were evaluated; the driving capabilities of the robot, its mapping capabil-
ities, and the ability to navigate an environment autonomously. In addition to
the experiment, a final part of the system that should be further developed and
evaluated is the manipulator and gripper.

A challenge working with a simulator not allowing developers to bypass the physics
engine has its drawbacks as this sets higher requirements for the physical accu-
racy of the modeled robot. Creating the model was the most time-consuming
part of this project, and simplifications and assumptions were made to create a
functioning robot. As the project stands, the main issue with the model is the
wheels.
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At lower speeds, the robot behaves as expected. However, problems occur at
higher velocities with the robot jumping, as discussed in Section 4.1. For a func-
tioning DT, this problem has to be fixed. The most likely solution is to integrate
suspension in the wheels to model the actual robot and not use simulated infinitely
stiff joints.

In addition, the speeds have to be adjusted to match the command velocities
given to the robot. For this issue, two possible solutions are proposed. Either
the parameters of the HolonomicController have to be tuned to closer match the
robot’s properties, or the gain parameter of the ArticulationController can be
adjusted to match the actual speed through experiments. The former is likely the
most robust solution, while the latter is more easily achieved.

Regarding the navigation experiments, the robot performed sufficiently with the
differential drive parameters but not utilizing the holonomic drive. The fact that
the robot successfully navigated the environment showed that the system devel-
oped has potential even though improvements should be made. To improve the
navigation capabilities of the robot, further tuning of the parameters should be
carried out. The issues discovered here might also relate to the problems driving
the robot. Extensive tuning of navigation parameters is time-consuming; however,
it is necessary for the robot to navigate autonomously.

The last shortfall of the model is that no motion planning for ROS was imple-
mented for the LBR. Due to time constraints, the integration of the LBR was
not prioritized in favor of implementing autonomous navigation and mapping.
However, the interface from ROS to the simulator is complete, and simple tests
manually passing joint commands over the ROS system prove that the simulator
responds as expected. For a viable DT, motion planning should be implemented.

With the latest release of ROS 2 Humble, the MoveIt Setup Assistant was ported
from ROS 1, which enables a simpler setup of MoveIt for the LBR. As the latest
release of Isaac Sim have beta supports ROS 2 Humble, a possible solution is to
upgrade the project to the latest ROS and Isaac Sim versions and then implement
motion planning for the manipulator and gripper.

5.1.2. Suggestions

Currently, the SLAM system only relies on two laser scanners to produce a map.
Even though it can map vast areas, it has the drawback of only detecting objects
approximately 15 cm above the floor. For a more versatile system, the implemen-
tation of vSLAM is recommended. This provides the possibility of creating 3D
maps and utilizing multiple sensors for higher resolution. Prebuilt ROS packages
exist for this purpose, such as OpenVSLAM, which is part of the Nav2 system [30].



5.1. Further Work 61

In addition, NVIDIA provides a hardware-accelerated ROS package for VSLAM
for ROS 2 Humble, which shows promise [53].

To take full advantage of the cameras in the simulator, it is suggested that they are
modeled as the Intel RealSense cameras rather than cameras publishing separate
RGB and depth images. Isaac Sim provides the possibility of modeling cameras
as stereo pairs and in combination with Intel’s RealSense ROS packages [48], the
simulation is likely to be significantly closer to reality.

Lastly, a common interface for the physical and the simulation robot should be
tested. The interface developed for the simulator is based on [10] and is intended to
be easily transferrable; however, this is yet to be tested. Therefore, it is suggested
that the two systems are combined to provide a virtual testbed for efficiently
developing robotic applications.

5.1.3. Going Further

The system presented in this thesis is designed to be modular and easily extend-
able, and there are multiple approaches to further advance the system. Integrating
computer vision pipelines for object detection or other computer vision tasks will
allow the robot to perform a broader set of tasks regarding navigation and map-
ping and pose estimation for grasping. This leverages Isaac Sim’s photorealistic
capabilities to develop, test, and optimize such pipelines, enabling more versa-
tile robots. Isaac Replicator [44] is a tool in the NVIDIA ecosystem specifically
designed for this purpose which provides smother integration. Transferring such
computer vision pipelines onto the physical robot will likely require tuning. How-
ever, synthetic data generation in computer vision pipelines has previously been
utilized successfully.

Isaac Sim provides hardware in the loop features that allow real-time operations
of the physical robot through the simulator, using ROS. If such a system were to
be integrated, this would provide a significantly more flexible working environ-
ment for the robot utilizing Isaac Sim extensions and ROS. Isaac Cortex [44] is
a decision-making framework, still only in preview release, which provides simple
examples of utilizing hardware in the loop with ROS.

As of now, the KMR has only been tested in prebuilt environments. However,
for a more accurate digital twin, a model of the MANULAB at NTNU could
be imported into the simulator. There have been examples [11] of robots being
trained to navigate the campus of ETH Zürich in a laser-scanned model of the
environment. This could be an interesting approach to further develop the system
to more accurately test and optimize the system.

In Industry 4.0, multiple robots will collaborate in the same environment, and
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with two KMRs present at the MANULAB multi-robot, collaboration would be
an interesting enhancement to the system. Such collaboration can include mov-
ing objects too heavy or large for an individual robot or assembling components
requiring two manipulators. For this development, using a digital twin will be
beneficial as this allows for rapid prototyping and optimization without risking
damaging robots or human personnel.

5.2. Concluding Remarks
This thesis aimed to create a digital twin of the KUKA KMR iiwa utilizing
NVIDIA Isaac Sim to streamline the development, testing, optimization, and
deployment of robotic applications. In addition, the thesis presents a novel devel-
opment framework for the KMR based on ROS and Isaac Sim, which simplifies
the development of robotic applications.

A physically accurate model of the KMR has been developed to use in the simu-
lated environment to replicate the actual robot as closely as possible. Considering
very few resources for modeling the robot are provided by the manufacturer, the
final model of the robot is close enough to the actual robot that it is regarded as
successful.

Experiments have been conducted validating the sensors and actuators in the sim-
ulated environment, and a SLAM and Navigation system has been implemented.
In simulations, the SLAM system works as expected, generating accurate maps
close to the ground truth. Furthermore, the system utilized the laser scanners
with no issues, and the integration is considered successful.

A navigation system was implemented with some success. Two different navigation
configurations have been developed with varying degrees of success. Using the first
differential configuration, the robot navigates its environment with few issues and
performs satisfactorily, while the omnidirectional configuration reviles flaws in the
system. Overall the navigation system proved that it has potential and is close
to a fully functioning navigation system.

Due to time-consuming issues related to modeling the robot accurately enough
to be of value, the system has not yet been configured with the physical robot.
Further development will have to address this for the system to work as a digital
twin. However, the system has been designed with the physical robot as an
intended part of the final system, likely simplifying integration.

As an initial effort to create a digital twin in a newly released simulation environ-
ment, it can be argued that the results are a success as multiple subsystems of the
robot have been integrated. Furthermore, the complete configuration, consisting
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of the ROS system and Isaac Sim extensions, was designed to be easily maintain-
able and further developed. As a result, the final system shows great potential,
and with further development, this can be an essential contribution to developing
robotic applications, particularly for the KUKA KMR iiwa.





Appendix A.

Cofiguring ROS 2 with Isaac
Sim

Isaac Sim comes with its ROS distribution and might cause issues when running
the local version of ROS sourced from /opt/ros/foxy/setup.bash simultane-
ously. One common error is something along the lines of [RTPS_TRANSPORT_SHM
Error] Failed init_port fastrtps_port7412: open_and_lock_file failed
->
Function open_port_internal. This relates to DDS and can be solved using
the following steps.

1. If applicable, remove source /opt/ros/foxy/setup.bash from the .bashrc
file and source the ROS installation when a new terminal is opened if needed.

2. Copy the DDS configuration file from Listing A.1 to a location on your
computer e.g. ∼/.ros/fastdds.xml

3. Add the following two lines to .bashrc file

export FASTRTPS_DEFAULT_PROFILES_FILE=~/.ros/fastdds.xml
export RMW_IMPLEMENTATION=rmw_fastrtps_cpp

The code below is provided by NVIDIA and is the DDS configuration used to sort
out the issue.

Listing A.1: DDS configuration file provided by NVIDIA [52]
1 <?xml version="1.0" encoding="UTF-8" ?>
2
3 <!--
4 Copyright (c) 2022, NVIDIA CORPORATION. All rights reserved.
5
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6 NVIDIA CORPORATION and its licensors retain all intellectual
↪→ property

7 and proprietary rights in and to this software, related
↪→ documentation

8 and any modifications thereto. Any use, reproduction, disclosure or
9 distribution of this software and related documentation without an

↪→ express
10 license agreement from NVIDIA CORPORATION is strictly prohibited.
11 -->
12
13 <license>NVIDIA Isaac ROS Software License</license>
14 <profiles xmlns="http://www.eprosima.com/XMLSchemas/

↪→ fastRTPS_Profiles" >
15 <transport_descriptors>
16 <transport_descriptor>
17 <transport_id>UdpTransport</transport_id>
18 <type>UDPv4</type>
19 </transport_descriptor>
20 </transport_descriptors>
21
22 <participant profile_name="udp_transport_profile"

↪→ is_default_profile="true">
23 <rtps>
24 <userTransports>
25 <transport_id>UdpTransport</transport_id>
26 </userTransports>
27 <useBuiltinTransports>false</useBuiltinTransports>
28 </rtps>
29 </participant>
30 </profiles>



Appendix B.

Datasets and Videos

B.1. Datasets
The dataset on which all the plots are based is located in the omniverse-extension
repository [33] under the data_processing/data directory. A readme in the repos-
itory briefly explains the dataset.

B.2. Videos
The following videos are screen recordings of the experiments related to SLAM
and navigation.

• SLAM Experiment - Warehouse with Forklifts:
https://youtu.be/DVSTiLKzIws

• SLAM Experiment - Full Warehouse:
https://youtu.be/jBqepVnKZe8

• Navigation experiment 1 - Differential Drive, Warehouse with forklifts:
https://youtu.be/7BlMSwbD0-w

• Navigation experiment 2 - Omnidirectional drive, Warehouse with Forklifts:
https://youtu.be/gl8n8-Ab5j0

https://github.com/jorgenmyrvold/omniverse-extensions/tree/main/data_processing
https://youtu.be/DVSTiLKzIws
https://youtu.be/jBqepVnKZe8
https://youtu.be/7BlMSwbD0-w
https://youtu.be/gl8n8-Ab5j0
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