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Populærvitenskapelig tittel: Kan ny teknologi hjelpe oss å sove? 

 

Sammendrag 

De siste tiårene har samfunnet vært preget av en rask teknologisk utvikling. Stadig økende 

bruk av kunstig belysning og skjermlys på kvelden byr på utfordringer for døgnrytmen og 

søvnen vår. Dette skjer mot et bakteppe hvor mange mennesker sliter med dårlig søvn fra før, 

men hvor god behandling for søvnproblemer er lite tilgjengelig i helsevesenet. Når mennesker 

legges inn på sykehus topper ofte søvnproblemene seg, men sykehusbelysning og rutiner er 

lite tilpasset søvn, og kan utgjøre et hinder for søvn samtidig som kroppen er i behov av søvn 

for tilfriskning. På tross av disse utfordringene, åpner teknologien likevel nye muligheter for 

måling av søvn og behandling.  

 

Målet med denne doktorgraden har vært å teste tre slike teknologier i settinger hvor de 

potensielt kan være til stor nytte. Først undersøkte vi effekten av et blå-blokkert lys-miljø ved 

å la friske deltagere bo midlertidig i en nybygd sykehusavdeling med blå-blokkert lys. 

Grunnforskning på søvn og døgnrytmer har avdekket at det er kortbølgede lysfrekvenser som 

forårsaker negative effekter av lys på kvelden, og at utvikling av blå-blokkerte lyskilder kan 

redusere disse effektene. Det har imidlertid vært ukjent hvorvidt disse effektene kan 

gjenskapes når teknologien implementeres i store bygninger slik som et sykehus. Deretter 

undersøker vi hvorvidt man kan måle kontaktløst om et individ sover eller er våken ved hjelp 

av en svært nøyaktig radar. Dette vil kunne forenkle søvnregistrering i mange settinger, blant 

annet i sykehus hvor dette kan redusere oppvåkninger som følge av fysiske tilsyn gjennom 

natten. Radaren ble innfelt i taket over sengen, og ved å registrere mikro-bevegelser forsøker 

den å avgjøre om et individ er sovende eller våken, helt uten sensorer festet på kroppen. Dette 

ble gjort både for de friske deltagerne som overnattet i sykehuset og for pasienter som ble 

undersøkt for søvnplager. Til slutt undersøkte vi om en helautomatisk digital versjon av 

kognitiv atferdsterapi for insomni (CBT-I) kan anses å ikke være underlegen standard ansikt-

til-ansikt CBT-I for pasienter henvist til en søvnpoliklinikk på sykehusnivå. Digital CBT-I har 

vært testet i mange studier, og den skalerbarheten som følger med digital behandling kan 

potensielt løse eksisterende kapasitets-utfordringer knyttet til å tilby CBT-I til pasienter med 

insomni. Det mangler imidlertid kunnskap om hvor god denne behandlingen er sammenlignet 

direkte med gull-standard ansikt-til-ansikt behandling.  

 



Studiene vi har gjennomført viser at å oppholde seg i et blå-blokkert lysmiljø på kvelden gjør 

at friske deltagere blir mer A-mennesker, produserer mer melatonin på kvelden, sover litt 

lengre, har mer REM-søvn og samtidig bedre kvalitet på REM-søvnen sin. Radar måling av 

søvn fremstår som en teknologisk nyvinning med omtrent tilsvarende presisjon som en 

søvnmåler festet på håndleddet, men kontaktløshet er en tydelig fordel, samtidig som det er et 

potensial for økt presisjon med nye analysemetoder i fremtiden. Til slutt viste det seg at 

ansikt-til-ansikt CBT-I var bedre enn helautomatisk digital CBT-I i denne settingen. Vi kunne 

ikke påvise at helautomatisk digital CBT-I var ikke-underlegen ansikt-til-ansikt behandling.   

 

Konklusjonen i denne doktorgraden er at blå-blokkerte lysmiljøer og radar-måling av søvn 

viser et stort potensial til å bedre søvnbehandling og søvnmåling. Spesielt gjelder dette i 

konteksten av et sykehus, hvor søvnvansker er utbredt og kartlegging av søvn er vanskelig å 

gjennomføre uten å forstyrre pasienten. Det oppfordres til videre studier av disse teknologiene 

i kliniske populasjoner. Helautomatisk digital søvnbehandling kan fortsatt være effektivt på 

andre nivåer i helsetjenesten, men akkurat for pasienter som henvises for insomni til 

spesialisthelsetjenesten, fremstår ansikt-til-ansikt CBT-I fortsatt som beste 

behandlingsalternativ.  
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Summary 
 
Background and aims 

Recent decades have witnessed an upsurge in interest in sleep problems across social, 

clinical and research settings. This interest has coincided with developments in 

technology that have not only contributed to the high prevalence of poor sleep (e.g., late 

night engagement with social media), but also underpinned new approaches to the 

management of sleep problems. For example, one cause of sleep and circadian rhythms 

disruption is evening and nighttime exposure to artificial light. However, sleep and 

circadian rhythms research has discovered that the negative effects of evening light 

exposure are primarily mediated by short-wavelengths, and that the use of blue-depleted 

light sources may mitigate against these effects. Further, new radar technology may 

offer novel ways to assess sleep patterns across a range of settings without 

inconveniencing an individual (as they do not need to wear any electrodes or other 

monitoring devices). Also, the introduction of fully automated digital sleep therapies 

can improve access to potentially efficacious interventions. This is especially important 

given the relative lack of availability of therapists who are trained in cognitive 

behavioral therapy for insomnia (CBT-I) or similar interventions.   

 

Given the above advances in technology, this thesis offers a timely examination of three 

recent technological advances, namely: blue-depleted lighting, radar sleep assessment, 

and digital cognitive behavioral therapy for insomnia (dCBT-I). The four publications 

included in this thesis describe two randomized trials (one with healthy participants and 

one with individuals with insomnia), as well as cross-sectional analyses of data 

collected from a hospital outpatient neurophysiology sleep clinic. Papers I and II 

provide a detailed exploration of the effects on the sleep and circadian rhythms of young 

adults who take up short-term residence in a blue-depleted lighting environment. Paper 

III explores technological approaches to sleep monitoring and assesses the accuracy of 

the classification of sleep-wake states by a radar sensor system compared with 

polysomnography (PSG) and actigraphy. Finally, Paper IV examines interventions for 

sleep problems and describes a randomized trial of dCBT-I compared with face-to-face 

(FtF) CBT-I for patients referred to a secondary care sleep clinic.  
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Methods 

The randomized cross-over trial of a blue-depleted light environment (BDLE) versus a 

standard light environment (SLE) (papers I and II) recruited 12 healthy young adults 

who resided for 5 days in a BDLE followed by 5 days in a SLE (or vice versa). 

Melatonin assessments were performed to measure circadian rhythms, PSG was used to 

assess sleep, neurocognitive testing was used to assess alertness, questionnaires 

assessed subjective sleepiness and side effects, and color discrimination ability was 

assessed with an objective test.  

 

Paper III on radar assessment of sleep analyzed triple-registered sleep data from radar, 

actigraphy, and PSG. These analyses utilized data from the BDLE trial (n=12) and data 

collected from 28 individuals referred to an outpatient neurophysiological sleep clinic 

for ambulatory sleep assessments. The randomized trial of dCBT-I versus FtF CBT-I 

(paper IV) recruited 101 participants with insomnia from individuals referred to a 

secondary care sleep clinic that usually treats insomnia and circadian rhythms disorders. 

The trial used a non-inferiority design; the primary outcome was assessed using the 

Insomnia Severity Index (ISI), and the non-inferiority margin was defined as 2 points 

on the ISI.  

 

Results 

In paper I, we found reduced melatonin suppression in individuals residing in the BDLE 

(15%) compared with the SLE (45%; p = 0.011). A larger phase-advance of dim light 

melatonin onset (DLMO) was observed after residing in the BDLE (1:20 h) than after 

the SLE (0:46 h; p = 0.008). Further, the overnight sleep duration was 8.1 min longer 

(p = 0.032), rapid eye movement (REM) sleep was 13.9 min longer (p < 0.001), and 

neurocognitive arousal was lower (p = 0.042) in the BDLE. There were no significant 

differences in subjective sleepiness (p = 0.16) or side effects (p = 0.09), but there was 

lower color-discrimination ability in the BDLE (p < 0.001).  

 

In paper II, we found that the fragmentation of REM sleep was lower after evening 

BDLE compared with SLE (p = 0.0003). Similarly, we found fewer REM sleep 

microarousals (p = 0.0493) after BDLE. While REM sleep fragmentation was related to 



vi 
 

DLMO phase-shift, BDLE had a unique effect over and above this association. There 

were no changes in REM density or latency to the first REM sleep episode. Increased 

accumulation of REM sleep in BDLE was not at the expense of non-REM stage 3 sleep.  

 

In paper III, we found that for real-time models, accuracies were above 92%, 

sensitivities above 95%, specificities above 83%, and all Cohen's kappa values were 

above 0.81 compared to polysomnography in the healthy participants. In the patient 

dataset, accuracies were above 81%, sensitivities about 89%, specificities above 53%, 

and Cohen's kappa values above 0.44. We found no evidence of significant inter-

method bias for sleep variable estimates, but in the patient dataset, the limits of 

agreement were wide.  

 

In paper IV, we found that both interventions significantly reduced insomnia severity 

(p < 0.001), although the magnitude of reduction in ISI scores was greater in FtF 

compared with dCBT-I. At the primary endpoint of week 33 the mean between-group 

difference in ISI waV�í���������&,��í����WR�í�����p = �������&RKHQ¶V�G = 0.7). At week 

9 the mean between-group difference in ISI was í���������&,�í����WR�í�����S < 0.001, 

&RKHQ¶V�G = 1.2).  

 

Conclusions 

The work included in this thesis shows that BDLE is effective in terms of reducing the 

adverse effects of evening light exposure for healthy subjects while residing in a 

hospital ward. This serves as a proof-of-concept for further investigations in different 

clinical populations. Further, we show that radar assessment of sleep can be undertaken 

both in the hospital ward and outpatient setting, allowing contact-free, real-time 

monitoring of sleep-wake state. For outpatients referred for insomnia, we do not show 

that dCBT-I is non-inferior. Although dCBT-I offers other benefits such as facilitated 

dissemination of treatment, these findings indicate FtF CBT-I should remain the 

treatment of choice in the context of secondary care sleep clinics. This series of papers 

suggests that technology can and will play a role as efforts are made to improve the 

treatment and assessment of sleep and circadian rhythms disruption in both healthcare 

settings and beyond.   
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1 Introduction  
  

Sleep is as natural to human beings as breathing. We sleep even before we are born. Daily we 

take part in the temporary cessation of our consciousness, mostly without questioning the 

process. We accept this and even enjoy the warm relaxation brought by a lRQJ�QLJKW¶V�VOHHS��

However, the physical discomfort after a single night without sleep instills some degree of 

apprehensiveness in most. And when sleep remains troublesome over time, this may induce 

anxiousness and worry and eventually lead to a distraught search for solutions. Therefore, 

what is naturally a source of health, relaxation, and energy, often proves to be a source of 

frustration, fatigue, and discontent.  

 

The rapid technological development over the last centuries is a source of pride in modern 

society. These advances offer both opportunities and challenges when it comes to sleep. After 

PLOOLRQV�RI�\HDUV�DW�WKH�PHUF\�RI�WKH�VXQ¶V�OLJKW-dark cycle, the advent of electric lighting has 

allowed us to reshape the light-dark cycle in the span of a few hundred years.  

³/HW�WKHUH�EH�OLJKW��DQG�WKHUH�ZDV�OLJKW��$QG�KH�VDZ�WKDW�WKH�OLJKW�ZDV�JRRG��DQG�+H�

separated the light from the darkness. *RG�FDOOHG�WKH�OLJKW�³GD\�´�DQG�WKH�GDUNQHVV�

+H�FDOOHG�³QLJKW´��$QG�WKHUH�ZDV�HYHQLQJ��DQG�WKHUH�ZDV�PRUQLQJ²the first day.´�± 

Genesis 1:3.  

With light and darkness under our control ± by the flick of a switch or even a word spoken ± 

we forgo the quiescent evenings spent dimly lit by a campfire, instead engaging in work, play, 

or consuming content, while artificial light from screens, devices, and lamps keep the 

darkness at bay.  

 

 ³7HFKQRORJ\�LV�D�XVHIXO�VHUYDQW�EXW�D�GDQJHURXV�PDVWHU�´�± Christian Lous Lange 

 

However, light is also the most potent time-giver to the circadian system, and the body 

depends on the regular shift between light and darkness to tell time. As we continuously adapt 

the timing and intensity of light exposure to match plans, desires, or work schedules, the 

signal of light vs. darkness grows increasingly unreliable in terms of time-telling. With our 

circadian rhythms taking the toll, the likelihood of developing sleep-wake difficulties may 

increase.  
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While we often engage in the mental exercise of trying to separate modern man from nature, 

the human body undeniably displays the same circadian rhythms characteristics as other 

mammals on earth. Moreover, not only does artificial light challenge circadian rhythmicity, 

but technological devices and brightly lit rooms make our evening activities more engaging. 

This may pose a problem in the form of more mental activity and higher alertness in the late 

evening hours leading up to bedtime. When the use of evening light emitting devices is 

unrestricted, this has been found to delay self-selected bedtimes compared with limited use 

(Chinoy et al., 2018). Further, the organization of modern society has also reached a point 

where we depend on around-the-clock services, particularly within healthcare. Night-shift 

workers are exposed to brightly lit environments both night and day, which brings havoc to 

the circadian system. This has been found to have downstream negative health consequences 

for these individuals, so much so that the world health organization recently included night 

shift work as a probable carcinogen (Ward et al., 2019).  

 

Another group at risk of being systematically exposed to ill-timed artificial lighting is patients 

in the healthcare system. Patients admitted to hospitals need acute treatment for their physical 

or mental illnesses. Some of these illnesses may lead to poor sleep on their own due to, e.g., 

pain or agitation, and it is usually the case that sleep is considered to be an essential part of 

recovery and healing. However, acute hospital wards may be some of the worst environments 

for inducing sleep (Boyko et al., 2017; Engwall et al., 2015, 2017), with daytime light 

exposure being too low, nighttime light exposure being too high, monitors beeping and 

blinking, and nurses entering and exiting patient-rooms during the night (Giménez et al., 

2017; Pisani et al., 2015). This is a context in which technology is already being utilized 

GHOLEHUDWHO\�WR�DGGUHVV�WKH�SDWLHQW¶V�VSHFLILF�LOOQHVVHV�EXW�ZKHUH�LWV�LQDGYHUWHQW�HIIHFWV�RQ�

sleep may interfere with healing.  

 

In addition to any direct adverse effects of new technology, there may also be more subtle 

changes that affect the general population. Sleep has long been a window of downtime from 

the commercial commodification of our time and attention (Jansson & Adams, 2021). 

However, over the last decades, a new industry, the consumer sleep-tech industry, has found 

ways to move into the sleep domain. Sleep trackers are embedded in watches, jewelry, or 

mattresses. Sleep masks have embedded electrodes and claim to measure brainwaves while 

trying to lull you into deeper, better sleep by playing rhythmical sounds. Advertisements 
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essentially deliver a universal message that more is to be gained from sleep, even if you 

thought your sleep was good. While it is probably true that some of these technologies may 

improve sleep, at least for certain individuals, many of these products will likely not be 

effective for most individuals with both normal or disturbed sleep. However, increased 

attention towards sleep may foster more rumination or worry about sleep. Even if it is false, 

receiving negative sleep feedback can worsen daytime function and perceived sleepiness 

(Gavriloff et al., 2018). The increasing concern with optimizing sleep has led researchers to 

FRLQ�WKH�WHUP�³RUWKRVRPQLD´�(Baron et al., 2017), which describes how striving to attain 

perfect sleep may increase anxiousness and lead previously healthy sleepers to develop sleep 

problems and even insomnia. 

 

Given that the technological advances in modern society may both have the potential to 

improve and impair sleep, we are faced with one obvious obstacle: Sorting the effective from 

the ineffective interventions. Moreover, we must be conscious of how and when we utilize 

technology to improve sleep. This means distinguishing for whom an intervention is 

beneficial and in what context, as an ineffective intervention may not just be neutral but add 

to negative sleep focus. In the current thesis, I describe some concrete issues related to sleep 

and how new technology may be used to target these issues specifically. This thesis contains 

three studies, split into four papers, that test the effectiveness of three different technologies. 

The first study concerns using new lighting technology to adapt light exposure to human 

circadian biology. The second concerns the use of new radar technology to make sleep 

monitoring more accurate and less invasive. The third is using the internet to distribute at-

home, fully automated, digital treatment for insomnia. 

 

1.1 Light and circadian rhythms  

&LUFDGLDQ�LV�GHULYHG�IURP�WKH�/DWLQ�³FLUFD´�PHDQLQJ�³DERXW´�DQG�³GLD´�PHDQLQJ�³GD\´��WKXV�

circadian rhythms denote rhythms that oscillate approximately once every 24 hours. Many 

functions in the human body display a circadian rhythm, e.g., sleep-wake cycles, melatonin 

and cortisol secretion, core body temperature, and many others. A series of early seminal 

studies of circadian rhythms let participants reside in bunkers completely cut off from 

external time cues such as watches, incident light, or sound. In this environment, circadian 

rhythms continued to oscillate, suggesting humans - like other plants and animals - have an 

endogenous circadian oscillator or pacemaker that can operate without external light stimuli 
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(Aschoff, 1965; Aschoff et al., 1967). What was also evident was that the circadian rhythms 

LQ�WKLV�³IUHH-UXQQLQJ´�VWDWH�IROORZHG�D�VOLJKWO\�ORQJHU�WKDQ���K�SHULRG��$OWKRXJK�WKH�KXPDQ�

circadian pacemaker can generate a circadian rhythm in the absence of light, in a typical 

environment, the circadian system receives light input from the retina and entrains to the 

time-JLYLQJ��IURP�WKH�*HUPDQ�³]HLWJHEHU´��VLJQDO�RI�WKH�OLJKW-dark cycle, synchronizing 

bodily functions to its 24h period.  

The human visual system contains the photoreceptors rods that mediate scotopic vision under 

low light conditions and cones that mediate photopic high spatial acuity vision, including 

color vision, in normal light conditions. The rods contain the photosensitive pigment rod 

opsin that is maximally sensitive to light around 507nm. The cones are divided into three 

subtypes, of which S-cones contain the pigment cyanolabe that is sensitive to short 

wavelengths (Ȝmax 420nm), M-cones use the opsin chlorolabe (Ȝmax 535nm), and L-cones with 

the erythrolabe opsin (Ȝmax 565nm) (Lucas et al., 2014). Since early studies found that higher 

levels of ocular illuminance were needed for circadian rhythm responses than for vision, it 

was thought that the photopic system was primarily responsible for light's effects on circadian 

rhythms. However, several studies found that light had effects on circadian processes even in 

the absence of rods and cones (Freedman et al., 1999; Lucas et al., 1999) and that effects were 

stronger for shorter wavelengths than would be expected with the photopic system (Brainard, 

Hanifin, Rollag, et al., 2001).  
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In the early 2000s, the discovery of a new photoreceptor, the intrinsically photosensitive 

retinal ganglion cells (ipRGCs) (Brainard, Hanifin, Greeson, et al., 2001; Hattar et al., 2002; 

Provencio et al., 2000; Thapan et al., 2001), paved the way for a new wave of circadian 

rhythms research. The ipRGCs were found to project to the suprachiasmatic nucleus (SCN) of 

the anterior hypothalamus, which had already been identified as the central circadian 

oscillator in the brain (Ibuka & Kawamura, 1975; Mouret et al., 1978; Stephan & Nunez, 

1977). It was known that melatonin secretion followed the circadian rhythms generated by the 

SCN and thus also was entrained by light. Moreover, nighttime melatonin secretion could be 

acutely suppressed by light (Lewy et al., 1980; Rollag & Niswender, 1976) and was already 

used as an indicator of light input to the SCN. When exposed to light of differing 

wavelengths, it was found that melatonin suppression was most potent in an action spectrum 

that matched the spectral sensitivity of the ipRGCs with a peak around 480nm (see Figure 2) 

(Brainard, Hanifin, Greeson, et al., 2001; Thapan et al., 2001). This led to the assumption that 

ipRGCs mediated the observed effects of light on circadian rhythms and opened for new 

study designs targeting the action spectrum of the ipRGCs. Seeing as it was a separate 

photoreceptor system altogether, studies could now use light to target this specific 

Figure 1. The constriction of the pupil controls the amount of light entering the eye. 

Cone and rod photoreceptors are responsible for color and scotopic vision, respectively. 

A subtype of retinal ganglion cells expresses the photosensitive pigment melanopsin, 

which results in the third type of retinal photoreceptor: the intrinsically photosensitive 

retinal ganglion cells (ipRGCs). Adapted from Blume et al. (Blume et al., 2019).  
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photoreceptor and measure effects on bodily functions that display circadian rhythm 

properties such as core temperature and melatonin production.  

 

The ipRGCs make up about 4-5% of the photoreceptors on the retina (Schmidt et al., 2011), 

and in contrast with the rods and cones, they express the photopigment melanopsin (Hattar et 

al., 2002). In addition to utilizing information from its photopigment, it also integrates and 

relays some information from rods and cones (Guler et al., 2008; Schmidt et al., 2011). 

,QLWLDOO\��LW�ZDV�WKRXJKW�WKDW�WKH�LS5*&V¶�RQO\�IXQFWLRQ�ZDV�WR�UHOD\�OLJKW�LQIRUPDWLRQ�WKURXJK�

Figure 2. The early action sprectra reported for melatonin suppression did not match well 

with spectral sensitivities for rods and cones, but was similar to that of the ipRGCs. A) 

Action spectrum for melatonin suppression found by Brainard and colleagues (Brainard, 

Hanifin, Greeson, et al., 2001). B) Similar action spectrum for melatonin suppression 

reported in Thapan and colleagues (Thapan et al., 2001). C) Spectral sensitivity of 

melanopsin versus the other photoreceptors of the human eye (adapted from Blume et al. 

(Blume et al., 2019)).  
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the retinohypothalamic tract (RHT) to the circadian pacemaker of the SCN, thus entraining 

the organism to the external light-dark cycle. However, it was later discovered that the 

ipRGCs innervate directly to a range of nuclei in the hypothalamus and limbic areas 

(Hannibal et al., 2015; Hattar et al., 2006). These include, e.g., the olivary pretectal nucleus 

(OPN) (central in the pupillary light reflex), the periaqueductal gray (PAG), and the 

ventrolateral preoptic area (VLPO). Interestingly the VLPO is central in switching between 

sleep and wake states (Saper et al., 2001), and there are also innervations from the SCN to the 

VLPO. Not surprisingly, light mediated by the ipRGCs has also been found to have numerous 

other non-visual or non-image-forming effects besides regulating circadian rhythms 

(Cajochen et al., 2005; Rahman et al., 2014). ipRGCs have even been found to aid visual 

perception under certain conditions (T. M. Brown et al., 2012; Zaidi et al., 2007). 

 

1.1.1 Acute versus circadian rhythms effects of light 

The many non-image-forming effects associated with ipRGC activation can broadly be 

divided into circadian rhythms-mediated/indirect effects and acute/direct effects. Via ipRGC 

pathways to the circadian pacemaker/oscillator in the SCN, light indirectly affects bodily 

functions through the entrainment and synchronization of the circadian clock. All human cells 

contain circadian oscillators entrained by the central pacemaker, ensuring proper timing and 

function across tissues. If circadian rhythms are disrupted, this negatively affects many 

functions heavily regulated by circadian rhythms, including sleep, core temperature, alertness, 

attention, etc.  

 

Light exposure also has acute non-image-forming effects on humans in the domains of 

alertness, cognitive processes, sleep/wake cycle, pupillary light reflex, heart rate, body 

temperature, and melatonin secretion (Cajochen et al., 2005; Chang et al., 2013; Chellappa et 

al., 2011, 2017; Münch et al., 2006). Although circadian processes regulate sleep/wake 

cycles, light simultaneously directly modulates sleep (Zhang et al., 2021). Such acute effects 

may be independent of circadian processes arising immediately when exposed to light, or in 

the case of sleep, also prebedtime lighting may affect the following sleep episode.  

 

It is generally agreed upon that the circadian rhythms effects of light are mediated through the 

SCN (LeGates et al., 2014; Rupp et al., 2019). However, the pathways underlying the acute 

non-visual effects of light are still being discovered. A recent study using animal models has 



8 
 

demonstrated that ipRGC innervations to the perihabenular area (PHb) may be responsible for 

OLJKW¶V�DFXWH�HIIHFWV�RQ�PRRG��ZKHUHDs some acute effects on cognition may be mediated via 

the SCN but operate independently of circadian rhythms processes (Fernandez et al., 2018). 

Furthermore, distinct subtypes of ipRGC cells may be responsible for circadian rhythms and 

acute effects (Rupp et al., 2019).  

 

1.1.2 The effects of light on sleep  

/LJKW¶V�HIIHFW�RQ�VOHHS�FDQ�DOVR�EH�GLYLGHG�LQWR�LQGLUHFW�FLUFDGLDQ�SURFHVVHV�DQG�GLUHFW�DFXWH�

effects. The circadian processes of sleep regulation have been well understood for some time 

and were incorporated into the influential two-process model for sleep-wake regulation some 

decades ago (Borbely, 1982). This model has laid the foundation for how we treat sleep 

disorders related to circadian rhythms and insomnia. As acute effects of light exposure have 

been further explored, it is evident that light also has considerable non-circadian effects on 

sleep.  

 

1.1.2.1 The two-process model of sleep-wake regulation 

The two-process model consists of two main processes, the circadian process C and the 

homeostatic sleep-dependent process S. At the time when this model was postulated, the 

exploration of the biological mechanisms sustaining and regulating circadian rhythms was 

still in its early beginnings. However, observations of rhythmicity in sleep propensity during 

sleep deprivation suggested that the circadian oscillator was central in sleep-wake regulation 

(Akerstedt & Froberg, 1977). Although sleep deprivation did not increase subsequent sleep 

duration proportionally, it was found that the amount of slow-wave activity (SWA) during 

deep sleep early in the night was dependent on the duration of prior wakefulness (Berger & 

Oswald, 1962) and that the amount of SWA declined with each sleep cycle through the night 

(Borbely, 1982; Borbély et al., 1981). It was therefore hypothesized that this represented a 

marker for sleep intensity and that the drive for sleep increases with wakefulness and declines 

with sleep. It follows from this model that process C and process S interact and that both 

factors must be considered to explain, e.g., sleep latency and the duration of sleep episodes 

(Borbely, 1982; Borbély et al., 2016). 
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A circadian drive for wakefulness, generated by the circadian pacemaker of the SCN, 

interacts with the homeostatic process S and translates into a 24h sleep-wake propensity 

rhythm.  This circadian drive for wakefulness results from projections from the SCN to wake-

promoting regions of the brainstem and the hypothalamus, regulating the wake-promoting 

orexins (Scammell et al., 2017), and inhibiting the sleep-promoting system of the VLPO 

(Gaus et al., 2002). During the daytime, the circadian drive for wakefulness increases. This 

happens simultaneously as melatonin levels are low or undetectable, cortisol concentrations 

steadily decrease after peaking in the morning, and body temperature increases. This circadian 

drive for wakefulness peaks in the biological evening (typically between 19:00-22:00 in 

healthy individuals) and compensates for the increasing homeostatic sleep pressure (Meyer et 

al., 2022). Shortly after, the circadian drive for wakefulness dissipates while melatonin 

concentrations increase and core body temperature decrease (Czeisler, 1999; Dijk & Czeisler, 

1995). The circadian drive for wakefulness is at its lowest around the core body temperature 

nadir, approximately two hours before habitual wake time. During the biological day, we can 

easily stay awake for 16 hours even with rising homeostatic sleep pressure and may even find 

napping difficult. However, as the circadian drive for wakefulness dissipates during the 

biological night, it becomes more difficult to fight off sleep. On the other hand, if the 

homeostatic sleep pressure is unusually high, e.g., after sleep deprivation, sleep can be 

initiated during the daytime. Still, the circadian drive for wakefulness may hamper the 

duration and quality of sleep. Thus, an alignment of the dissipation of circadian drive for 

wakefulness and high homeostatic sleep pressure is needed if the conditions for good sleep 

are to be optimal.  

 

1.1.2.2 Timing of light and its effect on circadian rhythms phase 

The endogenous circadian rhythms generated by the SCN can be advanced, delayed, or 

stabilized by light exposure. The timing of light exposure in relation to the LQGLYLGXDO¶V�

circadian phase determines the effect's direction and size. By exposing participants to bright 

white light (10000 lux) at differing times, a phase-response curve can be generated (see 

Figure 3) (Khalsa et al., 2003; St Hilaire et al., 2012). The consequent phase-response curve is 

generated using the onset or midpoint of melatonin production to center values. Bright light 

exposure in the morning (after the core body temperature low point) has a phase-advancing 

effect. In contrast, evening and night light exposure has a phase-delaying effect (largest effect 

from Dim Light Melatonin Onset (DLMO) until the melatonin midpoint) (Khalsa et al., 2003; 
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Rüger et al., 2013; St Hilaire et al., 2012). Further investigations using monochromatic light 

with a wavelength of 480nm have found similar phase-response curves using a much lower 

intensity (4%׽ of the photon density) (Rüger et al., 2013), indicating that wavelengths around 

the Ȝmax of ipRGCs are more potent in eliciting circadian phase-shifting effects.  

 

1.1.2.3 Effects of daytime light on sleep  

Effects of daytime light exposure are also reflected directly in sleep parameters. Compared 

with morning bright light exposure, evening light exposure increases sleep onset latency, 

whereas morning light exposure shortens it (Carrier & Dumont, 1995; Christian et al., 1992). 

Late exposure to daylight has been reported to increase the number of nocturnal awakenings 

and lead to less slow-wave sleep (SWS), whereas more daytime light exposure is associated 

with more SWS the following night (Wams et al., 2017). In a controlled laboratory study, 250 

Figure 3. The phase response curve for the exposure to 6.7 hours of bright light (10000 

lux) (adapted from Khalsa et al. 2003). The melatonin midpoint from the pre-exposure 

melatonin assessment was used to center the data, with the melatonin midpoint being set to 

22h. The core body temperature minimum was assumed to be 2h after the melatonin 

midpoint at 0h.  
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lux white or blue-enriched light was found to increase subsequent SWS and slow-wave 

activity (SWA) after 40 hours of extended wakefulness when compared to dim light exposure 

(8 lux) (Cajochen et al., 2019). This indicates that if daytime light intensities are too low, 

which likely was the case during the Covid-19 pandemic (Blume et al., 2020; Wright et al., 

2020), this affects the subsequent sleep architecture. Interestingly, it has also been found that 

the duration of daylight, which in most parts of the world vary with seasons, has an effect 

where shorter days tend to prolong the melatonin production phase, creating a longer 

biological night and also leading to longer sleep times in a natural environment (Stothard et 

al., 2017). In pre-industrial societies, one study also indicates longer sleep in the winter 

months (Yetish et al., 2015). 

 
1.1.2.4 Effects of evening and nighttime light on sleep 
Modern evening light environments are increasingly permeated by artificial light in the form 

of indoor lighting and the backlit screens of numerous digital devices. This evening light 

exposure occurs as the human circadian system is most sensitive to circadian phase delays 

(Khalsa et al., 2003; Rüger et al., 2013; St Hilaire et al., 2012). Significant melatonin 

suppression has been found in response to a range of different evening artificial light sources 

(Cajochen et al., 2005; Chang et al., 2015; Santhi et al., 2012; Zeitzer et al., 2000). Moreover, 

artificial light exposure during the evening delays sleep onset (Chang et al., 2015; Y. Cho et 

al., 2015; Gordijn et al., 1999; Komada et al., 2000; Santhi et al., 2012), at least in part due to 

its phase-delaying properties. In addition, the acute effects of evening light exposure on 

alertness compound the issue and further complicate falling asleep (Chang et al., 2015; 

Rahman et al., 2014, 2017; Vandewalle et al., 2007, 2009).  

 

The effects of evening light exposure also seem to persist into the following sleep episode. In 

a controversial study, Chang and colleagues (2015) compared reading a light-emitting e-book 

with an ordinary book in near darkness and found expected reductions in melatonin secretion 

and a later circadian phase. Further, subjective sleepiness before bedtime was reduced, and 

wake-electroencephalogram (EEG) measures indicated higher alertness (less delta-theta 

activity). When going to bed, participants had 10 min longer sleep latency, and overnight 

Rapid Eye Movement (REM)-sleep duration was shorter. A similar study by Grønli and 

colleagues (Grønli et al., 2016) found that reading on an iPad compared with an ordinary 

book in low room light levels delayed SWA dynamics about 30 minutes and reduced SWA 

after sleep onset. Reduced SWA in the first sleep cycle was also found for a blue-enriched 
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polychromatic light source (Chellappa et al., 2013). Using monochromatic light at different 

wavelengths, an early study by Munch et al. (2006) found that short-wavelength light 

(460nm) compared with longer wavelength light (555nm) exposure in the evening led to 

SWA being reduced in the first sleep cycle, and increased in the third, thereby shifting SWA 

dynamics later in the night. Moreover, they found reduced REM-sleep duration in the first 

and third sleep cycle. Thus, demonstrating that the effects of evening light exposure on sleep 

EEG also may be mediated by ipRGC activation. 

 

It was previously assumed that disruptive effects on circadian rhythms and sleep were 

minimal at low intensities. Recently, it has been shown that humans are exquisitely sensitive 

to the effects of evening light exposure, even at low light intensities (Phillips et al., 2019; 

Prayag et al., 2019). Moreover, there is considerable interindividual variability in the size of 

this effect (Phillips et al., 2019), suggesting some individuals are more sensitive to the 

adverse effects of evening artificial light exposure. There is also some evidence of changes in 

non-image-forming effects with, e.g., age (Daneault et al., 2016), mood disorders (Berman et 

al., 2018; Hallam et al., 2009), SSRI usage (McGlashan et al., 2018), and DSPD (Aoki et al., 

2001; Watson et al., 2018). These findings suggest that evening artificial light exposure may 

be harmful even at low intensities, especially for particularly vulnerable groups. A solution 

could be to exchange the modern indoor lifestyle with limited daylight and artificially lit 

evening environments and instead reside outdoors in nature with greater exposure to daylight 

and minimal exposure to light after sunset. Indeed, several studies have found that residing 

outdoors leads to reduced melatonin suppression and advanced circadian phase (Stothard et 

al., 2017; Wright et al., 2013). Although this may be beneficial for healthy circadian rhythms, 

evening light and screen use has become so intertwined with modern lifestyle that such 

transitions are not feasible for most.  

 

1.1.3 Health consequences of aberrant light exposure - sleep and other health issues 

Artificial evening lighting has dramatically increased the possibilities for work and leisure in 

the evening and nighttime, and presently it seems unthinkable that this use of evening light 

will change. Accompanied by less exposure to daylight, this has likely led to a weakening of 

the light-dark signal and thus also a widening of the chronotype spectrum leading to a higher 

proportion of late chronotypes (Roenneberg et al., 2019). There may also be behavioral 

components related to light, as the engaging nature of light-emitting screens may lead people 
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to delay bedtimes and not prioritize sleep (Hale & Guan, 2015), leading to shorter sleep and 

the buildup of homeostatic sleep pressure across week-days and subsequent attempts to 

³FDWFK-XS´�RQ�VOHHS�GHEW�RYHU�WKH�ZHHNHQGV��7KLV�PD\�EH�HVSHFLDOO\�SUREOHPDWLF�IRU�

adolescents and young adults, that naturally have a later circadian phase but still have to get 

up early for school (Touitou et al., 2016). A 2015 review found that screen time was 

adversely related to sleep outcomes, primarily shorter sleep duration and later sleep timing 

(Hale & Guan, 2015). About one-third of the population report more than a 2-hour difference 

in sleep timing between weekdays and weekends (Roenneberg et al., 2012), indicating that 

they spend most of their time with some misalignment of their endogenous pacemaker and the 

timing of the sleep-wake period. Such circadian misalignment caused by later sleep timing on 

VRPH�GD\V�RI�WKH�ZHHN�LV�NQRZQ�DV�³VRFLDO�MHWODJ´�(Wittmann et al., 2006). However, 

circadian misalignment can arise for a variety of reasons, e.g., shift work, trans-meridian 

travel, disrupted feeding rhythms, circadian rhythm disorders, or psychiatric illnesses (Baron 

& Reid, 2014), and there can potentially be circadian misalignment between various circadian 

rhythms (e.g., central and peripheral tissue and organ systems, hormone secretion, sleep-wake 

cycles, and feeding behavior). The inertia of these rhythms may also be different. Circadian 

misalignment, although with varying magnitude, is common in the general population. 

 

The effects of evening artificial light exposure are challenging for human sleep but also 

extend to a range of other diseases related to circadian disruption or misalignment. Circadian 

disruption has been associated with a higher risk for depression, diabetes, metabolic 

abnormalities, obesity, immune impairment, poor cognitive performance, hypertension, and 

cancer (Chaput et al., 2022; Foster & Wulff, 2005; Hatori et al., 2017; Roenneberg et al., 

2012). Notably, a recent 3-day simulated night-shift study found that although the traditional 

markers of the central circadian pacemaker, such as melatonin, cortisol, and PER3-

expression, did not change, many other plasma metabolites showed nearly complete reversals 

(Skene et al., 2018), showing that circadian disruption can occur quickly and without 

complete circadian disruption, possibly explaining part of the elevated risk that night-shift 

workers have for metabolic disease. Furthermore, short sleep, defined as 4-7 hours, has been 

found to increase the risk of coronary heart disease, stroke, type 2 diabetes, obesity or weight 

gain, depression, workplace accidents, and mortality (Chaput et al., 2022; Kecklund & 

Axelsson, 2016).  
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1.1.4 Light, sleep disorders, and mental disorders 

As we have seen, human sleep is sensitive to the misalignment of circadian rhythms and sleep 

timing. Increasing the use of artificial light in the evening and night constitutes a challenge for 

healthy sleep by potentially delaying DLMO, suppressing melatonin secretion, and increasing 

alertness. This may create problems falling asleep and waking up in the morning, which may 

be relevant even to healthy sleepers (Münch et al., 2020). However, it may pose a significant 

problem in circadian rhythms disorders such as delayed sleep phase disorder (DSPD) and 

advanced sleep phase disorder (ASPD). In these disorders, considerable misalignment 

EHWZHHQ�WKH�LQGLYLGXDO¶V�FLUFDGLDQ�SKDVH�DQG�VRFietal normative sleep timing often results in 

irregular sleep-wake patterns with intermittent short and long sleep durations (Baron & Reid, 

2014). Recent evidence suggests that patients with DSPD have a higher sensitivity to the 

phase-shifting and melatonin-suppressing effects of light (Aoki et al., 2001; Watson et al., 

2018). As such, DSPD may represent a group of individuals that biologically may struggle to 

maintain stable circadian rhythms in modern evening light environments. 

 
The implication of sleep and circadian disruption in the pathophysiology of mental disorders 

is supported by extensive literature documenting the alterations of sleep physiology and 

circadian rhythmicity during mental illness (LeGates et al., 2014). The prevalence of sleep 

problems is elevated to such an extent in patients with depression that disordered sleep is 

included as one of the diagnostic criteria for mood disorders in both the ICD-10 (World 

Health Organization, 1992) and the DSM-5 (American Psychiatric Association, 2013). 

Previously, sleep disturbances were seen as secondary to the primary mental disorder. 

However, this view has shifted over the last decades, and a bidirectional relationship between 

sleep and mental health is now recognized. Sleep disturbance, usually disrupted sleep 

continuity, can occur before depression onset, making sleep disorders a potential prodromal 

symptom of depression (Perlis et al., 1997; Scott et al., 2021). In a similar vein, for patients 

with bipolar disorder, sleep time tends to shorten dramatically preceding the onset of a manic 

episode (Wehr et al., 1982). Patients with schizophrenia have a high prevalence of sleep onset 

and sleep maintenance insomnia, likely caused in part by the prevalent circadian disruption 

(Monti et al., 2013; Wulff et al., 2010). Moreover, the sleep architecture also tends to change 

with mental illness, with a shortening of REM sleep latency and increase in REM density and 

duration being reported for depression (Baglioni et al., 2016; Giles & Roffwarg, 1998; 

Lechinger et al., 2021; Palagini et al., 2013; Riemann et al., 2001, 2012, 2020; Steiger & 

Pawlowski, 2019; Wilson & Argyropoulos, 2005). This association may be particularly 
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interesting in the context of light, as REM-sleep propensity has been found to exhibit a 

circadian rhythmicity (Czeisler et al., 1980).  

 

Associations between circadian disruption markers and mental disorders may partly explain 

sleep disruptions. Early studies indicated a phase-advancement of endogenous circadian 

rhythms in patients with depression (Wehr et al., 1979). However, more recent studies have 

repeatedly associated late chronotype with a greater risk for depression, and individuals 

suffering from depression report greater eveningness, which is also predictive of the severity 

of depression (Baron & Reid, 2014). In overweight adolescents, shorter duration of melatonin 

secretion and later circadian preference has been associated with worse mood (Simon et al., 

2020). Patients with DSPD have also been found to have a high prevalence of clinically 

significant depressive symptoms, and later chronotype within DSPD is also associated with 

greater severity of depression symptoms (Abe et al., 2011). There have been some indications 

that rather than a specific phase-shift occurring in depression, a shorter phase-angle ± the time 

between DLMO and sleep onset ± is associated with more depressive symptoms among 

patients with major depression (Emens et al., 2009). In another study, the phase-angle 

between sleep-midpoint and core body temperature minimum predicted the severity of 

depression (Hasler et al., 2010). The depression group also had later DLMOs, later sleep 

onset, and greater eveningness chronotypes compared with healthy controls. In bipolar 

disorders, early studies found an association between the increased duration of daylight in the 

springtime in the northern hemisphere and a higher incidence of mania (P. A. Carney et al., 

1988; Eagles, 1994), suggesting an increased sensitivity to light in this population.  

 
1.1.5 Blue-depleted light technology 
Circadian rhythms exist across species, and the role of light environments in regulating the 

circadian rhythms of physiological processes has long been recognized and utilized in the 

commercial growth of plants, poultry, and livestock, where photoperiods and spectral 

compositions are optimized to match the needs of the organism. Now there is increasing 

recognition that there may be a potential to optimize the pattern of light exposure to better 

complement the physiological and psychological needs of the human body. Specifically, there 

is a need to understand how artificial light can be used to mitigate circadian misalignment in 

humans (Münch et al., 2020).  
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The discovery of the adverse effects of evening light exposure has led to increased efforts to 

design and test light sources that can mitigate the problem. As the non-image forming effects 

are mediated mainly by the ipRGCs that have a peak spectral sensitivity around 480nm, the 

selective filtering of short-wavelength blue light in this range could be a way to create light 

sources that allow for vision while minimally stimulating the ipRGCs. In patients with DSPD, 

filtering short-wavelength blue light using blue-blocking glasses can phase-advance DLMO 

(Esaki et al., 2016). In healthy participants, the evening use of blue-blocking glasses has been 

found to reduce melatonin suppression and counteract the alerting effects of evening light 

exposure (Sasseville et al., 2006; van der Lely et al., 2015). Although blue-blocking glasses 

are physiologically effective countermeasures, their potential for widespread use is limited 

due to issues with adherence in some patient groups, and many perceive their use as 

inconvenient and less than stylish. 

 

Light Emitting Diode (LED) technology, however, allows for programmable and tunable light 

spectra. A single multi-channel LED luminaire can contain multiple diodes. By coating 

diodes with layers transmitting different light spectra, these can be combined and adjusted 

within one luminaire to create virtually any light spectrum (Soler & Voss, 2021). Compared 

with a standard light source, evening light exposure to a blue-depleted LED light source has 

been found to reduce melatonin suppression and alertness as indicated by slower reaction 

times and increased power in the slow-to-medium wake-EEG range (delta-theta) (Rahman et 

al., 2017). Similarly, a study by Souman and colleagues with similar blue-depleted LED 

lighting found reduced melatonin suppression to the point that there were no differences in 

melatonin suppression between blue-depleted and dim light (Souman, et al., 2018). Other 

findings from home settings complement these results by showing that exposure to less light 

in the ipRGCs action spectra is associated with less melatonin suppression (Nowozin et al., 

2017). These findings suggest that blue-depleted lighting may be a key in creating evening 

light environments that are more beneficial for human circadian rhythms and sleep.  

 

1.1.6 Application in hospital settings 
Evening blue-depleted light environments have potential in many contexts, especially where it 

is feasible to exert high control over ambient and incident light. A particularly promising 

application may be hospital units. In the patient population admitted to hospital inpatient 

units, sleep problems are highly prevalent (Cain & Phillips, 2021; Danielson et al., 2018; 

'RۜDQ�HW�DO���������(OOLRWW�HW�DO���������6FKHQQDFK�HW�DO��������. There are several reasons for 
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this. First, patients may have difficulties sleeping as part of their acute illness, which is often 

the case for severe mental disorders (Wulff et al., 2010). Furthermore, light levels may often 

exceed those in residential home environments, with flashing lights from monitors making 

sleep arduous. Although closed eyelids reduce light intensity, they are still permeable to some 

influx of light. Artificial lighting turned on during sleep has been associated with less SWS (J. 

R. Cho et al., 2013). Circadian rhythms are also often disrupted by acute illnesses, a 

phenomenon associated with subsequent increases in morbidity and mortality (Craig & 

Mathieu, 2018). 

 

In mental health care, there is a need for non-pharmacological interventions that can be used 

to target sleep-wake disruption and arousal. Early case series with bipolar disorder found it 

possible to stabilize mood by following regular bedtimes and wake times accompanied by an 

extended period of darkness in the evening (Wehr et al., 1998; Wirz-Justice et al., 1999). This 

was later tested in an inpatient setting, finding quicker reductions in symptoms of mania with 

acutely admitted patients (Barbini et al., 2005). In an attempt to get similar effects without 

extended darkness, Henriksen and colleagues compared blue-blocking glasses (glasses 

filtering all short-wavelength light) to clear lens glasses for inpatients acutely admitted with 

PDQLD��7KH\�IRXQG�WKDW�VLPXODWLQJ�H[WHQGHG�³GDUNQHVV´�ZLWK�EOXH-blocking glasses in the 

evening reduced manic symptoms within one week (Gottlieb et al., 2019; Henriksen et al., 

2016). This line of research VKRZV�WKH�SRWHQWLDO�EHQHILWV�RI�XWLOL]LQJ�VXFK�³FKURQRWKHUDSHXWLF´�

(from Greek ³Khrónos´�PHDQLQJ�³WLPH´� interventions in an acute psychiatric hospital setting. 

Potential benefits for other patient groups are currently unknown.  

 

The effective dissemination of this chronotherapeutic intervention in acute psychiatry is 

challenging, as it requires acutely ill individuals to monitor their treatment protocols and the 

use of glasses. This may lead to low or intermittent adherence, which may impede treatment 

effect and even increase patient frustration. The blue-depleted LED lighting technology could 

potentially solve this issue, leaving the correct timing of light exposure to programmable light 

systems, thus automatizing the chronotherapy intervention (Gottlieb et al., 2019; Scott, 

Langsrud, et al., 2019). The implementation of such lighting systems has moved rapidly from 

the laboratory setting to hospitals and nursing homes. There are indications that cycled 

lighting (featuring both lower levels of short-frequency light in the evening and higher 

daytime light levels) is beneficial for circadian rhythmicity (West et al., 2019) and sleep 

duration (Giménez et al., 2017) in hospitals and that it improves subjective sleep and 
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depression symptoms in patients ZLWK�$O]KHLPHU¶V�GLVHDVH�(Figueiro et al., 2019). Other 

studies indicate that cycled lighting does not affect critical care inpatients (Engwall et al., 

2017) or inpatients with mood disorders (Okkels et al., 2019).  

 

Although these trials find some indications of effectiveness with regard to cycled lighting, 

there has been a lack of control over incident light and cycled lighting has primarily been 

limited to patient rooms. Recent laboratory studies have shown that even low levels of 

melanopic EDI are sufficient to trigger melatonin suppression in the evening (Prayag et al., 

2019). Further, it is difficult to differentiate between the effects of evening blue-depleted 

lighting and increased daytime light exposure by introducing cycled lighting. Moreover, these 

studies have been performed in clinical settings, where the invasiveness of polysomnography 

(PSG) and melatonin sampling limits assessments of physiological effects. Therefore, there is 

a knowledge gap regarding the physiological effects of evening Blue-Depleted Light 

Environments (BDLEs) on circadian rhythms and sleep outcomes and whether such 

physiological effects translate when BDLEs are incorporated into large, multi-room 

complexes. 

 

1.2 Assessment of sleep using novel technology 

1.2.1 The challenge of sleep assessment 

Scientific knowledge about sleep depends on measuring sleep using various technologies. 

Both self-reported data and objective recordings can be used to capture different aspects of 

sleep. PSG is often called the gold standard of sleep assessment (Kales et al., 1968). 

However, before the development of the PSG assessment, sleep science was limited by the 

lack of suitable methods to observe the phenomenon of sleep. During the 1950s, Aserinsky, 

Kleitman, Dement, and Jouvet did pioneering work developing procedures for the use of EEG 

electrodes along with Electrooculography (EOG) and Electromyography (EMG) to 

distinguish sleep from wake and describing different sleep stages (Aserinsky & Kleitman, 

1953; Dement & Kleitman, 1957; Jouvet et al., 1959). Rechtschaffen and Kales (Kales et al., 

1968) did further work that standardized the sleep assessment procedure known as PSG, and 

sleep science picked up momentum now being able to assess the internal composition or 

architecture of sleep.  
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As PSG combines EEG, EOG, EMG, and other sensors, the affixing of PSG equipment is 

time-consuming and requires experienced sleep technicians. Moreover, many patients 

experience the equipment as cumbersome and obtrusive when trying to sleep, often giving 

ULVH�WR�D�³ILUVW-QLJKW´�HIIHFW with less sleep and poorer quality sleep (Newell, 2012). After 

PSG has been completed, qualified personnel must subsequently score the recordings, which 

is time-consuming and resource-draining. The PSG assessment is essential in some contexts, 

e.g., with patients being assessed for certain sleep disorders or in sleep research investigating 

sleep at a microscopic level. However, the level of detail that the PSG offers is not needed in 

all situations, and its use is too expensive for extended periods in any case (De Zambotti et 

al., 2019). Thus, there is a need for less intrusive and time-consuming tools to be used for 

sleep assessment. Luckily, if accepting a lower level of detail, the arsenal of sleep-tracking 

devices is expanding rapidly with tech-industry developments. 

 

Consumer sleep technologies (CSTs) are devices or programs aimed at improving or 

assessing the sleep of consumers (Ko et al., 2015). They include mobile apps (often using 

device functions like the camera or microphone), wearable devices, embedded devices (e.g., 

embedded in mattress or nightstand), accessory appliances, and conventional desktop/website 

resources. CST use is widespread, and the number of such devices available to the consumer 

market is increasing rapidly. Sleep-tracking devices can be considered a subgroup of CSTs, 

and include a number of wearables traditionally aimed at detecting physical movement. 

Newer devices also claim to use heart rate sensors and skin conductance to improve sleep-

tracking capabilities (De Zambotti et al., 2019). The performance of CST sleep-trackers has 

been poor when independent researchers have tested their claims (Scott, Grierson, et al., 

2019), although it may seem that some of the newer devices are improving in their ability to 

detect sleep (Chinoy et al., 2021). An issue with CST sleep trackers is that the sleep-detecting 

algorithms are proprietary and constantly evolving, making independent validation of the 

technology difficult. Moreover, the hardware is also evolving quickly, leading to a short life-

cycle of such devices before new products are available. The lack of validation is worrying 

for consumer use but is particularly problematic for use in healthcare sleep assessment or 

sleep research (Haghayegh et al., 2019).  

 

In sleep research, motion-based sleep detection has been the best low-cost, less invasive 

alternative to PSG since the first actigraphy procedures were validated in the 70s and 80s 

(Kripke et al., 1978; Mullaney et al., 1980; Webster et al., 1982). Actigraphy uses an on-body 
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accelerometer, commonly embedded in a wrist-worn actiwatch, to measure physical 

movement. Using relatively simple automatic classification models, activity-rest, and hence 

sleep-wake state is determined (Haghayegh et al., 2019; Van Someren, 2011). Importantly it 

is cost-effective, easily set up, demands less from the individual, and allows recording 

continuously for extended periods meaning one can assess the sleep-wake cycle across weeks 

at a time (Van Someren, 2011). Actigraphy data has typically been used to quantify sleep, but 

monitoring rest-activity cycles for extended periods can provide additional information about 

DQ�LQGLYLGXDO¶V�FLUFDGLDQ�UK\WKPV�(Cheng et al., 2021; Huang et al., 2021). Rest-activity 

cycles follow similar cosinor waveforms as endogenous circadian rhythms (Van Someren, 

2011), reflecting their effect on our drive for activity and sleep.   

 

When compared with PSG, actigraphy has shown a good ability to detect sleep (sensitivity) 

and high accuracy (ability to distinguish sleep from wake) in healthy subjects (Van Someren, 

2011). However, it must be kept in mind that accuracy will tend to be higher in healthy 

participants as they have fewer wake epochs during the night, making it likely that a scoring 

method sensitive to sleep will yield a correct classification for most epochs. Actigraphy does 

tend to have a poorer ability to detect true wake epoch (specificity ranging from 26.9% to 

77% in healthy subjects (De Zambotti et al., 2019), likely stemming from the fact that wake 

detection based solely on the physical movement of the wrist is limited (in the case of 

actiwatches). This is especially true when actigraphy is used in populations characterized by 

sleep difficulties (De Zambotti et al., 2019), such as patients with sleep disorders or mental 

disorders. Moreover, there are some settings where even the use of actigraphy may be 

considered too invasive and hence not feasible.  

 

1.2.2 Nightly monitoring of sleep and vital signs in hospital wards 

A thought-provoking editorial written by Cain and Phillips (Cain & Phillips, 2021) points to 

the puzzling fact that when admitted to hospitals, the body is in higher need of sleep to assist 

in recovery from illness, while the typical hospital environment tends to hinder sleep. As 

discussed in the section on light environments, aberrant lighting is an important factor. 

However, noise and being awoken by nurses carrying out observations are other obvious 

barriers (Danielson et al., 2018; Darbyshire & Young, 2013; Konkani & Oakley, 2012; 

MacKenzie & Galbrun, 2007). Nurses recognize the inherent conflict between the need for 

sleep and the need to monitor vital signs and sleep (Hope et al., 2018). More frequent 
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observation is associated with fever deaths and Intensive Care Unit (ICU)-admissions 

(Mitchell et al., 2010)��EXW�LV�DW�WKH�H[SHQVH�RI�SDWLHQWV¶�VOHHS�DQG�SRWHQWLDOO\�WKHLU�KHDOLQJ��

7KHUHIRUH��WKHUH�LV�D�QHHG�WR�ILQG�ZD\V�WR�DVVHVV�WKH�SDWLHQW¶V�VWDWH�ZLWKRXW�LQWHrmittently 

waking the patient.  

 

This conflict between sleep and monitoring is particularly prominent in acute psychiatry. In 

the acute phase of severe mental illness, sleep problems are ubiquitous, and improving sleep 

is considered an essential part of the treatment (Strainge et al., 2019; Waters et al., 2012; 

Wulff et al., 2010). Consequently, monitoring sleep in this context is a way to assess 

LPSURYHPHQW�RU�GHWHULRUDWLRQ�LQ�WKH�SDWLHQW¶V�FRQGLWLRQ�DQG�WKXV�PD\�SURYLGH�LQIRUPDWLRQ�

relevant to planning further treatment. Two obstacles make actigraphy less suited for this 

application. First, wearable sensors attached to the body tend to be less accepted by patients in 

this population. Second, actigraphy assessment of sleep requires the actiwatch to be collected, 

and the data have to be downloaded and analyzed, making it both burdensome to staff and an 

offline or retrospective source of information. Instead, sleep monitoring usually consists of 

nurses physically entering patient rooms to assess whether patients are sleeping, thereby often 

interrupting sleep. This practice, which also serves to check patient safety, has even been 

suggested to be more harmful than beneficial for patients (Veale, 2019). In a hectic work 

HQYLURQPHQW��WDLORULQJ�WKH�IUHTXHQF\�RI�PRQLWRULQJ�WR�WKH�LQGLYLGXDO�SDWLHQW¶V�QHHGV�LV�

difficult. Even if the frequency of observation was proper at admission, patients might soon 

be over-monitored if this is not continuously reviewed as they improve. 

 

Another consequence of the difficulties of assessing sleep in acute psychiatry is that the 

literature surrounding inpatient sleep problems and their effect on outcomes is relatively 

scarce. This constitutes an ethical dilemma, given that vulnerable patient groups such as 

mental health-care inpatients are being understudied. A recent study using self-report 

questionnaires found that around 47% of inpatients in acute psychiatry still had sleep 

problems at discharge, but also noted the lack of comparable studies (Schennach et al., 2019). 

Another study note that patients typically are started on hypnotic or antipsychotic medication 

during inpatient stays, but that this does not seem to be enough to resolve the sleep problems 

(Waters et al., 2012). In outpatient mental health care, however, the literature regarding the 

effects of sleep on psychiatric and physical symptoms is vast. As the acute psychiatry setting 

differs in so many respects from outpatient care, it is problematic to apply the knowledge 
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gained from outpatient studies to this population (Strainge et al., 2019), still, conventional 

sleep assessment is not feasible with the most severely ill patient groups.  

 

1.2.3 Radar-based contact-free sleep monitoring  

A new application of radar sensors can potentially offer a new way to assess sleep in these 

contexts. Recent developments in radar technology have allowed for small and highly 

sensitive radar-sensor chips suited for embedding in the ceiling of patient rooms or used as a 

nightstand. The particular sensor of interest in the current thesis is an Impulse-Radio Ultra-

Wideband (IR-UWB) radar. The sensor can detect movement from an individual, whether 

located in the bed or not, and the signal is not obstructed by bedding or clothing (Stone, 

1997). The radar can detect movements of the limbs and, under favorable conditions, the 

spatial resolution is sufficient to detect respiration rate based on the movement of the chest 

when breathing, and the superimposed movements of the chest during heartbeats can under 

favorable conditions be used to assess heart rate (Lee et al., 2018; Wisland et al., 2016). This 

technology holds great potential as a contact-free, nearable (non-wearable) method of 

assessing sleep. Recordings can be made across multiple nights with no effort from staff. The 

radar recording has the potential of being scored in real-time, with results being fed with 

minimal delay to nurses or staff, informing whether patients are in bed or not and asleep or 

awake. If the accuracy of such a radar system can be validated for the detection of sleep-wake 

state, this offers significant advantages over actigraphy in the acute psychiatric hospital 

setting, addressing the specific issues outlined above. As the radar signal is much richer in 

data than wrist-based actigraphy, this technology offers more opportunities in the future as 

scoring algorithms improve, such as detecting certain vitals like heart rate and respiration rate. 

Moreover, real-time information on patient physical restlessness may assist in the evaluation 

of immediate patient safety. 

 
1.3 Using the internet in the treatment of insomnia 

1.3.1 Insomnia symptoms and insomnia disorder diagnosis 
Insomnia is defined as sleep-continuity disturbance combined with complaints of daytime 

sleepiness, fatigue, cognitive impairment, mood disturbance, and dissatisfaction with or worry 

about sleep (Perlis et al., 2022). The sleep-disturbance refers to either disturbed sleep onset, 

increased number of awakenings, increased time awake after sleep onset, or early morning 

awakenings. Importantly, the sleep disturbance is present despite adequate sleep opportunity. 

The diagnosis of insomnia disorder is recognized in both the ICD-10 (World Health 
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Organization, 1992), the DSM-V (American Psychiatric Association, 2013), and the 

International Classification of Sleep Disorders-3 (American Academy of Sleep Medicine, 

2014), however, the magnitude of sleep-disturbance is not specified. The diagnosis of 

insomnia is thus primarily based on subjective symptoms, both of sleep disturbance, level of 

distress, and daytime impairment, rather than objective measures of short sleep. Although 

brief symptoms of insomnia are widely prevalent in the general population, the symptoms 

should be present at least three days a week and persist for at least three months (American 

Psychiatric Association, 2013).  

 

1.3.2  Prevalence and consequences of insomnia 

At any given moment, between 10% and 15% of the population report symptoms that are in 

congruence with the criteria for insomnia disorder, with epidemiological studies from Norway 

pointing at an increasing trend over the last decade (Pallesen et al., 2001, 2014). Insomnia has 

been associated with an increased risk of a range of physical illnesses, such as cardiovascular 

disease, obesity, type 2 diabetes, neurodegenerative disease, and cognitive impairment 

(Riemann et al., 2017). Epidemiological studies using population data have also found that 

insomnia symptoms are a risk factor for fatal car-accidents (Laugsand et al., 2014), sick leave 

(Sivertsen, Øverland, Bjorvatn, et al., 2009), and work disability (Sivertsen, Øverland, 

Pallesen, et al., 2009). The effects of insomnia are especially prominent in mental disorders 

where there seems to be a bidirectional relationship between insomnia and mental illness, 

with the strongest indications for a causal mechanism of sleep problems on the development 

of mental disorders (D. Freeman et al., 2020). Patients with insomnia have an increased risk 

of developing depression (Baglioni et al., 2011), which may also be related to an early 

retirement due to disability (Paunio et al., 2015). On the other hand, treatment of insomnia 

may improve symptoms of comorbid mental disorders (D. Freeman et al., 2017; Manber et 

al., 2008).  

 

Due to the high prevalence of insomnia symptoms and the associated daytime functional 

impairment, the associated economic disease burden is high. Attempts at quantifying the 

societal costs of insomnia suggest that insomnia ranks among the top ten most costly 

neuropsychiatric disorders (Gustavsson, 2010). The direct costs of treating insomnia are high, 

especially with psychotherapy that requires multiple sessions. However, the indirect costs of 



24 
 

reduced work productivity, sick leave, accidents, and early retirement or disability pension are 

likely also high, contributing to the economic disease burden (Riemann et al., 2017).  

 

1.3.3 Theoretical models of insomnia 

Several theoretical models describe the etiology and mechanisms of insomnia. Most of these 

build on 6SLHOPDQ¶V 3P-model of insomnia that distinguishes between predisposing, 

precipitating, and perpetuating factors (Spielman et al., 1987). Examples of predisposing 

factors are genetic risk (Palagini et al., 2014) and certain personality traits like neuroticism. 

Precipitating factors refer to events or stressors that trigger the initial insomnia symptoms. 

Examples may be major transitions in life, such as starting college, moving to a new city, or 

starting a new job, or interpersonal stress, such as divorce or conflict with a loved one. 

Chronic stress is also considered a precipitating factor of insomnia. Acute insomnia often 

resolves on its own once the stressor resolves (Ellis, 2012; Espie, 2001). The perpetuating 

factors usually manifest as insomnia develops into a chronic disorder. These include going to 

bed too early, staying in bed too long, napping to catch up on sleep, and an increased 

cognitive preoccupation with sleep (Espie et al., 2006; Spielman et al., 1987). These 

behaviors and attitudes are reasonable in the short term, but over time they reduce sleep 

pressure, increase worry and arousal, and contribute to the maintenance of insomnia.  

 

1.3.3.1 The hyperarousal model of insomnia 
Over the last decade, several findings have suggested that hyperarousal is common among 

patients with insomnia (Riemann et al., 2010). In terms of the 3P conceptualization of 

insomnia, chronically elevated arousal levels in both the cognitive, emotional, and 

physiological domains can be viewed as both predisposing and perpetuating factors of 

insomnia (Riemann et al., 2010). Evidence from EEG assessments of patients with insomnia 

lends support to this model, where increased power in the high spectral frequencies during 

non-REM sleep stages has been found in this group. Increased frequency of microarousals 

and interruptions during REM-sleep also suggests higher arousal and may contribute to the 

misperception of REM-sleep as waking (Feige et al., 2008; Riemann et al., 2012). In the 

hyperarousal model of insomnia, the instability of REM-sleep has been postulated as a 

mechanism by which overnight emotional dissolution of emotional distress is hampered, 

thereby perpetuating the hyperarousal and insomnia symptoms (Riemann et al., 2012; Van 

Someren, 2021). Some interesting recent findings indicate that reduced REM-sleep 
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consolidation impedes overnight amygdala adaptation (Wassing et al., 2019), and that slow 

dissolution of emotional distress contributes to hyperarousal (Wassing et al., 2016). In terms 

of the neurobiological regulation of sleep-wake, hyperarousal may result from increased 

activity in arousal-promoting regions relative to sleep-promoting systems (Saper et al., 2001, 

2005).  

  

1.3.4 Treatment of insomnia  

Treatment of insomnia can be divided into pharmacological and non-pharmacological 

treatment options. Although many medications are used in the treatment of insomnia 

(antidepressants, antihistamines, low-dose antipsychotics, melatonin, etc.), pharmacological 

treatment most often consist of benzodiazepines (BZ) or benzodiazepine receptor agonists 

(BZRAs). In brief, these interventions are effective in the short-term (less than four weeks) 

(Riemann et al., 2017), with one Randomized Controlled Trial (RCT) reporting a 76,7 % 

response rate and a 47,7% remission rate (Pillai et al., 2017). Regarding the long-term effects 

of treatment with hypnotics, studies are more disparate with some indications of effect, but 

this may gradually decline (Riemann et al., 2017). Moreover, insomnia may rebound after 

withdrawal from pharmacological treatment. Due to the potential for drug tolerance and 

dependency, these medications are not recommended for long-term use (Riemann et al., 

2017). Interestingly, a recent meta-analysis of 32 studies showed that around 60% percent of 

the effect of BZs and BZRAs could be attributed to placebo (Winkler & Rief, 2015), 

suggesting that cognitive factors may play a role in the efficacy of pharmacological treatment 

as well. 

 

As a non-pharmacological intervention alternative, Cognitive Behavioral Therapy for 

Insomnia (CBT-I) is a multi-component therapy that typically consists of four components, 

including psychoeducation/sleep hygiene, stimulus control therapy, sleep restriction therapy, 

and cognitive therapy, with differences between manuals in how these components are 

implemented (Perlis et al., 2022). Across treatment studies, CBT-I is effective on the most 

common outcome measures of sleep such as sleep onset latency (SOL), total sleep time 

(TST), sleep efficiency (SE), and wake after sleep onset (WASO) (Trauer et al., 2015; Wu et 

al., 2015). There is a consensus that CBT-I is the treatment of choice for insomnia. Guidelines 

for the treatment of insomnia from both the U.S. (Brasure et al., 2016; Kathol & Arnedt, 

2016; Qaseem et al., 2016) and in Europe (Riemann et al., 2017) conclude that cognitive 
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behavioral therapy for insomnia is the most effective treatment of insomnia, and should be the 

first line treatment for individuals seeking help for insomnia.  

 

1.3.5 The challenge of disseminating treatment for insomnia disorder 

The standard way of delivering CBT-I is through individual face-to-face consultation with a 

clinical therapist. However, very few clinicians receive appropriate education (Baglioni et al., 

2020; Meaklim et al., 2020; Meltzer et al., 2009). Although there are attempts at making 

therapist training more available across the internet (Wilkerson et al., 2022), the number of 

therapists proficient in the use of CBT-I is still far too low compared with the demand for 

treatment (Thomas et al., 2016). The European Sleep Research Society has responded to this 

issue by creating a task force to find ways of disseminating therapist education (Baglioni et 

al., 2020). Nevertheless, the current situation is that many patients who seek help for 

insomnia will, instead of receiving the effective treatment of choice, most often receive other 

treatment options such as pharmacological treatment or sleep hygiene advice. A recent 

longitudinal study of adults with insomnia found that after five years, 40% of patients had not 

experienced remission (Morin et al., 2020), indicating few patients receive the most effective 

treatment. Although effective treatment exists for insomnia, the dissemination of treatment 

has turned out to be a substantial problem.  

 

1.3.6 The internet to the rescue (for once) 
One way to disseminate treatment more effectively is by utilizing digital versions of CBT-I 

(dCBT-I) through apps or websites. Many such adaptations have been made, with some 

intended to be used with supportive guidance from a clinician and some being completely 

automated and self-guided (Luik et al., 2017). Although dCBT-I versions vary in levels of 

digitalization and automation (Luik et al., 2019), they have overall been found effective in 

reducing insomnia severity in a meta-analysis including results from 11 randomized 

controlled trials (RCTs) (Zachariae et al., 2016). We have also previously found that a fully 

automated, self-guided version of dCBT-I reduced insomnia severity in a large community 

sample with a large effect size (Vedaa et al., 2020). The evidence regarding the effectiveness 

of dCBT-I has led some researchers to voice the opinion that dCBT-I should be made 

accessible to the community (Luik et al., 2019). 

 

Most of the studies have tested dCBT-I against a placebo or a control group. As such, there is 

a knowledge gap concerning the effectiveness of dCBT-I when compared directly with 



27 
 

standard face-to-face (FtF) CBT-I. Although the evidence supporting the effectiveness of 

dCBT-I is strong, only three studies have compared it directly with FtF CBT-I with 

conflicting findings (van Straten & Lancee, 2020). One RCT compared therapist-guided 

dCBT-I with individual FtF CBT-I and found that both were effective in reducing insomnia 

severity but that FtF therapy was superior with a between-JURXS�&RKHQ¶V�G�HIIHFW�VL]H�RI�����

(Lancee et al., 2016). Second, a non-inferiority trial of therapist-guided dCBT-I against group 

CBT-I found that therapist-guided dCBT-I was non-inferior to the FtF group format (Blom et 

al., 2015). Finally, an RCT with military personnel compared self-guided (automatized) 

dCBT-I with FtF CBT-I and found both effective in reducing insomnia severity, with a trend 

favoring FtF CBT-I (Taylor et al., 2017).  

 

It should be noted that the development of dCBT-I was not necessarily meant as a 

replacement for FtF CBT-I in the context of patients being referred for clinical treatment of 

insomnia. Moreover, studies of dCBT-I have focused primarily on convenience samples 

recruited via the media or the internet. Nevertheless, given the lack of providers of standard 

FtF CBT-I, plus the potential cost-effectiveness of digital versions ± especially automated 

variants, there is a demand for the implementation of dCBT-I in the healthcare system (Luik 

et al., 2019). In light of this, there is a need for studies from the healthcare setting that 

compare dCBT-I with standard FtF CBT-I to investigate if fully automated dCBT-I is non-

inferior to FtF CBT-I in these settings. 

        
 
1.4 Aims of the current thesis 

The rapid technological advances over the last decades have led to a discrepancy between the 

existing technological innovations aimed to improve sleep and knowledge of their effects in 

naturalistic settings. The overall aim of this thesis was to test three such technologies and 

evaluate their effects in real-world settings where they may hold high potential benefits if 

successful. The specific technologies investigated are an evening BDLE using tunable LED 

lighting technology installed in a hospital ward, contact-free sleep assessment using a novel 

radar sensor, and disseminating insomnia treatment through fully automated digital CBT-I. 

These efforts are divided into three studies, the results of which are reported in four papers.  

 

The evening BDLE and the radar sensors are installed in a new-built acute psychiatric 

hospital unit at St Olavs University Hospital, The Hospital in Trondheim, Norway. The 
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implementation results from years of planning and cooperation between the Trondheim Sleep 

and Chronobiology Research group (SACR) and St.Olavs University Hospital Division of 

Mental Health Care. The papers on evening BDLE and radar assessment included in the 

current thesis represent efforts to validate and test the effects of these technologies with 

healthy participants as an initial step in the implementation into clinical practice. The paper 

on digital CBT-I was an effort to directly compare the effectiveness of dCBT-I to FtF CBT-I 

in the naturalistic setting of an outpatient sleep clinic at St. Olavs University Hospital, 

Division of Mental Health Care. 

 

The specific aims of the four papers were: 

 

1.4.1 Paper I  

The primary aim (i) of the study was to test whether residing in an evening BDLE for five 

days influenced the timing of DLMO, melatonin suppression, and polysomnographic sleep 

variables compared with the effects of exposure to Standard Light Environment (SLE) in 

healthy participants. Secondary aims (ii) were to test whether there were effects on 

neurocognitive arousal and subjective sleepiness. Third (iii), we aimed to assess whether 

residing in the evening BDLE had detrimental effects on color perception and subjectively 

reported side effects.  

 

1.4.2 Paper II 

This paper builds on the findings from paper I and current evidence on the potential 

importance of the microstructure of REM sleep for affect regulation, mood, and sleep 

disorders. We first aimed (i) to test whether there were differential effects of residing in an 

evening BDLE compared with an SLE in terms of REM sleep fragmentation, REM sleep 

arousals, and REM density. Second (ii), we aimed to explore mechanisms of change by 

testing whether circadian phase shifts explain these changes in REM sleep parameters. Third 

(iii), we aimed to explore the temporal dynamics of the REM sleep overnight accumulation 

and compare this with the accumulation of non-REM stage 3 sleep (N3). 

 

1.4.3 Paper III 

The purpose of this paper was to test if the radar sensor could be used to detect body 

movements similarly to wrist-based actigraphy to distinguish sleep from wake. We first aimed 
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(i) to develop real-time sleep/wake classification models that can be used to analyze radar 

data. We then aimed (ii) to compare the results of these models with PSG and actigraphy and 

FDOFXODWH�HVWLPDWHV�RI�VHQVLWLYLW\��DFFXUDF\��VSHFLILFLW\��DQG�&RKHQ¶V�NDSSD. Third, we aimed 

(iii) to use Bland-Altman analyses to evaluate the agreement across radar, PSG, and 

actigraphy on the most common sleep outcome variables TST, SOL, WASO, SE, and number 

of awakenings (NW). Finally, we aimed (iv) to compare the performance of the different 

assessment modalities in two groups: one with healthy sleepers and one clinical sample with 

patients undergoing sleep assessment at a sleep clinic at St. Olavs University Hospital, 

Department of Neurology and Clinical Neurophysiology.  

1.4.4 Paper IV 

In this fourth paper, our primary aim (i) was to test if dCBT-I is non-inferior to FtF CBT-I on 

insomnia severity. The primary endpoint was set to be the six-month follow-up assessment, as 

longer-term outcomes were considered more indicative of effectiveness for both patients and 

the healthcare system. Secondary aims were to conduct between-group superiority analyses to 

(ii) test for potential differences in response or remission rates and (iii) test for differences in 

psychological distress, fatigue, and self-reported sleep-wake patterns. 
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2 Methods 

2.1 Overview 

The work contained in this thesis was performed in the context of St. Olav¶s University 

Hospital, the primary hospital for 325 000 inhabitants in the Trondheim area, while also being 

the university hospital for the region ± about 730 000 inhabitants. The thesis comprises four 

papers where technologies designed to improve or assess sleep have been tested. The thesis 

can broadly be divided into two parts.  

 

Part one, and the majority of the thesis, relates to a research project where an evening BDLE 

and radar technology has been installed in a new-build acute psychiatric hospital unit at the 

department of mental health. This has resulted in three of the papers included in the thesis. 

Papers I and II report the effects of a randomized cross-over trial with healthy participants 

residing in this hospital unit with the evening BDLE on circadian rhythms and sleep outcomes 

in healthy participants. From here on, this trial is referred to as the BDLE trial. Paper III 

focuses on the potential of using radar as a contact-free measure of sleep and includes the 

participants from the BDLE trial and additionally participants from a sleep clinic for organic 

sleep disorders at the department of Neurology and Clinical Neurophysiology.  

 

Part two of the thesis stems from a clinical trial that compared the effects of digital versus FtF 

CBT-I for patients referred to a sleep clinic for insomnia and circadian rhythm disorders at the 

'LYLVLRQ�RI�0HQWDO�+HDOWK�&DUH��6W�2ODY¶V�8QLYHUVLW\�+RVSLWDO��)URP�KHUH�RQ��WKLV�WULDO�ZLOO�EH�

referred to as the dCBT-I trial. This has resulted in the fourth paper in this thesis, where 

primary and secondary outcomes are reported. 

 

2.2 Study designs 

2.2.1 Papers I and II 

The BDLE trial utilized a randomized cross-over design. All 12 participants were exposed to 

both the experimental evening BDLE and the SLE for 5 days, with a randomized order of 

exposure and a 1-day wash-out period between conditions. Randomization was performed by 

the Unit of Applied Clinical Research at the Department of Medicine and Health Sciences, 

NTNU. Figure 4 shows an overview of the BDLE trial and includes study days, assessments, 

conditions, and the nomenclature used for the different phases of the trial.  
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2.2.2 Paper III 

The design of this study was cross-sectional. The paper is based on two datasets with 

concurrent assessments of sleep with different sensor modalities. As part of the data collection 

in the BDLE trial, we also collected data from radar sensors to develop and test scoring 

algorithms. The first dataset, DS1, contains concurrent PSG, radar, and actigraphy recordings 

collected during the BDLE trial. The second dataset, DS2, was collected in the setting of an 

outpatient neurophysiological sleep clinic at St.Olav¶V�8QLYHUVLW\�+RVSLWDO�LQ�7URQGKHLP��

DS2 comprises single-night sleep recordings with concurrent PSG, radar, and actigraphy 

recordings from 28 adult patients from this sleep clinic undergoing ambulatory sleep 

assessment.  

 

2.2.3 Paper IV 

The dCBT-I trial was a parallel group randomized non-inferiority trial where participants 

were allocated 1:1 to two modes of delivery of CBT-I, an automatized, self-guided digital 

version of CBT-I or CBT-I delivered FtF by an experienced clinical practitioner. The 

randomized non-inferiority design tests whether one of the treatments, in this case the dCBT-

I, is not inferior by more than some predetermined meaningful margin than another treatment, 

usually considered a gold-standard treatment. In this case, this was FtF CBT-I delivered by a 

therapist. The Unit of Applied Clinical Research at the Department of Medicine and Health 

Sciences, NTNU, performed the randomization. 

 

2.3 Study settings 

2.3.1 Papers I, II, and III ± the BDLE trial 

In the BDLE trial, the sample consisted of healthy young adults without symptoms of 

psychiatric disorders or sleep disorders.  

 

2.3.2  Paper III DS2 ± the neurophysiology sleep clinic data 

The sample was recruited from patients referred to the local Department of Neurology and 

1HXURSK\VLRORJ\�DW�6W��2ODY¶V�8QLYHUVLW\�+RVSLWDO�IRU�RYHUQLJKW�36*�VOHHS�DVVHVVPHQW�� 
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2.3.3 Paper IV ± The dCBT-I trial 

The setting of the dCBT-I trial was an insomnia and circadian rhythm disorder sleep clinic 

XQGHU�WKH�'LYLVLRQ�RI�0HQWDO�+HDOWK�&DUH�DW�6W�2ODY¶V�8QLYHUVLW\�+RVSLWDO��3URVSHFWLYH�

participants were patients referred to the sleep clinic for treatment of insomnia.   

 

2.4 Recruitment and participants 

2.4.1 Paper I, II, and III ± Recruitment and eligibility criteria in the BDLE trial  
Participants were recruited among students from the Norwegian University of Science and 

Technology, Trondheim, Norway, by way of adverts at the university campus. Participants 

were first screened in a semi-structured telephone interview before another interview was 

carried out with these individuals face to face. Participants were evaluated for inclusion if 

their usual sleep-wake patterns for weekdays consisted of bedtimes within 2230h-0000h and 

rise times within 0630h-0800h and that they did not have more than 2h intraindividual 

deviations between weekdays and weekends. Participants were further required to test 

negative for color blindness using the Ishihara plate test.  

 

Exclusion criteria were comprised of any current medical or psychological disorders, ongoing 

use of prescription medication, a family history of severe mental illness, having worked night 

shifts in the last two years prior to the study, trans-meridian travel across more than one time-

zone over the previous two months before the study, and/or ongoing use of nonprescription 

drugs or illicit substances (not including alcohol or nicotine).  

 

2.4.2 Paper III DS2 ± recruitment and eligibility for participants in the 

neurophysiological sleep clinic 

Participants were recruited from patients referred for an overnight sleep examination at the 

Department of Neurology and Clinical Neurophysiology at St.Olavs University Hospital in 

Trondheim, Norway. This clinic receives referrals for a wide range of sleep disturbances, 

including sleep apnea conditions, hypersomnia, restless legs syndrome, and periodic limb 

movement disorder. Patients were consecutively included in the study, with the only inclusion 

criterion being informed consent. There were no exclusion criteria in this data-collection in 

order to test the radar assessment in a naturalistic population of patients in need of assessment 

and/or treatment for their sleep disorder.  
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2.4.3 Paper IV ± recruitment and eligibility for participants in the dCBT-I trial 

Prospective participants were patients over the age of 18 that had been referred to the local 

sleep clinic at the St. Olavs University Hospital in Trondheim, Norway, with insomnia 

symptoms. A semi-structured diagnostic interview based on the insomnia interview schedule 

(Morin, 1993) was used to assess whether prospective participants met the diagnostic criteria 

for insomnia disorder (DSM-5 (American Psychiatric Association, 2013)). The interviews 

were conducted by a licensed clinical psychologist or a trained psychiatrist with experience 

treating sleep disorders and insomnia in particular. Sleep diaries from the last 14 days before 

the interview were further used to confirm the diagnosis. Participants were required to 

confirm access to the internet and basic computer skills via self-report. Exclusion criteria 

were one or more of the following: the assessment interview finding evidence of either a 

circadian rhythms disorder or an organic sleep disorder (for sleep apnea specifically, both the 

assessment interview and an Oxygen Desaturation Index above 9 on an overnight oximetry 

recording was used); ongoing alcohol and/or substance use problem; working night shifts and 

not being able to stop working night shifts for the duration of the RCT; having previously 

tried CBT-I; having a medical condition where the administration of sleep restriction may 

potentially worsen the illness (e.g., an attack phase of epilepsy or multiple sclerosis); and/or 

not being fluent in Norwegian. 

 

2.5  Assessments  

2.5.1 Paper I, II, and III - Assessments in the BDLE Trial  
For papers I and II, we tested the effects of BDLE on both objective measures and subjective 

assessments. Objective measures included the collection of saliva for melatonin assays, PSG, 

Connors Continuous Performance Test 3 (C-CPT-3), and the Farnsworth±Munsell 100 Hue 

Color Vision Test (FM-100). In addition, we used self-report questionnaires to assess the 

effects on subjective levels of sleepiness using the Karolinska Sleepiness Scale (KSS) and 

side effects of residing in the respective light environments using the Side Effect Rating Scale 

created by the Udvalg for Kliniske Undersøgelser, Scandinavian Society for 

Psychopharmacology (UKU side-effects scale). 

 

For paper III, the radar assessment was added in addition to PSG and actigraphy to compare 

radar assessment with the gold standard of sleep assessment (PSG) and the most widely used 

device for sleep assessment over extended periods (actiwatch). 
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2.5.1.1 Melatonin assessments  

Saliva samples used to assess melatonin were collected on days 1,6,7,12, and 13 of the study. 

Saliva sampling was always performed hourly between 1900h and 2300h. Salivette Cortisol 

Code blue (Sarstedt AG & Co, Nünbrecht, Germany) sampling kits were used to collect the 

samples. Samples were centrifuged at 2200g for 10m immediately following sampling, and 

stored the first night at -20 degrees Celsius. The following day, the samples was moved to a -

80 degrees Celsius freezer, and stored until analysis. Enzyme linked immunosorbent assay 

(Direct Saliva Melatonin, EK-DSM, B�hlmann, Sch|nenbuch, Switzerland) was used to 

analyze the samples. 

2.5.1.1.1 Dim light melatonin assessments 

On days 1, 7, and 13, melatonin was sampled in a dim light environment (<3 lux). The dim 

light environment was created by blacking out all windows. Participants entered the dim light 

environment at 1800h, thus spending an hour in dim light before the first saliva sampling. 

During dim light assessments, participants were sat sedentary, and eating and drinking were 

scheduled immediately following saliva sampling.  

 
Melatonin assessments in BDLE and SLE 

Figure 4. A detailed overview of the data collection during all phases of the evening BDLE-trial.  
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On days 6 and 12, melatonin was sampled in the respective light environments that 

participants were residing in, thus allowing for a naturalistic assessment of melatonin levels 

while exposed to differential light environments. 

 

2.5.1.2 Polysomnography  
Participants were mounted with the SOMNO HD (SOMNOmedicsGmbH, Randersacker, 

Germany) PSG equipment. Participants wore equipment for two consecutive nights the last 

two days in each light condition. EEG electrodes were fitted according to the 10-20 system 

(Klem et al., 1999). F3, F4, C3, C4, O1, and O2 electrodes were used, in addition to a mastoid 

reference electrode on the right and left side (M1 and M2). EOG electrodes were applied 1 cm 

lateral of and 2 cm under the eye cantus. EMG was recorded from the submental and bilateral 

anterior tibial muscles. All PSG equipment was fitted by trained technicians at the 

Department of Clinical Neurophysiology at St Olavs University Hospital, Trondheim. The 

scoring of PSG recordings was done according to the AASM scoring manual version 2.4 

(Berry et al., 2017) and was performed by a clinical neurophysiologist with more than 10 

years of scoring experience who was also blinded to participant allocation to conditions. 
 

2.5.1.3 Neurocognitive arousal 

The C-CPT-3 (Conners, 2014) ZDV�XVHG�DV�DQ�REMHFWLYH�DVVHVVPHQW�RI�SDUWLFLSDQWV¶�

neurocognitive arousal. The cognitive test was completed once per light condition ± 

corresponding to study days 4 and 10. The test was completed between 2100h and 2200h. The 

C-CPT-3 was conducted on a computer (blue-blocking screens (lowbluelights.com) were 

physically applied to the monitors in the BDLE condition). During the test, letters A±Z are 

presented in no particular order and with variable speed. The task consists of pressing a 

button when any letter ± except for the letter X (20% of trials) ± appears on-screen. 

Participants are instructed to react as quickly and accurately as they can. The test lasts for 14 

minutes and totals 360 trials. An aggravation of response speed, consistency throughout 

testing, and accuracy may be expressions of reduced neurocognitive arousal. Thus we chose 

four common test variables that operationalize these outcomes: Reaction time, the standard 

deviation of the reaction times, omissions (failure to respond to targets), and commissions 

(response to nontargets) (Homack & Riccio, 2006; Wilhelmsen-Langeland et al., 2013).  
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2.5.1.4 Actigraphy 

An actiwatch (Actiwatch Spectrum, Philips Respironics Inc., Murrysville, PA) was worn for 7 

days before participants were randomized and throughout the rest of the study. Actigraphy 

data were used in several ways. Event-marker presses were used to record bedtimes, but in 

some cases, this was missing, and the bedtime recorded in the sleep-diary was used instead. 

For paper I, sleep-wake data for each 30-s epoch through the 24h day was used to calculate 

the sleep-regularity index (SRI). The SRI is a percent-wise estimation of the 

UHJXODULW\�LUUHJXODULW\�RI�DQ�LQGLYLGXDO¶V�VOHHS-wake cycle across multiple days (Phillips et al., 

2017). A high number indicates the individual typically sleeps at the same time each 24h day. 

In addition, actigraphy data were used to automatically estimate rise times using the actiwatch 

software (Actiware version 5.70.1, Philips Respironics Inc., Murrysville, PA).  

For paper III, actigraphy data was used as a comparison to radar and PSG assessment of sleep. 

The alignment of the recording modalities was done by identifying the time shift with the 

highest cross-correlation between sequences of movement data. This way, the PSG signals 

could be synchronized in time with the actigraphy signals during post-processing. The 

standard actigraphy scoring algorithm provided by the manufacturer was not used. Instead, 

binned movement data was exported from the actiwatch and subjected to the same sleep-wake 

classification model development as the radar data. Thus, similar models were created for 

both data modalities, only with differing parameters. See Paper III Supplementary Table S1 in 

the appendix to this thesis for the full model specifications. 

2.5.1.5 Radar 

In the BDLE trial, a commercially available radar sensor (XeThru model X4M200, Novelda 

AS) was built into the ceiling of each hospital patient room that the participants slept in. In 

addition, another radar was mounted on a tripod at nightstand height by the bedside to 

validate the permanently mounted ceiling radar. The radar data were stored in baseband I/Q 

form. This opens for digital signal processing of the same data in new or improved ways in 

the future. For the current study, data were then processed using the pulse-Doppler method 

SURYLGHG�E\�WKH�PDQXIDFWXUHU��XVLQJ�WKH�³5HVSLUDWLRQB�´�SURILOH�VHWWLQJ�ZLWK�D�GHWHFWLRQ�]RQH�

of 0.40-5.00m, and a respiration detector range of 8-30 respirations per minute (RPM)). This 

allows for the estimation of body movements and respiration rates at a 1 Hz resolution. For 

more details on the radar, see the appendix section with supplementary material for paper III. 
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2.5.1.6 Side effects  
2.5.1.6.1 Farnsworth Munsell 100 Color Hue Test 

The FM-100 was used to test whether BDLE affected the ability to discriminate colors. The 

test was administered once in each LE condition on study day 2 or 3 (in study period 1) and 

day 8 or 9 (in study period 2). The FM-100 is a color-hue sorting task, where 100 hues are to 

be sorted in a particular order depending on color. The errors made on the sorting task give a 

total score, where a higher score indicates more difficulties in color discrimination. An error 

score of less than 20 indicates a superior color discrimination ability, a score of 20±100 

indicates average ability, whereas a score of more than 100 indicates low ability (Rigby et al., 

1991).  

2.5.1.6.2 Self-report questionnaires  

The UKU side effect rating scale was chosen to assess self-reported side effects of the BDLE. 

The instrument was originally developed for use with newly developed psychotropic drugs. 

For this trial, it was chosen due to its broad scope of side-effects questions across the most 

important domains (i.e., psychiatric, neurological, autonomic, and other) (Lingjaerde et al., 

1987). The questionnaire was completed on the last day in each LE, corresponding to study 

days 7 and 13. The scale has 40 items where participants indicate whether they have 

experienced the given symptom while exposed to the respective condition (scored on a scale 

from 0 - ³QRW�DW�DOO´��WR�� - ³PXFK�PRUH�WKDQ�XVXDO´���6RPH�DGGLWLRQDO�TXHVWLRQV�DUH�DOVR�

directed specifically to participants of either sex (3 for males and 5 for females), giving a 

possible total score range of 0-129 for men and 0-135 for women. Higher scores correspond 

to more experienced side effects. We considered potential increased sleepiness and 

longer/deeper sleep to be positive effects, not side effects, and we excluded these 

questionnaire items from analyses.  

 

2.5.2 Paper II dataset 2 - Assessments in the neurophysiological sleep clinic data (DS2) 

This data collection was performed in an outpatient neurophysiological sleep clinic. 

Ambulatory sleep assessments were undertaken using PSG, actigraphy, and radar. Patients 

were fitted with PSG equipment using the same procedure described above for the BDLE 

trial. PSG-recordings were scored by the same clinical neurophysiologist with more than 10 
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years of scoring experience. Actigraphy was also carried out using the same equipment and 

procedure described for the BDLE trial. In the case of the radar assessments, participants were 

equipped with a portable version of the radar sensor described in the BDLE trial and were 

instructed to place it on their nightstand or a provided tripod.   

2.5.3 Paper IV - Assessments in the dCBT-I trial  

Demographic information, including age, sex, socioeconomic status, and employment status, 

was collected prior to randomization.  

 

2.5.3.1 Baseline comorbid disorders 

Comorbid mental disorders at baseline were assessed using the Psychiatric Diagnostic 

Screening Questionnaire (PDSQ) (Zimmerman & Mattia, 2001). The PDSQ is a 111-item 

self-report questionnaire that targets symptoms of mental disorders prevalent in outpatient 

mental health care. The questionnaire is based on symptoms from the DMS-IV axis 1 mental 

disorders. Further, information on comorbid physical disorders, prior or ongoing treatment in 

mental health care, and sleep medication usage were gathered in the baseline clinical 

diagnostic interview and from medical case note recordings.  

 

2.5.3.2 Insomnia Severity Index 

The Insomnia Severity Index (ISI) was used to assess levels of insomnia at baseline, post-

treatment (9 weeks post-randomization), and 6 months follow-up (33 weeks post-

randomization). This is a 7-item self-report questionnaire, where each question is rated on a 5-

point Likert scale from 0 (no problem) to 4 (very severe problem). The total score ranges 

from 0-28, where a higher score indicates more severe insomnia symptoms. The ISI has been 

found to have good psychometric properties and is recommended for use as a primary 

outcome in insomnia research (Buysse et al., 2006). The ISI is also widely used in 

interventional studies of insomnia treatments, facilitating the comparison of the current 

findings with those of other studies. We defined a decrease of 8 points or more from baseline 

as a response to treatment (Morin et al., 2011) and a decrease to an ISI-score of 7 or lower as 

a remission (American Psychiatric Association, 2013). 
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2.5.3.3 Sleep diaries 

An online version of the Consensus Sleep Diary was used to assess daily sleep-wake 

parameters at baseline, post-treatment (9 weeks post-randomization), and 6-months follow-up 

(33 weeks post-randomization) (C. E. Carney et al., 2012). Participants were asked to track 

their SOL, WASO, NW, early morning awakenings (EMA), TST, and SE for at least 10 days 

over 14 consecutive days.  

 

2.5.3.4 Dysfunctional Beliefs About Sleep 

Common dysfunctional cognitions regarding sleep were assessed at baseline, post-treatment 

(9 weeks post-randomization), and 6-month follow-up (33 weeks post-randomization) using 

the Dysfunctional Beliefs About Sleep scale, 16-item brief version (DBAS-16) (Morin et al., 

2007). Each item is scored from 1-10, where a higher score implies more dysfunctional 

beliefs about sleep. The mean of all 16 items was used as the outcome.  

 

2.5.3.5 Hospital Anxiety and Depression Scale 

The Hospital Anxiety and Depression Scale (HADS) was used to assess psychological 

distress at baseline, post-treatment (9 weeks post-randomization), and 6-months follow-up (33 

weeks post-randomization). The HADS is a frequently used self-report questionnaire with 

questions regarding anxiety and depression symptoms. This questionnaire has shown high 

reliability in rating psychological distress symptoms in hospital outpatient clinics (Zigmond & 

Snaith, 1983). The total score ranges between 0 and 39, with increasing scores indicative of 

more psychological distress.  

 

2.5.3.6 The Chalder Fatigue Scale 

The Chalder Fatigue Scale (CFS) was used to assess levels of chronic fatigue symptoms. This 

13-item self-report questionnaire contains questions on both physical and mental fatigue. 

Each item is rated on a 4-point scale and is scored bimodally 0-0-1-1 (e.g., 0 = better than 

usual; 0 = no more than usual; 1= worse than usual; 1= much worse than usual). The scale has 

shown high validity and reliability (Chalder et al., 1993). 

 



40 
 

2.6 Statistical analyses 

2.6.1 Statistical analyses Paper I 

2.6.1.1 Primary outcomes 

Melatonin  

To estimate the effect of LE on circadian rhythms phase-shift, we used a linear mixed model 

to model the evening rise in saliva melatonin levels. A random intercept was used for the 

variable participant id, and a random slope was specified for the effect of LE by each 

participant ID. The combination of evening clock time, assessment day, and condition was 

used as a fixed factor. The melatonin concentration data were transformed to a logarithmic 

scale to meet the mixed model assumption of normality of the outcome variable. This model 

estimates melatonin concentration by LE for each hour of melatonin sampling on all days of 

melatonin assessments. A linear mixed model uses all available data to estimate the fixed 

effects, and thus uses existing data for participants with some missing data points. The model 

is robust under the missing at random assumption. The model-based values were then used to 

calculate the phase shift of DLMO and the melatonin suppression in each respective LE. 

Individual phase shifts and melatonin suppression levels were based on observed values to 

accurately reflect the measured data points. R statistical package (version 3.6.2., https:// 

www.R-project.org/) was used to perform all statistical analyses, and an alpha-level of p < 

0.05 was chosen for all analyses. Linear mixed-effects models were fitted using the R-

SDFNDJH�³OPH�´�� 

 

DLMO was the estimated clock time when melatonin concentrations in dim light surpassed a 

threshold of 4 pg/mL. The melatonin phase shift was calculated as the average DLMO in each 

LE minus the baseline DLMO. The area under the curve (AUC) of melatonin concentrations 

measured while participants were exposed to the respective LEs was calculated to estimate 

the melatonin suppression. This was then compared with the AUC of melatonin 

concentrations measured in dim light the following day. As such, melatonin suppression was 

calculated as the percent of melatonin AUC in each LE divided by the AUC in dim light.  

 

Polysomnography 

Similar mixed models were specified for the sleep outcome variables derived from the PSG 

assessments. A random intercept was specified for participant ID. A random slope was 
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included for the effect of LE by each participant ID. Effects were estimated for each LE, and 

as additional post-hoc analyses, the effect of LE by condition order was estimated. 

 

2.6.1.2 Secondary outcomes 
For the secondary outcomes of the KSS and the FM-100, the intraindividual differences 

between LEs were calculated. These intraindividual differences were tested for significance 

using a one-sample t-test. Due to some outcome variables from the C-CPT-3 and the UKU 

not being normally distributed, a Wilcoxon signed-rank test was used to test the effect of LE 

on these outcomes. For the UKU-side effects scale and the KSS, pairwise deletion was used 

in case of missing data. One participant had missing data on the KSS for the duration of the 

BDLE and was therefore removed from the analysis.  

 
2.6.2 Statistical analyses Paper II 

We used a linear mixed model with the following variables one at a time as dependent 

variables: REM sleep duration, REM-sleep fragmentation, and REM density. The models 

were fitted in two steps by first entering LE and phase-shift one at a time and then 

simultaneously as fixed effects. A random intercept was added for participant ID in all 

models. For modeling REM-sleep accumulation, the combination of LE and time as a percent 

of total sleep time rounded to the nearest integer was used as fixed effects. The difference 

between LEs at each percent of total sleep time was then estimated, and the resulting p-values 

were corrected for multiple comparisons using the Bonferroni correction.  

Normality of residuals was checked by visual inspection of QQ-plots and with the Shapiro±

Wilk test. In some analyses, there were some deviations from normality, in which case 

bootstrapping with 10000 resamples were performed, and bias-corrected and accelerated 

confidence intervals were used. Two-sided p-values <0.05 were considered significant. There 

were no missing data on any of the PSG outcomes. Statistical analyses were performed using 

the R statistical package (version 3.6.2., https:// www.R-project.org/). A statistical 

significance level of p < 0.05 was used for all analyses. Linear mixed-effects models were 

fitted (using the R-SDFNDJH�³OPH�´��� 
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2.6.3 Statistical analyses Paper III  

2.6.3.1 Data preparation.  
Data preparation involved matching the epoch lengths of the three data types involved in the 

analyses. We temporally aligned the recordings from the three data modalities with a method 

based on maximal correlation. As actigraphy was recorded in 15-s epochs, these were 

aggregated into 30-s epochs to match the PSG epochs. For the radar assessment, 1Hz radar 

data was similarly aggregated into 30-s bins to be able to directly compare with the other two 

data types. As the scored PSG recordings contain information on sleep stages, all sleep stages 

(REM, Non-REM Stage 1 (N1), Non-REM Stage 2 (N2), and Non-REM Stage 3 (N3)) were 

combined into sleep and given the score 0, whereas wake was given the score 1.  

 

Dataset 1 (DS1) was split into two smaller datasets, DS1-train to be used for model parameter 

estimation and DS1- test to be used for testing. This was achieved by randomly assigning 

participants to either one. Dataset 2 was used as an independent validation dataset. For further 

details see paper III and paper III supplementary material.  

 

 

 

 

 

 

Figure 5. The figure represents the principle used in linear sliding sum models. A 

weighted sum activity value for each epoch is based on a time horizon of between 0-10 

preceding and succeeding epochs. This value is subsequently compared with some 

threshold, which in our study was set to 0.5, to be determined as sleep or wake.  
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2.6.3.2 Model development.  
Model development followed the same approach for all three data modalities, and was 

inspired by a type of model often seen for sleep-wake classification in actigraphy. These 

´linear sliding sum models´ compute a value for each epoch as a weighted sum of its recorded 

activity and the activity recorded for a set number of preceding and succeeding epochs. They 

then use these computed values to make a classification decision for the epoch, typically by 

comparing it to some threshold and sometimes passing it through a set of heuristic rules 

(Haghayegh et al., 2019). We used PSG-derived sleep-wake state as the dependent variable 

and performed logistic regression to estimate the weights of the sliding sum model.  

 

For actigraphy, the epoch activity count was used as the independent variable. In contrast, for 

the radar data both fast movement, slow movement, and RPM (the three data outputs from the 

radar sensor) were included separately as independent variables. All possible combinations of 

a time horizon of 0-10 epochs in each temporal direction were used giving a total of 121 

models for each data modality. This resulted in a sleep/wake probability per epoch, and a 0.5 

threshold was used to classify epochs as sleep or wake. The Cole-Kripke rescoring rules (Cole 

et al., 1992) was then applied, and in the current work, the rules were applied as follows: (1) 

the next 1 minute scored as sleep is rescored as wake if the preceding 4 minutes were scored 

as wake,  (2) the next 3 minutes scored as sleep is rescored as wake if the preceding 10 

minutes were scored as wake, and (3) the next 4 minutes scored as sleep is rescored as wake if 

the preceding 15 minutes were scored as wake. For details on model development and 

rescoring rules, please see the supplementary material of paper III.  

 

2.6.3.3 Classification performance analysis 
The classification models developed on DS1-train were applied to DS1-test and DS2. To 

assess classification performance, overall accuracy, sensitivity, and specificity were 

calculated by comparing classification results epoch-by-epoch with PSG-derived sleep-wake 

VWDWHV��&RKHQ¶V�NDSSD�ZDV�FDOFXODWHG�DV�D�PHDVXUH�RI�DJUHHPHQW�WKDW�WDNHV�LQWR�DFFRXQW�WKH�

probability of correct classification by chance, given the high proportion of sleep epochs 

versus ZDNH�HSRFKV��&RKHQ¶V�NDSSD�ZDV�UHJDUGHG�DV��PRGHUDWH�EHWZHHQ�������DQG��������

substantial between <0.61 and <0.80, and near-perfect between <.081 and <0.99 

(Ranganathan et al., 2017).  
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2.6.3.4 Sleep parameters 
We calculated SOL, TST, WASO, SW, and NW based on the sleep-wake classification 

results. In the case of PSG, SOL was the time between bedtime and the first sleep-epoch, 

whereas, in the case of radar and actigraphy, it was the time between bedtime and the first 3-

minute consecutive sleep period. For nights with PSG, participants indicated bedtime by 

pressing an event-marker button on the PSG equipment. For nights where PSG was not 

XQGHUWDNHQ��WKH�SDUWLFLSDQWV¶�VFKHGXOHG�EHGWLPH�DW�����K�ZDV�XVHG�(de Souza et al., 2003). 

The first epoch after the last epoch of the night scored as sleep, was defined as the wake-time.  

 

2.6.3.5 Statistical testing of sleep parameters  
To test whether radar assessment or actigraphy was different from PSG in these sleep 

parameters, Student t-tests were performed. We used CohHQ¶V�d as a measure of effect size. 

To visually compare the agreement between data modalities, we plotted Bland-Altman plots 

with bias and 95% limits of agreement (LA). To identify proportional bias, we used the 

regression approach for nonuniform differences and then reported R2 and added regression 

lines to the Bland-Altman plot for significant slopes. The absolute values of the difference 

between parameter estimates from PSG compared with parameter estimates of actigraphy and 

radar data were calculated and compared using forest plots (Bland & Altman, 1999). All 

analyses were carried out using MATLAB (versions R2018-R2020). 

 
2.6.4 Paper IV 

The non-inferiority analyses reported in this paper follow the Consolidated Standards of 

Reporting Trials (CONSORT) guidelines for non-inferiority trials (Piaggio et al., 2012). 

2.6.4.1 Non-inferiority margin and power calculations 
The primary outcome was the score on the ISI, and the primary endpoint was week 33 after 

randomization. A non-inferiority analysis is specifically designed to test whether an 

experimental treatment condition is not worse than an established treatment. It rests on a pre-

specified inferiority margin ('), and if the experimental treatment performs poorer than the 

reference treatment by more than ', the experimental treatment is considered inferior. 

However, as long the difference between treatments is lower than ', non-inferiority is 

established. To test for non-inferiority, we used the confidence interval approach, which we 

interpreted as recommended in the CONSORT guidelines for the non-inferiority analysis 

(Piaggio et al., 2012). This tests whether the lower end of the 95 % confidence interval of the 
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difference between treatment groups was larger than the non-inferiority margin in the 

direction of dCBT-I. The between-group difference on ISI at endpoint week 9 was also 

analyzed using the non-inferiority approach.  

 

Only one previous non-inferiority trial of dCBT-I was found, which compared dCBT-I to 

group CBT-I using a non-inferiority margin of 4 points on the ISI (Blom et al., 2015). As 

such, there is no established non-inferiority margin for trials of dCBT-I. The margin in the 

previous trial was decided based on specific ISI-scores that have previously been reported in 

terms of minimally important differences (6 points (Yang et al., 2009) and 8 points (Morin, 

1993)) when reducing ISI-scores from before to after treatment for insomnia. For this trial, we 

instead used the effect sizes (ES) reported in the extensive literature on the efficacy of CBT-I. 

We determined the non-inferiority margin based on what would be considered a moderate 

HIIHFW�VL]H��&RKHQ¶V�d = 0.5) in the treatment literature, corresponding to 2 points on the ISI 

JLYHQ�D�VWDQGDUG�GHYLDWLRQ��6'��RI������$V�(6V�DUH�W\SLFDOO\�LQ�WKH�PDJQLWXGH�RI�&RKHQ¶V�d = 

1.0 for RCTs of CBT-I (Blom et al., 2015; Zachariae et al., 2016), this margin was considered 

feasible to be able to distinguish a clinically meaningful effect from an effect with limited 

clinical relevance. Following these ES and SD assumptions, a sample size of 100 participants 

would be sufficient to give a statistical power of 80% to detect non-inferiority of dCBT-I with 

an alpha level of .05.  

 

Secondary outcome were levels of psychiatric distress on the HADS, levels of fatigue on the 

CFS, sleep variables from the subjective sleep diaries, and responders and remitters defined 

by the size of improvement on the ISI. These outcomes were analyzed using a standard 

superiority methodology. 

 

SPSS version 25 was used for the analysis of all outcomes. A statistician blinded to group 

allocation specified the models and performed the analyses. Linear mixed models were used 

with a random intercept for participant ID for all randomized participants (the ITT). Fixed 

effects were treatment group, time, and their interaction. Baseline values of the outcome 

variable were added as a covariate in the models to adjust for baseline insomnia severity 

levels. The interaction term was used to estimate the group effect at week 9 and week 33, a 

method recommended by Twist et al.(J et al., 2018). Similar linear mixed models were used 

IRU�ERWK�WKH�SULPDU\�DQG�WKH�VHFRQGDU\�RXWFRPHV��3HDUVRQ¶V�FKL-square test and the 

Newcombe Hybrid Score CI were used in the analyses of responders and remitters (Fagerland 
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et al., 2017). The same statistical analyses were performed for patients who had completed the 

treatment per protocol (PP). These patients had to have completed all sessions offered in FtF 

therapy or all modules in the dCBT-,�WUHDWPHQW�FRQGLWLRQ��&RKHQ¶V�d was used as a measure 

of ES. The pre-post model estimated difference in mean scores divided by the baseline SD 

ZDV�XVHG�WR�FDOFXODWH�&RKHQ¶V�d within each condition. To estimate the ES of treatment 

condition, the model estimated between-group difference was divided by the pooled SD at 

baseline (Grissom & Kim, 2012). 

 

2.7 Ethics 

All three data collections were conducted in accordance with the declaration of Helsinki and 

the revised declaration of Geneva (Parsa-Parsi, 2017). All participants gave informed written 

consent before participation. Regional Ethical Committees reviewed and approved the 

protocols before study start (for details, see below). 

 

2.7.1 Papers I, II, and dataset 1 in paper III  

The Regional Ethical Committee in Trondheim approved this protocol (Central Norway; 

REK: 2017/916). The trial was also registered on the ISRCTN website with reference number 

12419665. 

 

2.7.2 Paper III (dataset II) 

The Regional Ethical Committee in Trondheim approved this study protocol (Central 

Norway; REK: 2017/309). 

2.7.3 Paper IV 

The study protocol was pre-approved by the Regional Ethical Committee of South-East 

Norway (Reference: 2013/1836). The RCT was registered on the Clinical Trials website with 

reference number NCT02044263.  
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3 Results 
The published abstracts of papers I-IV are reported below: 
 
 
3.1 Paper I 

The evening light environment in hospitals can be designed to produce less disruptive 

effects on the circadian system and improve sleep 

 

Daniel Vethe, Jan Scott, Morten Engstrøm, Øyvind Salvesen, Trond Sand, Alexander Olsen, 

Gunnar Morken, Hanne Siri A. Heglum, Kaia Kjørstad, Patrick M. Faaland, Cecilie L. 

Vestergaard, Knut Langsrud and Håvard Kallestad. 

 

Sleep, 2021, Vol. 44, No. 3, zsaa194. https://doi.org/10.1093/sleep/zsaa194 

 

Study Objectives 

Blue-depleted lighting reduces the disruptive effects of evening artificial light on the circadian 

system in laboratory experiments, but this has not yet been shown in naturalistic settings. The 

aim of the current study was to test the effects of residing in an evening blue-depleted light 

environment on melatonin levels, sleep, neurocognitive arousal, sleepiness, and potential side 

effects. 

Methods 

The study was undertaken in a new psychiatric hospital unit where dynamic light sources 

were installed. All light sources in all rooms were blue-depleted in one half of the unit 

between 06:30 pm and 07:00 am (melanopic lux range: 7±21, melanopic equivalent daylight 

illuminance [M-EDI] range: 6±19, photopic lux range: 55±124), whereas the other had 

standard lighting (melanopic lux range: 30±70, M-EDI range: 27±63, photopic lux range: 64±

136), but was otherwise identical. A total of 12 healthy adults resided for 5 days in each light 

environment (LE) in a randomized cross-over trial. 

Results 

Melatonin levels were less suppressed in the blue-depleted LE (15%) compared with the 

normal LE (45%; p = 0.011). Dim light melatonin onset was phase-advanced more (1:20 h) 

after residing in the blue-depleted LE than after the normal LE (0:46 h; p = 0.008). Total sleep 

time was 8.1 min longer (p = 0.032), rapid eye movement sleep 13.9 min longer (p < 0.001), 

https://doi.org/10.1093/sleep/zsaa194
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and neurocognitive arousal was lower (p = 0.042) in the blue-depleted LE. There were no 

significant differences in subjective sleepiness (p = 0.16) or side effects (p = 0.09). 

Conclusions 

It is possible to create an evening LE that has an impact on the circadian system and sleep 

without serious side effects. This demonstrates the feasibility and potential benefits of 

designing buildings or hospital units according to chronobiological principles and provide a 

basis for studies in both nonclinical and clinical populations. 

 

3.2 Paper II 

Evening light environments can be designed to consolidate and increase the duration of 

REMǦsleep 

 

Daniel Vethe, Henning. J. Drews, Jan Scott, Morten Engstrøm, Hanne Siri A. Heglum, Janne 

Grønli, Jonathan P. Wisor, Trond Sand, Stian Lydersen, Kaia Kjørstad, Patrick. M. P. 

Faaland, Cecilie L. Vestergaard, Knut Langsrud and Håvard Kallestad. 

 

Scientific Reports, 2022, 12(1), 8719. https://doi.org/10.1038/s41598-022-12408-w  

 

Evening exposure to shortǦwavelength light has disruptive effects on circadian rhythms and 

sleep. These effects can be mitigated by blocking shortǦwavelength (blue) frequencies, which 

has led to the development of evening blueǦdepleted light environments (BDLEs). We have 

previously reported that residing 5 days in an evening BDLE, compared with residing in a 

normal indoor light environment of similar photopic lux, advances circadian rhythms and 

increases the duration of rapid eye movement (REM) sleep in a randomized crossǦover trial 

with twelve healthy participants. The current study extends these findings by testing whether 

residing in the evening BDLE affects the consolidation and microstructure of REM sleep in 

the same sample. Evening BDLE significantly reduces the fragmentation of REM sleep (p = 

0.0003), and REM sleep microarousals in (p= 0.0493) without significantly changing REM 

density or the latency to first REM sleep episode. Moreover, the increased accumulation of 

REM sleep is not at the expense of NREM stage 3 sleep. BDLE further has a unique effect on 

REM sleep fragmentation (p = 0.0479) over and above that of circadian rhythms phaseǦshift, 

indicating a nonǦcircadian effect of BDLE. If these effects can be replicated in clinical 

https://doi.org/10.1038/s41598-022-12408-w
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populations, this may have a therapeutic potential in disorders characterized by fragmented 

REM sleep. 

 

3.3 Paper III 

Distinguishing sleep from wake with a radar sensor: A contact-free real-time sleep 

monitor 

 

Hanne Siri Amdahl Heglum, Håvard Kallestad, Daniel Vethe, Knut Langsrud, Trond Sand 

and Morten Engstrøm 

 

Sleep, 2021, 44(8), zsab060. https://doi.org/10.1093/sleep/zsab060 

 

This work aimed to evaluate whether a radar sensor can distinguish sleep from wakefulness in 

real time. The sensor detects body movements without direct physical contact with the subject 

and can be embedded in the roof of a hospital room for completely unobtrusive monitoring. 

We conducted simultaneous recordings with polysomnography, actigraphy, and radar on two 

groups: healthy young adults (n = 12, four nights per participant) and patients referred to a 

sleep examination (n = 28, one night per participant). We developed models for sleep/wake 

classification based on principles commonly used by actigraphy, including real-time models, 

and tested them on both datasets. We estimated a set of commonly reported sleep parameters 

from these data, including total-sleep-time, sleep-onset-latency, sleep-efficiency, and wake-

after-sleep-onset, and evaluated the inter-method reliability of these estimates. Classification 

results were on-par with, or exceeding, those often seen for actigraphy. For real-time models 

in healthy young adults, accuracies were above 92%, sensitivities above 95%, specificities 

above 83%, and all Cohen's kappa values were above 0.81 compared to polysomnography. 

For patients referred to a sleep examination, accuracies were above 81%, sensitivities about 

89%, specificities above 53%, and Cohen's kappa values above 0.44. Sleep variable estimates 

showed no significant intermethod bias, but the limits of agreement were quite wide for the 

group of patients referred to a sleep examination. Our results indicate that the radar has the 

potential to offer the benefits of contact-free real-time monitoring of sleep, both for in-

patients and for ambulatory home monitoring. 

https://doi.org/10.1093/sleep/zsab060
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3.4 Paper IV 

Mode of delivery of Cognitive Behavioral Therapy for Insomnia: A randomized 

controlled non-inferiority trial of digital and face-to-face therapy 

 

Håvard Kallestad, Jan Scott, Øystein Vedaa, Stian Lydersen, Daniel Vethe, Gunnar Morken, 

Tore Charles Stiles, Børge Sivertsen and Knut Langsrud 

 

Sleep, 2021, 44(12), zsab185. https://doi.org/10.1093/sleep/zsab185 

 

Study Objectives: Digital Cognitive Behavioral Therapy for Insomnia (dCBT-I) has 

demonstrated efficacy in reducing insomnia severity in self-referred and community samples. 

It is unknown, however, how dCBT-I compares to individual face-to-face (FtF) CBT-I for 

individuals referred to clinical secondary services. We undertook a randomized controlled 

trial to test whether fully automated dCBT-I is non-inferior to individual FtF CBT-I in 

reducing insomnia severity. Methods: Eligible participants were adult patients with a 

diagnosis of insomnia disorder recruited from a sleep clinic provided via public mental health 

services in Norway. The Insomnia Severity Index (ISI) was the primary outcome measure. 

The non-inferiority margin was defined a priori as 2.0 points on the ISI at week 33. Results: 

Individuals were randomized to FtF CBT-I (n = 52) or dCBT-I (n = 49); mean baseline ISI 

scores were 18.4 (SD 3.7) and 19.4 (SD 4.1), respectively. At week 33, the mean scores were 

8.9 (SD 6.0) and 12.3 (SD 6.9), respectively. There was a significant time effect for both 

interventions (p < ��������DQG�WKH�PHDQ�GLIIHUHQFH�LQ�,6,�DW�ZHHN����ZDV�í���������&,��í����

WR�í�����S = �������&RKHQ¶V�G = ������DQG�í����DW�ZHHN��������&,�í����WR�í�����S < 0.001), 

&RKHQ¶V�G = 1.2. Conclusions: At the primary endpoint at week 33, the 95% CI of the 

estimated treatment difference included the non-inferiority margin and was wholly to the left 

of zero. Thus, this result is inconclusive regarding the possible inferiority or non-inferiority of 

dCBT-I over FtF CBT-I, but dCBT-I performed significantly worse than FtF CBT-I. At week 

9, dCBT-I was inferior to FtF CBT-I as the 95% CI was fully outside the non-inferiority 

margin. These findings highlight the need for more clinical research to clarify the optimal 

application, dissemination, and implementation of dCBT-I.  

https://doi.org/10.1093/sleep/zsab185
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4 Discussion 
The results presented in this thesis demonstrate the effectiveness of three different 

technologies in efforts to influence circadian rhythms and sleep, facilitate the assessment of 

sleep, and disseminate effective treatment of insomnia. These findings indicate that 

technology, while possibly a part of the widespread sleep problems in modern society, may 

simultaneously contribute to alleviating them if applied in the specific contexts where they 

demonstrate efficacy.  

 

All the studies reported in this thesis are set in the context of a university hospital. The BDLE 

trial was performed with healthy participants in a new-built acute psychiatric ward. The radar 

assessment was both a part of the BDLE trial and collected data from ambulatory sleep 

assessments in an outpatient neurophysiological sleep clinic. The dCBT-I trial was set in a 

different hospital outpatient sleep clinic treating insomnia and circadian rhythm disorders. 

There is a need for ways to both assess and treat sleep disturbance in the hospital setting. 

Prevalence of sleep disturbance is high (Elliott et al., 2013; Engwall et al., 2015; Langsrud et 

al., 2016; Schennach et al., 2019; Wulff et al., 2010) with limited treatment options besides 

PHGLFDWLRQ�GXULQJ�DGPLVVLRQV��6LPLODUO\��WKH�RSWLRQV�IRU�PRQLWRULQJ�SDWLHQWV¶�VOHHS-wake 

states during admissions are often limited to nurse observations that may contribute to 

disrupted sleep for inpatients (Veale, 2019). In outpatient sleep clinics, there is a shortage of 

practitioners trained in CBT-I, leading to long waitlists, and many patients do not receive 

what should be the first-line treatment for insomnia (Baglioni et al., 2020).  

 

The scientific contributions of the work included in this thesis are different for these three 

technologies, given that they are at different stages of development. The BDLE technology is 

at an early stage, with laboratory studies demonstrating its effectiveness but a lack of studies 

investigating the physiological effects in naturalistic settings. Our BDLE-trial addresses this 

particular question, thus contributing an essential piece of evidence: BDLEs have measurable 

effects on circadian and sleep variables in healthy participants when installed in multi-room 

building complexes. Further work is needed to understand the considerable individual 

differences in effects and who will have clinically relevant effects of BDLE in terms of sleep 

and other health outcomes. Similarly, the radar assessment of sleep is also at an early stage of 

development, with studies like ours aiming to assess its accuracy against PSG sleep 

assessment. Our work demonstrates one approach to sleep-wake classification using radar 

sensors. At the current stage, this may hold potential as an auxiliary information source on 
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SDWLHQWV¶�VOHHS��+RZHYHr, given the low specificity, especially in the clinical sample, this 

information is not yet ready to be utilized in clinical decision-making. The dCBT-I 

technology has existed for nearly two decades and has progressed further in terms of studies 

establishing its efficacy. However, most studies have tested dCBT-I against wait-list or 

control conditions. We have attempted to discern its effectiveness compared with FtF CBT-I. 

This comparison adds information, particularly as it contradicts other studies by not 

establishing non-inferiority of dCBT-I, that may be useful as stakeholders plan 

implementations of dCBT-I versions into healthcare systems worldwide.  

 

4.1 The effects of evening blue-depleted light environments 

In the intersection between sleep and technology, evening and nighttime exposure to artificial 

lighting pose one of the primary challenges to human health by disrupting circadian rhythms 

and sleep and increasing alertness (T. M. Brown et al., 2022; Foster & Wulff, 2005; Münch et 

al., 2020). This has sparked efforts to use recent developments in lighting technology 

(programmable LEDs) to create evening light environments that reduce these adverse effects. 

In the first two papers of this thesis, we demonstrate that residing in a hospital ward with an 

integrated evening BDLE does lead to meaningful physiological effects on circadian rhythms, 

sleep and its microstructure, and waking alertness while simultaneously not affecting 

subjective sleepiness and having few side-effects outside of reduced color-discrimination 

ability.  

 

4.1.1 Circadian rhythms effects of evening BDLE  

When comparing the circadian phase of DLMO in both light environments, we found that, on 

average, DLMO was phase-advanced more after residing in the evening BDLE compared 

with after standard LE, indicating an apparent effect of BDLE on circadian phase-shift. This 

suggests the evening BDLE has properties that can be used to mitigate the delaying effects of 

evening artificial light exposure on the entrained phase of the circadian pacemaker (Burgess 

& Molina, 2014; Khalsa et al., 2003; Rüger et al., 2013; St Hilaire et al., 2012; Zeitzer et al., 

2000). This is in line with other studies of evening blue-depleted lighting (Rahman et al., 

2022; Santhi et al., 2012) or blue-blocking glasses (Esaki et al., 2016), that also find phase-

advancement of DLMO. Moreover, it mimics the phase-advancing effects found when 

participants reside outdoors in natural evening darkness (Stothard et al., 2017; Wright et al., 
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2013) or when at-home evening light levels are significantly reduced (Burgess & Molina, 

2014). 

 

We further found that melatonin suppression was reduced in the BDLE. In fact, we could not 

demonstrate significant suppression of melatonin in the BDLE compared with dim light. 

Although this does not necessarily mean the BDLE was similar to darkness, it suggests that 

residing in BDLE is close to darkness in terms of non-visual effects of light. Light exposure 

with properties that impedes the non-visual effects of light while still allowing for photopic 

vision has been eloquently termed µvirtual darkness¶ (Phelps, 2008). Our findings are in line 

with other studies of blue-depleted lighting (Nowozin et al., 2017; Papamichael et al., 2012; 

Rahman et al., 2017; Souman, et al., 2018; van de Werken et al., 2013), or blue-blocking 

glasses (Kayumov et al., 2005; Ostrin et al., 2017; Sasseville et al., 2006) performed in 

laboratory settings that also find reduced melatonin suppression.  

 

Recent findings also indicate that the degree of melatonin suppression depends on the dosage 

of melanopic lux (Lucas et al., 2014; Nowozin et al., 2017). In our study, the melanopic EDI 

in the BDLE was less than 20, compared with the standard LE, where it was typically 

between 40-60 melanopic EDI. We did not completely remove blue light frequencies, as this 

would have created a light environment that was visually uncomfortable, but we based the 

degree of blue-depletion on previously published dose-response curves. However, recent 

studies have found that humans are exquisitely sensitive to the melatonin-suppressing effects 

of short-wavelength light, with light as low as 1.5 melanopic lux (Prayag et al., 2019). In that 

laboratory study, however, a pupil dilator was used to uncover the lowest possible light level 

that could lead to melatonin suppression. The melanopic illuminance threshold that will 

generate melatonin suppression is likely somewhat higher in naturalistic settings. 

 

The emerging literature on blue-depleted lighting has typically been focused on 

demonstrating its efficiency in controlled laboratory settings. The experimental conditions in 

the lab (e.g., utilizing light domes or boxes and limiting the movement of participants) allow 

for strict control of intensity and spectral composition of the light exposure across time (see, 

e.g., (Nowozin et al., 2017; Rahman et al., 2017; Souman, et al., 2018)). The laboratory 

research has been crucial in demonstrating that the reduction of evening melanopic lux is not 

just a theoretical opportunity to reduce the harmful effects of artificial evening lighting but 

leads to physiologically measurable improvements in markers of circadian rhythms. However, 
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given the unnatural restrictions placed upon individuals in lab studies, it has remained 

unanswered whether these effects will translate when implemented in larger-scale housing or 

hospital settings, where individuals are free to move between rooms and where the intensity 

of light exposure will change with the direction of gaze. The novel contribution demonstrated 

in the BDLE trial is that the blue-depleted lighting technology can be successfully 

implemented across multiple rooms and corridors in a large-scale building complex while 

preserving the physiological benefits of reduced melatonin suppression and phase-

advancement of circadian rhythms.  

 

4.1.2 Reduced alertness during evening BDLE 

It is known that short-wavelength light has an alerting effect on human psychophysiology. 

These effects manifest themselves in improved reaction times and cognitive functioning 

(Rahman et al., 2014; Rüger et al., 2006) but can also be found in wake-EEG recordings 

where the spectral density is shifted towards alertness-correlated wavelengths (Cajochen et 

al., 2000; Münch et al., 2011; Rahman et al., 2014). These effects are sometimes not reflected 

in subjective measures of sleepiness and arousal (Sasseville et al., 2015), suggesting objective 

effects may be minor. In paper I, we find some indications for increased alertness, as there 

was a significantly higher variability in participants' reaction times when assessed in the 

BDLE. Other studies on blue-depleted lighting (Rahman et al., 2017) or blue-blocking glasses 

(van der Lely et al., 2015) have also found reductions in attention and alertness as measured 

by reaction times. Another study using blue-depleted lighting did not find reduced alertness 

(Souman, et al., 2018), although the blue-depleted light solution in that study included a 

portion of the light spectrum below the action spectrum of ipRGCs. It should also be noted 

that while the evidence for an alerting effect of light is considerable, the effect of is not 

consistently replicated (Souman, et al., 2018), and thus seems less pronounced and more 

unstable than, e.g., the suppressing effects on melatonin.  

 

The alerting effects of short-wavelength light may be mediated both directly through 

alertness-promoting regions of the brain (Rupp et al., 2019), and indirectly by suppressing 

melatonin and delaying the biological night. An early study of wake-EEG activity in the 

evening during bright or dim light exposure found that bright light was associated with 

reductions in theta-activity and slow eye movements, indicating increased cortical alertness 

(Cajochen et al., 2000). Moreover, several studies have found increases in alpha-activity 
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during evening light exposure (Münch et al., 2011; Rahman et al., 2014) ± which is 

considered a marker of the circadian drive for alertness. Connecting these findings to 

melatonin as a marker for circadian rhythm, a study by Chellappa and colleagues found that 

short-wavelength shifted polychromatic light increased alertness and that this increase was 

strongly correlated with the degree of melatonin-suppression (Chellappa et al., 2011). There is 

ample evidence that bright and blue-shifted light exposure increases pre-bedtime objective 

alertness. Our findings in paper I add to the evidence that blue-depleted light interventions 

reduce objective forms of alertness. 

 

The evidence for changes in subjective sleepiness, however, is less clear. In paper I, we do not 

find any changes in subjective sleepiness during the evening or the following morning. Other 

studies have found similar discrepancies between objective measures and subjective 

sleepiness (Chang et al., 2015; Rahman et al., 2017). Extrapolating from sleep deprivation 

studies, humans are notoriously poor at detecting lapses of attention and reduced cognitive 

function (Van Dongen et al., 2003). The absence of differences in subjective sleepiness, even 

in the presence of objective changes in alertness, melatonin, or sleep, may be explained by 

poor insight into objective cognitive functioning. The discrepancy may also support an 

absence of expectancy effects in other measures, as subjective sleepiness would likely be 

elevated in the case of expectancy effects.   

 

4.1.3 Longer sleep duration after BDLE 

We further demonstrate that residing in evening BDLE has an effect on sleep as assessed with 

PSG. Specifically, we find that TST increases with 8 minutes when residing in the evening 

BDLE. In the study by Rahman and colleagues, there was no difference in TST between blue-

depleted and fluorescent lighting (Rahman et al., 2017). However, participants in that study 

received light exposure for only one evening in each condition, which might not have been 

enough to generate an overall increase in TST (Rahman et al., 2017). The authors report 

increased TST across both nights in the study if blue-depleted lighting was received first. 

They suggest that the disruptive effects of fluorescent lighting may be carried into subsequent 

nights, thus limiting the increase in TST for those that received blue-depleted as the second 

condition (Rahman et al., 2017). In a study by Münch and colleagues (Münch et al., 2006), 

there was no difference between being exposed to two hours of monochromatic blue or green 

light or darkness in the evening on TST. In that study, the light exposure was also limited to 
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one evening. In our BDLE-trial, participants resided for five days in each condition resulting 

in advance of DLMO, while bedtimes were kept approximately similar. This may have 

changed the phase-angle such that participants went to bed later in relation to their DLMO, 

which may have led to a reduced circadian drive for alertness and an increased homeostatic 

sleep pressure, potentially shortening sleep-onset latency and reducing awakenings. We do 

not, however, find any significant differences in sleep-onset latency or awakenings, but taken 

together, this may explain increased sleep time. It would be of interest to see whether the 

observed increase in TST would be larger had participants been given more opportunity to 

self-select bedtimes and rise times. In the current trial, however, the primary aim was to test 

the effects of BDLE exposure on markers of circadian rhythms. Due to the potential 

confounding effects of shifting the timing and duration of sleep window of opportunity on 

both homeostatic and circadian processes, we tried to keep sleep-wake schedules similar 

across conditions for this study. 

 

Two other studies with blue-blocking glasses have reported outcomes for objectively assessed 

sleep. One study using blue-blocking glasses found that actigraphy-assessed sleep onset 

timing was advanced (Esaki et al., 2016). In contrast, the other did not find any difference in 

PSG-assessed sleep variables (van der Lely et al., 2015). Some evidence indicates that reading 

from a backlit e-book results in longer sleep-onset latency but no difference in TST compared 

with reading a book in dim light (Chang et al., 2015). Our finding of increased TST after 

BDLE has not previously been demonstrated but adds to the same general direction as studies 

demonstrating shorter sleep-onset latency. Future studies should test whether TST and sleep-

onset latencies change if participants residing in BDLE are allowed to self-select bedtimes.  

 

4.1.4 More REM sleep after BDLE 
In addition to prolonged TST, we found a notable increase in REM sleep duration while 

residing in the evening BDLE. This increase was 13.9 minutes, thus more prominent than the 

increase in TST. REM sleep is known to display circadian rhythm characteristics, with an 

increased propensity to enter into REM sleep in the late biological night/early morning 

(Czeisler et al., 1980). This is reflected in findings that evening administration of exogenous 

melatonin phase advances DLMO, reduces REM sleep latency, and increases the duration of 

the first sleep cycle (Cajochen et al., 1997, 1998). Furthermore, other studies that have 

observed phase-delaying effects of DLMO after evening light exposure have also reported 

concomitant effects on REM sleep timing and duration (Chang et al., 2015; Münch et al., 



57 
 

2006). Similarly, morning light exposure has been found to increase REM sleep duration in 

the early night, accompanying its known phase-advancing properties on DLMO (Gordijn et 

al., 1999; Sack et al., 1986). This mimics our findings of both phase-advancement of DLMO 

and increased REM-sleep duration in BDLE. We did not, however, find reduced REM-

latency, but in the supplementary information of paper II, we report longer REM-sleep 

duration in the first sleep cycle in BDLE. In paper II, we found further support for this 

circadian rhythm of REM sleep propensity by showing that DLMO phase-shifts were 

associated directly with total overnight REM sleep duration. The association with phase-shift 

could not be separated from an association with BDLE, but we know from the primary 

outcomes in paper I that BDLE and phase-shift were related. Interestingly, the temporal 

accumulation of REM sleep stages (see paper II Figure 2a) exhibited a marked increase in 

REM sleep accumulation approximately 30 minutes earlier in BDLE, which approximates the 

34-minute larger DLMO phase-advance. Given the association with phase-shifts, and this 

temporal advance of accumulation, the increased REM duration likely results from the phase-

advance of circadian rhythms.  

 

The neurological basis for the circadian rhythm regulation of REM sleep timing is currently 

unknown but may include at least two mechanisms or brain areas. First, orexin-neurons in the 

lateral hypothalamus (LH) show distinct wake-on, REM-off firing patterns, and seem to 

inhibit REM sleep by activating REM-off neurons in the locus coeruleus (LC) and the dorsal 

raphe nucleus (DRN) (R. E. Brown et al., 2012; Chemelli et al., 1999). These orexin neurons 

receive input both directly and indirectly from the SCN via the dorsomedial hypothalamus 

(DMH) (Aston-Jones et al., 2001; Chou et al., 2003). Patients with narcolepsy exhibit a loss 

of orexins and show a loss of diurnal control of REM sleep. Second, the preoptic 

hypothalamic area (POA) also receives direct and indirect input from the SCN (Chou et al., 

2003; Deurveilher et al., 2002), and evidence from mouse models point to the level of 

activation of these areas being correlated with the amount of REM sleep (Lu et al., 2002). 

These areas could constitute regulating input into a REM-on, REM-off network in pontine 

areas with reciprocal inhibitory mechanisms responsible for the generation of the REM sleep 

state (Lu et al., 2006; Wang et al., 2021). Changes in the SCN input to these two areas may 

thus putatively enhance the REM-off or the REM-on side, thus temporally shifting the 

propensity to enter REM sleep in accordance with SCN circadian rhythms.  
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4.1.5 More consolidated REM sleep after BDLE 
In paper II, we aimed to investigate the increased REM sleep in more detail by examining 

REM sleep consolidation and microstructure. We found that REM sleep was more 

consolidated in the BDLE condition with fewer interruptions of REM sleep episodes and 

fewer EEG-microarousals during REM sleep. These changes occurred without altering the 

REM-density. We also found that REM sleep fragmentation changes were associated with the 

phase-shift of DLMO. However, BDLE had an effect over and above the effect of phase-shift 

on REM sleep fragmentation. This was not the case for REM sleep duration, where both 

phase-shift and BDLE explained largely the same variance. Moreover, in paper I, we found 

that the effect of BDLE on REM sleep duration was strongest in period 2 of the study, which 

was also where the phase-shifting effects were strongest. However, the effect of BDLE on 

REM sleep consolidation was most prominent in period 1 of the study, which may temporally 

put the fragmentation effect of BDLE earlier than the phase-advance effect. Taken together, 

these findings may indicate that the consolidation of REM sleep as a result of BDLE may be 

driven by non-circadian mechanisms.  

 

In the context of non-circadian effects on REM sleep, it is interesting to note that direct 

projections from ipRGCs innervate to the VLPO, a core region of sleep-wake regulation, and 

to the LH, which inhibits LC activity as discussed above (Daneault et al., 2016). The VLPO, 

among other sleep-regulating functions, projects to the periaqueductal gray area (PAG) (Lu et 

al., 2002), which has been proposed as a central modulator of a REM-on/REM-off flip-flop 

switch (Kaur et al., 2009; Lu et al., 2006). Regarding LC activity, there is an interesting line 

of research coupling LC hyperactivation to the instability of REM sleep (Aston-Jones et al., 

2007; Poe et al., 2020). LC activity during wake and NREM sleep ensures noradrenaline 

(NA) release, which is crucial for the long-term potentiation of synapses (Poe et al., 2020) 

and, thus, learning and memory. The temporary cessation of LC firing just before the 

initiation of REM sleep and through REM sleep episodes briefly creates a low-NA 

environment that may allow for synaptic depotentiation of some memory circuits and 

facilitate differentiation between salient and less salient memories. REM sleep consolidation 

has received increasing attention in sleep research because it can be seen as an expression of 

increased LC activity (Wassing et al., 2019). Moreover, signs of increased LC activity can be 

found in a range of mental disorders (Aston-Jones et al., 2007), suggesting this may be an 

underlying common factor in psychopathology that is manifested in REM sleep alterations 

(Van Someren, 2021; Wassing et al., 2019).  



59 
 

 

An increase or decrease in REM sleep duration is often seen in conjunction with changes in 

the time course of slow wave activity (SWA ± power density often between 0.5 ± 4.0Hz) or 

SWS (sum of NREM stages 3 and 4). In particular, evening light exposure (both 

monochromatic blue and polychromatic white) tend to decrease the SWA in the early night 

and increase it later in the night (Chellappa et al., 2013; Christian et al., 1992; Grønli et al., 

2016; Münch et al., 2006). This might indicate that evening light exposure has a delaying or 

suppressing effect on SWA in the first sleep cycle, which leads to a rebound of SWA later in 

the night. This could result from melatonin suppression or higher cortical alertness persisting 

into the early sleep episode. A potential underlying pathway could be the direct ipRGC 

projections to the VLPO (Daneault et al., 2016), which contains NREM-sleep promoting 

neurons (Gooley et al., 2003). A recent study demonstrated that such ipRGC stimulation of 

similar areas could explain the acute effects of light on NREM sleep in mice (Zhang et al., 

2021). Suppose acute effects of light on sleep-latency and sleep in humans are partly based on 

similar mechanisms. In that case, increased ipRGC activation may lead to reduced NREM-

promoting firing in the VLPO, thus delaying the ability to generate intensive NREM sleep in 

the early night. This may be supported by the effects of having the light stay on while 

sleeping, where one study found both reduced SWS and increased NREM 1 sleep (J. R. Cho 

et al., 2013).  

 

We did not investigate the effects on SWA, as this was deemed outside the scope of paper II, 

but these mechanisms may be of interest in discussing the effects on REM sleep. Returning to 

the two-process theory of sleep (Borbely, 1982; Borbély et al., 2016), the ultradian NREM-

REM cycle is thought to result from a reciprocal interaction of the sleep states. In the early 

night, a high SWA/NREM propensity due to high homeostatic sleep pressure inhibits long 

REM sleep episodes and forces a quick return to NREM stages. In the late night, a high 

circadian propensity for REM sleep paired with an already dissipated pressure for 

SWA/NREM sleep increases REM sleep episode durations and reduces NREM SWA. If 

excitation of ipRGCs leads to an early-night reduction of NREM intensity reflected in lower 

SWA, this explains the rebound of SWA often seen in the later sleep cycles (Cajochen et al., 

1998; Münch et al., 2006). If reduced ipRGC activation facilitates the initiation and 

maintenance of NREM SWA, this would lower the propensity for NREM sleep faster, thus 

potentially explaining the more consolidated REM sleep in BDLE.    
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4.2 The potential of using radar in the assessment of sleep 

An obvious area of sleep research that stands to benefit from the rapid technological 

development over the last decades is how we measure sleep. Sleep research, still a relatively 

young scientific discipline, is somewhat limited by the difficulties and costs associated with 

accurately measuring sleep using PSG. This limits the settings in which accurate sleep 

assessments may feasibly be undertaken. Moreover, actigraphy, considered the assessment 

modality of choice in such settings, has limited specificity and is not always well-tolerated by 

research subjects. This means that in some vulnerable groups, such as inpatients in psychiatry, 

we lack good ways to monitor sleep, and therefore, we are also limited in our ability to test 

the outcomes of treatments on sleep ± which is considered a key intervention target for 

improvement in the comorbid mental disorder. Over the last decade, a range of different 

sensor types and assessment devices have been developed as alternatives to actigraphy or 

PSG. In paper III, we demonstrate that a UWB radar embedded in the ceiling or on a 

nightstand may be equally good or better than actigraphy while reducing the assessment's 

invasiveness by being completely contact-free.  

 

The main findings in paper III were that radars, both embedded in the ceiling and on 

nightstands, had excellent or good agreement with PSG in terms of detecting sleep, and were 

thus similar to actigraphy in this regard. The real-time and non-real-time models did not differ 

much in performance. We could attain reliable estimates for the most common outcomes of 

TST, SOL, SE, NW, and WASO. We found an expected difference between the two datasets, 

where assessments performed on the healthy participants from the BDLE trial showed 

excellent agreement with PSG with small LAs. However, in the outpatient at-home sleep 

assessment, LAs were generally wider for both radar and actigraphy. Although comparable to 

actigraphy, LAs were slightly wider for radar in this setting. Finally, radar and actigraphy 

were inclined to overestimate SOL and underestimate awakenings.  

 

Instead of the concrete outcome values, the novelty in paper III may lie more in the approach 

to implementing a new sensor technology. In this study, we have taken what may be 

described as a modular approach. A technological measuring device may be split into three 

modules: A basic hardware layer comprising the sensors, a pre-processing layer usually 

involving analog to digital conversion and some noise reduction filtering, and lastly, an 
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interpretation layer that includes software for scoring or classification of the pre-processed 

data. The development of new sleep measuring devices often involves a complete 

replacement of all three of these modules. This means the replacement of hardware, the 

development and tuning of pre-processing and filtering, and figuring out ways to 

meaningfully interpret the data in terms of sleep and waking. Instead, we wanted to see if it 

was possible to exchange only the hardware (and some signal processing) and utilize the 

already rigorously tested interpretation algorithms from actigraphy. The advantages to this 

approach are several. First, the algorithms used for sleep-wake classification in actigraphy are 

well known and relatively easy to comprehend to the researcher, leading to more transparency 

in how results are generated compared with, e.g., more complex artificial intelligence-based 

approaches. Second, this also facilitates understandable comparisons between new and 

existing hardware and increases the communicability of the results. Finally, as the pace of 

development of new hardware is high, the modular approach we describe in paper III means it 

can be reused as new hardware is developed. In sum, we believe this represents a useful way 

of approaching new technology that combines the aggregated knowledge from the field of 

actigraphy with the advantages of a new sensor modality.  

 

4.2.1 Radar similar to actigraphy  

In the healthy participant dataset, both radar and actigraphy demonstrated similar high 

VHQVLWLYLWLHV�DQG�DFFXUDFLHV��SDLUHG�ZLWK�VWULNLQJO\�KLJK�VSHFLILFLWLHV�DQG�&RKHQ¶V�NDSSD�

values. Although both radar and actigraphy showed good or excellent agreement with PSG, 

both were inclined to overestimate SOL and underestimate NW. This is a common problem 

with non-PSG, movement-based sleep monitoring, as the difference between resting wake and 

sleep is minuscule in terms of physical body movement. This results in the typical findings of 

high accuracy and sensitivity for sleep but low specificity. In healthy subjects, the odds of 

detecting true sleep (sensitivity) by chance are relatively high, as most epochs through the 

night consist of sleep. The algorithms are weighted to classify the absence of movement to 

indicate sleep. However, the identification of wakefulness (specificity) among the epochs 

with no or little movement is difficult and relies on finding suitable classification thresholds 

that can separate the two. With increasing levels of sleep problems, the specificity often 

declines, as patients with, e.g., insomnia tend to have long nightly awakenings with no or 

little movement as they try to fall asleep. Others that have investigated radar-based sleep 

asseVVPHQW�SHUIRUPDQFH�LQ�KHDOWK\�VXEMHFWV�KDYH�IRXQG�VLPLODU�UHVXOWV��2¶+DUH�DQG�FROOHDJXHV�
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found that radar and actigraphy essentially displayed equivalent accuracy (0.81-0.82) and 

&RKHQV¶V�NDSSD������-0.52) and that both were inclined to overestimate TST and 

underestimate WASO �2¶+DUH�HW�DO��������. In contrast to our finding, they reported that both 

radar and actigraphy underestimated SOL. In summary, radar seems to have similar 

agreements with PSG as actigraphy and currently shares some of the same limitations.  

 

In the dataset comprised of patients referred for ambulatory sleep assessment, radar and 

actigraphy both showed excellent similarity against PSG for WASO, TST, and SE. There 

was, however, a slight difference favoring actigraphy for VSHFLILFLW\��&RKHQ¶V�NDSSD��767�DQG�

WASO. In terms of the bias found for SOL and NW with healthy subjects, this was not 

identifiable in the patient dataset. However, the LAs were much wider around the estimates in 

this dataset, indicating more uncertainty. The task of classifying sleep in heterogenous 

patients with disordered sleep compared with healthy sleepers is more complex (Kushida et 

al., 2001), as mentioned above. As such, the findings of lower specificity in both actigraphy 

and radar were expected. Nevertheless, the numbers reported here are still within what may be 

considered a normal range of performance compared with previous studies comparing 

actigraphy with PSG (de Souza et al., 2003; Haghayegh et al., 2019; Kripke et al., 2010; 

Kushida et al., 2001; Paquet et al., 2007; Van De Water et al., 2011).  

 

The slightly lower specificity in the patient dataset may be related to the ambulatory at-home 

setting in which these assessments were undertaken. Patients were instructed on setting up the 

nightstand radar (i.e., how close to the bed, not sleeping with a partner, etc.). Nevertheless, 

variations in these factors may influence the quality of the data, highlighting a need for clear 

instructions to patients. Further, in the patient dataset, the probability of Obstructive Sleep 

Apnea (OSA) events was likely higher. Given that the radar classification algorithm also 

utilized respiration frequency to indicate sleep or waking, this may have caused more 

confusion than clarity regarding sleep-wake. It may also be that the classification threshold 

(that, for the purposes of this study, was a simple 0.5 cutoff) could be tuned to increase 

specificity in this population. Although specificity was slightly higher in actigraphy for the 

patient dataset, the biases when comparing the modalities with each other produced relative 

biases similar to or smaller than what other studies have reported when comparing actigraphy 

algorithms with each other (Haghayegh et al., 2019; Paquet et al., 2007).  
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Figure 6. A: Demonstration of the three sensor modalities as fitted in the BDLE trial of 

'6���%��5HSUHVHQWDWLRQ�RI�ZKDW�WKH�GLIIHUHQW�VHQVRUV�DUH�DEOH�³VHH´��7KH�36*�LV�WKH�

gold-standard benchmark utilizing EEG, actigraphy detects differences in physical 

activity levels, whereas the radar data is richer compared with actigraphy and already 

contains additional information on respiration rate, with possibilities of discerning more 

information in the future as software improves further. 
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4.3 Digital versus face-to-face CBT for insomnia  

 

In papers I to III, we focused primarily on testing the efficacy of technological innovations in 

healthy participants. The technologies in these papers are at an early stage of testing, and the 

focus was on evaluating the effectiveness in healthy volunteers before the technology can be 

tested in clinical trials. In paper IV, however, we are focusing on a third technology that has 

already been thoroughly tested in people with sleep disturbances: digital versions of CBT for 

insomnia. Although many studies demonstrate the effectiveness of treating insomnia with 

dCBT-I, few directly compare the digital and FtF treatment modalities. The few studies that 

do perform direct comparisons primarily recruit participants through media and not in a 

naturalistic healthcare setting such as an outpatient sleep clinic. In paper IV, we sought to test 

if dCBT-I can be considered non-inferior to standard FtF CBT-I in such a setting, as this may 

have implications for the design of the services for patients that seek treatment for their 

insomnia in the mental health care system.  

 
4.3.1.1 Non-inferiority was not established for dCBT-I, and FtF was superior 

Previous studies have found that dCBT-I has similar effect sizes to FtF CBT-I (Gao et al., 

2022; Luik et al., 2019; Ritterband et al., 2017; van Straten et al., 2018; Vedaa et al., 2020; 

Zachariae et al., 2016). In paper IV, our findings did not support the hypothesis that dCBT-I 

was non-inferior to FtF CBT-I. Instead, the data indicated inconclusiveness regarding non-

inferiority at the primary endpoint of six-month follow-up. Moreover, post-treatment we 

found dCBT-I to be inferior to FtF CBT-I. These findings contrast with what has been found 

for digital versions of CBT in other fields, where effectiveness has been similar to FtF CBT 

(Andersson et al., 2014; Carlbring et al., 2018; Luo et al., 2020). This may be partly explained 

by differences in sampling, i.e., recruiting from a hospital outpatient clinic vs. convenience 

sampling may influence outcomes. Notably, there may also be significant differences between 

the fully-automated approach used in our study and therapist-guided digital therapy versions.  

 

Our findings align with the findings reported in a superiority trial that compared therapist-

guided dCBT-I to FtF CBT-I in a self-referred convenience sample, which found FtF 

treatment superior (Lancee et al., 2016). Our analyses also show that FtF CBT-I is superior to 

dCBT-I both post-treatment and six-month follow-up. Another study in active military 

personnel reported a clear trend toward FtF CBT-I being superior to dCBT-I (Taylor et al., 
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2017). However, a non-inferiority trial of dCBT-I vs. group FtF CBT-I did find dCBT-I to be 

non-inferior to the group format (Blom et al., 2015). Interestingly, individual FtF CBT-I has 

also been found superior to FtF group CBT-I (Yamadera et al., 2013), which may indicate 

that in settings where group CBT-I is the available treatment, therapist-guided dCBT-I may 

be an equally effective alternative. Although group CBT-I may be more cost-effective 

compared with individual CBT-I, therapist-guided dCBT-I may outperform the group-format 

in this regard. 

 

We did not find any differences in symptom severity for secondary outcomes except for 

variables apart from lower sleep medication use and less dysfunctional beliefs about sleep in 

FtF CBT-I at the six-months follow-up. This expands our previous findings of reduced sleep 

medication use after dCBT-I compared with patient education in a community sample (Vedaa 

et al., 2020). The automated dCBT-I does not address sleep medication use, whereas tapering 

medication is often a focus in FtF CBT-I and may thus explain this difference. As sleep 

medication use may serve to cope with sleep-related anxiety, addressing this may be part of 

lasting remission from insomnia, potentially explaining some of the higher efficacy found for 

the FtF modality. Similarly, FtF therapy may be able to addUHVV�WKH�LQGLYLGXDO¶V�VSHFLILF�

dysfunctional beliefs about sleep more effectively. Changes in dysfunctional beliefs have 

been found to mediate the effect of CBT-I in both the digital (Lancee et al., 2015) and FtF 

modality (Parsons et al., 2021), and may thus be one factor explaining the superiority of FtF 

in our trial.  

 

4.3.1.2 Adherence in both modalities  
Previous studies on dCBT-I have typically reported relatively high attrition rates (Espie et al., 

2019; Ritterband et al., 2017; Vedaa et al., 2020). Fully automated dCBT-I may be especially 

vulnerable to attrition, given the lack of support and encouragement during treatment. In 

paper IV, we found that attrition rates, although lower than expected compared with the 

aforementioned studies, were higher in the digital compared with FtF treatment. Further, we 

found that 9% of the individuals invited to the trial were unwilling to participate, as they only 

accepted FtF treatment for their insomnia. Moreover, out of those starting treatment, only 

63% completed all modules of the dCBT-I program, whereas 98% of participants in the FtF 

group attended all treatment sessions. Nevertheless, per-protocol analyses did reach the same 

conclusions as the ITT, suggesting the superiority of FtF therapy was not solely due to lower 
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attrition rates. Nevertheless, it does seem like a weakness of fully-automated dCBT-I is 

keeping motivation high enough to complete the treatment.  

 

Although the efficacy of dCBT-I has been established (Luik et al., 2019), new digital variants 

of CBT-I are continuously being developed. These could potentially increase user 

engagement and reduce dropout compared with current programs. An interesting example 

demonstrated that a semi-automatic algorithm could be used to identify patients at risk for 

treatment failure early in the treatment and that the outcome of these patients was better if 

they received adaptations and more contact with a therapist (Forsell et al., 2019). In that 

study, participants at risk for poor outcomes had higher initial levels of insomnia symptoms. 

A recent study we performed in a community sample indicated that self-reported chronotype 

at baseline moderated the treatment outcome for dCBT-I (Faaland et al., 2022). More work is 

needed to identify factors that predict poor outcomes of dCBT-I. This information may be 

used to identify patients needing therapist guidance or being switched to FtF CBT-I 

altogether.  

 

The identification of risk factors for poor outcomes of dCBT-I may be especially relevant in 

the case of patients seeking help with insomnia in the mental healthcare system, given our 

findings of the superiority of FtF. As mentioned, there may be systematic differences in 

patient characteristics if self-referred community samples are compared with patients referred 

to mental healthcare. We have previously performed a study using the same dCBT-I version 

as in paper IV, but in a community sample (Vedaa et al., 2020), allowing for some 

comparisons of the participant characteristics. Notably, in the clinical sample of paper IV, 

rates of sick leave or disability pension were higher, as well as baseline levels of fatigue, 

comorbidities, and sleep medication use. However, the levels of insomnia severity were 

similar across samples. Thus, it may not be insomnia severity but rather the complexity of 

symptoms and level of functioning that could inform the decision to provide patients with 

digital or face-to-face treatment options.  
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4.4 Methodological discussion  

4.4.1 Study designs 

4.4.1.1 The BDLE trial and the randomized cross-over design 

For the BDLE trial, we utilized the randomized cross-over trial design of the AB/BA type. A 

strength of the randomized cross-over design is the within-subject approach to the research 

question (Li et al., 2015; Wellek & Blettner, 2012). In the BDLE trial, the within-participant 

variance was expected to be smaller than the between-participant variance for the main 

outcomes. Given that all participants undergo both the experimental and the control 

intervention, each participant can serve as their own control, which results in lower variance 

in the statistical modeling. This increases the statistical power to detect differences even with 

the small sample size of 12 individuals in this trial (see the section on sample size below). 

The within-subject design also limits the possibilities of confounding factors due to 

participants in the intervention and control group by chance differing in some regard (e.g., 

habitual bedtime). This is a strength when assessing the non-visual effects of light due to the 

observations of significant individual differences in both circadian rhythms and acute effects 

of light exposure (Phillips et al., 2019; Santhi et al., 2012). On the other hand, as participants 

were exposed to both light conditions, the obvious color difference unblinded participants to 

condition, which may increase the chances of placebo/expectancy effects. Even without 

blinding, we found no effects on subjective assessments of sleepiness, which may indicate 

that expectancy effects were not present to a large extent. Proper blinding of participants 

would also be troublesome in a parallel-group design, and the comparative strengths of the 

cross-over design still outweighed the difficulty of blinding.  

 
There are also aspects of the cross-over trial that may complicate the interpretation of results, 

namely period effects and carry-over effects. First, period effects describe situations in which 

the outcome of interest changes as a function of time, thus influencing outcome estimates 

across intervention and control conditions. If period effects are present, they will typically not 

bias the intervention effect when equal numbers have been allocated to each AB/BA cross-

over design sequence, such as in the BDLE trial (Dwan et al., 2019). Second, carry-over 

effects may arise if the effect of the intervention received in period 1 persists into period 2 

where the control conditions is received. This leads to the observed effects of the control 

condition being influenced by the active intervention, either by improving or suppressing the 

outcome in the control period. Further, this results in the observed effect of the active 
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intervention to depend on the sequence (see Figure 7) in which intervention and control were 

received (Dwan et al., 2019; Fleiss et al., 1985; Li et al., 2015; Wellek & Blettner, 2012).  

 

 

Previously, it was often recommended to test for carry-over effects before testing for 

intervention effects, and if carry-over were present, to disregard any observations from period 

2 and only test for between group effects in period 1, thus treating it as a parallel-group trial 

(Grizzle, 1965). However, Freeman (P. R. Freeman, 1989) showed that the carry-over effect 

and the intervention effect in period 1 are highly correlated, thus increasing the alpha-level for 

a test of only period 1. This argument has led two-stage testing to be largely abandoned. 

Instead, to decrease the probability of carry-over effects, an appropriate wash-out period is 

recommended between the two periods, in which the effect of the active treatment will be 

given enough time to subside (Dwan et al., 2019; Senn, 2002). In papers I and II, a limitation 

is that we only utilized a 1-day wash-out period, similar to most other studies of evening light 

exposure (Chang et al., 2015; Rahman et al., 2017; Stothard et al., 2017; Wright et al., 2013). 

The reasons for this were practical due to the limited time we had to perform the BDLE trial 

in the final construction phase of the hospital unit. In other circumstances, we would have 

considered a longer wash-out.  

Figure 7. An overview of the AB/BA randomized cross-over design. Treatments A and B 

denote the experimental and control conditions. Period is the time period of the study in 

which a specific condition is received. Sequence is the sequence in which experimental and 

control condition is received.  
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To address the limitation of short washout and facilitate the interpretation of the main effects, 

we perform some auxiliary tests to check for the presence of strong carry-over effects. In a 

2x2 AB/BA design, carry-over effects can be modeled in either one of two ways: (1) by 

including a term for the sequence in which conditions were received, or (2) by including the 

period by condition interaction term (the sequence-term will be equal to the period by 

condition interaction term divided by two). In papers I and II, we chose to model this effect 

using the period-by-condition interaction and found a significant effect of order on DLMO. 

The period by condition interaction is not a direct reflection of carry-over and must be 

interpreted in the context of other outcomes in the trial. In period 1, participants in the 

intervention and control conditions had similar phase-shifts of DLMO, whereas there was a 

large difference in period 2. Although participants were asked to maintain stable sleep-wake 

schedules in the pre-randomization period, the transition to period 1 was accompanied by 

significant advancement of bedtimes and rise times (by 0:35h and 1:26h, respectively), and an 

increase in sleep regularity, but such changes were not observed between period 1 and 2 in the 

hospital unit. The phase-shift of DLMO during period 1 also correlated with the advancement 

in rise-times from the pre-randomization period to period 1, something that again was not 

observed from period 1 to period 2. Advancing the sleep period and morning light exposure is 

known to have potent phase-advancing effects on the timing of DLMO, and this may have led 

to a period effect on DLMO in both LEs in period 1. In light of this, we interpret these 

findings as a period effect masking potential effects of BDLE in the first period rather than a 

carry-over effect of BDLE on the circadian phase persisting into period 2. Nevertheless, it 

may also be a combination of a carry-over and a period effect, as the standard LE was not 

phase-delayed to baseline levels by the end of period 2, but remained advanced. Potential 

carryover effects should be addressed by the use of longer washout periods and alternative 

study designs, such as larger parallel group designs or stepped-wedge designs in future trials.  

 
4.4.1.2 The DCBT-I trial ± The non-inferiority design 

Most randomized controlled trials (RCTs) are designed to test whether two conditions are 

different in terms of effectiveness with such a certainty that it justifies considering one 

superior to the other. Superior is the technical term for the result where the 95% CI of the 

estimated between-group difference lies wholly outside of 0, and trials designed to test the 

GLIIHUHQFH�EHWZHHQ�WZR�FRQGLWLRQV�DUH�WKHUHIRUH�FDOOHG�µVXSHULRULW\�WULDOV¶��,Q�the dCBT-I trial 

the added benefit of digital therapy is not necessarily related to treatment efficacy but rather 
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to other factors such as cost, scalability, and allowing for wider treatment dissemination in an 

environment with too few therapists providing the gold-standard FtF CBT-I. Therefore, the 

question of interest is not symmetric (Piaggio et al., 2012). The non-inferiority design tests 

whether the new treatment is not worse than the reference treatment by some acceptable 

margin. The strength of this approach lies in its focus on, and assessment of, acceptable loss 

of efficacy weighed against other advantages.   

 

For a non-inferiority margin in paper IV, we assumed a-priori that a difference in effect size 

EHWZHHQ�WKH�WUHDWPHQWV�RI������&RKHQ¶V�G��RU�PRUH�ZRXOG�EH�FOLQLFDOO\�PHDQLQJIXO��,Q�WULDOV�RI�

CBT-I this roughly corresponds to a 2-point difference on the ISI. We base this partly on 

evidence from a meta-analysis of studies that have computed minimally important differences 

(MIDs) in health-related quality-of-life instruments for patients with chronic diseases, which 

found that these differences most often converge to an effect size of approximately 0.5 

�&RKHQ¶V�G� (Norman et al., 2003). A challenge with non-inferiority trials, ours included, is 

the lack of consensus regarding the non-inferiority margins, with studies describing different 

justifications for the selection of margins. In the context of CBT-I, other non-inferiority trials 

have used both a 4-point (Blom et al., 2015; Garland et al., 2014), a 3-point (Gehrman et al., 

2021), and a 1.67 point (Gehrman et al., 2020) non-inferiority margin. This leads to a 

seemingly arbitrary margin, with a wider margin increasing the chances of concluding with 

non-inferiority. If the 2-point ISI non-inferiority margin used in our trial were used for the 

three other non-inferiority trials, none of these would have concluded with non-inferiority 

(see Figure 8). At the moment, this issue requires the reader to be familiar with relevant 

outcome scales to interpret findings.  
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A further source of confusion is that non-inferiority trials increase the number of possible 

conclusions regarding the new treatment: superior, non-inferior, inconclusive, or inferior (see 

Figure 9). Moreover, in paper IV, analysis at the primary end-point shows inconclusiveness 

regarding non-inferiority. At the same time, the significant between-group effect indicates 

superiority of the FtF reference. The superiority conclusions can be drawn from the same 

analysis already based on the ITT group. As such, the analysis corresponds to best-practice 

for superiority analyses, and there is no argument for statistical correction due to multiple 

comparisons (Committee for Proprietary Medicinal Products (CPMP), 2001). However, these 

results that combine inconclusiveness regarding non-inferiority with the superiority of the 

reference are a handful in terms of effectively communicating results. Although an extension 

of the CONSORT guidelines has been released for non-inferiority trials (Piaggio et al., 2012), 

not all researchers adhere to the guidelines, leading to further confusion for readers. 

Combined with the relatively lower familiarity of readers with the non-inferiority design, this 

may cause significant misunderstanding.  

Figure 8: The figure shows the conclusions of previous non-inferiority trials comparing 

digital versions of CBT-I with FtF CBT-I. The colored boxes represent the non-inferiority 

margins on the ISI chosen for the trials. Point estimates represent estimated between-

group differences on the ISI. Whiskers represent 95% CIs.  

*Gehrman et al. 2021 did not report the CI, but described in text that did not include the 

non-inferiority margin and indicated non-inferiority.   
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In non-inferiority trials, the burden of proof is also shifted compared with superiority trials. 

This means the usually conservative ITT analysis may be anti-conservative, increasing the 

chances of declaring non-inferiority (Hills, 2017). In the ITT group, the true effect of the 

treatment may be diluted by other factors, thus reducing the size of the between-group 

difference. Per-protocol analyses, usually anti-conservative, will, in the case of non-inferiority 

trials, assist in making more conservative conclusions regarding non-inferiority (Hills, 2017). 

This does not necessarily mean substituting ITT with PP analyses, as the problems with 

disregarding attrition still apply, but should instead lead to ensuring the trials are 

appropriately designed and executed (Schumi & Wittes, 2011). This may be particularly 

important with dCBT-I, which, as mentioned, often suffers from high attrition rates (Espie et 

al., 2019; Ritterband et al., 2017; Vedaa et al., 2020). The European Medicines Agency 

(EMA) draws particular attention to this issue in their recommendations by pointing out that 

both the ITT and PP analysis have equal importance in non-inferiority trials, and they should 

reach the same conclusions if results are to be trusted (Committee for Proprietary Medicinal 

Products (CPMP), 2001). In paper IV, we used ITT for primary analyses, but PP analyses 

Figure 9: The figure illustrates the numerous potential conclusions that can be derived 

from a non-inferiority trial. Cases 1-8 are fictive trials that represent possible between-

group outcomes and their associated conclusions in the non-inferiority and superiority 

paradigms. The blue dotted line indicates the non-inferiority margin. Point estimates 

represent estimated between-group differences. Whiskers represent 95% CIs.  
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were performed with similar conclusions. As with other aspects of trial quality, the shifted 

burden of proof requires that the FtF CBT-I is performed with high quality, as the probability 

of reaching a non-inferiority conclusion for dCBT-I increases with lower effectiveness in the 

comparator. Although the shortcomings of the non-inferiority design need to be remedied, the 

shift in the burden of proof remains a strength that ensures proper attention is given to the 

advantages of dCBT-I outside of treatment effect sizes and prompts a discussion on the 

acceptable loss of efficacy in different treatment settings. 

 
4.4.2 Sample size and characteristics 

4.4.2.1 Sample sizes 
The sample size in the BDLE trial was small, with 12 participants. This was the result of 

several factors. First, we performed a-priori calculations on statistical power using previous 

findings from studies investigating the effects of evening light exposure on DLMO phase 

shifts (Sasseville et al., 2006; Solheim et al., 2018; Stothard et al., 2017; van der Lely et al., 

2015). We estimated that eight participants would give us statistical power of 90% to detect a 

difference of 1.5 hours in DLMO. By recruiting 12 participants, we planned for a minimum of 

such power in the case of dropouts during the study. As the study was powered with DLMO 

phase-shift in mind, the 12 participants may not have been sufficient to detect differences in 

the other outcomes reported in papers I and II. This is particularly the case for the order 

analyses performed in both papers I and II, which halves the sample size. It should also be 

noted that paper II was not planned a priori. It was carried out due to the striking differences 

in REM sleep duration found in paper I. Paper II should therefore be regarded as post-hoc and 

exploratory by nature. Nevertheless, in paper II, the validity of the findings is strengthened by 

the fact that increased consolidation was detectable on two different outcome measures, both 

REM sleep episode interruptions and REM sleep arousals.  

 

In the dCBT-I trial (Paper IV), similar a-priori power calculations were performed based on 

previous trials of dCBT-I (Blom et al., 2015; Garland et al., 2014; Lancee et al., 2016; 

Zachariae et al., 2016). We assumed a baseline SD of 4.0, which would give a moderate effect 

VL]H��&RKHQ¶V�G� ������ZLWK�D��-point difference on the ISI. As discussed in relation to the 

non-inferiority design, we took such a moderate effect size to be a good estimate of a 

minimally important difference in a clinical setting, thus setting the non-inferiority margin at 

2 points on the ISI. We then estimated that including 100 participants would give at least 80% 

statistical power to detect non-inferiority with such a non-inferiority margin at an alpha level 
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of 0.05. In the dCBT-I trial (paper IV) we did not adjust the target sample size to account for 

potential missing data (e.g., by adding 20% to the target sample size as in the BDLE trial). 

Missing data was minimal, however, with only 4 and 8 participant scores missing on the 

primary outcome at six-month follow-up. Nevertheless, had we included 120 participants, the 

LQFUHDVHG�SRZHU�PD\�KDYH�DYRLGHG�³LQFRQFOXVLYHQHVV´�ZLWK�UHJDUGV�WR�QRQ-inferiority at 33 

weeks follow-up. As a general side note, we base the above power calculations on t-tests. 

Whereas in the analyses of both the BDLE trial and the dCBT-I trial, linear mixed models 

were used, which have higher power than t-tests. 

 

4.4.2.2 Sample characteristics 
The participants in the BDLE trial were healthy subjects with no reported sleep difficulties. 

This limits the generalizability of the findings outside the healthy population. In particular, it 

is difficult to draw conclusions regarding potential benefits for patients admitted to the acute 

psychiatric ward based on this trial with healthy participants. See future directions for a 

further discussion on this. 

 

In paper III, the radar was most precise for the healthy participant dataset (DS1) from the 

BDLE trial. However, the classification models were trained on participants from the same 

trial by randomly splitting into a training and test dataset, meaning both the participant 

characteristics and the physical assessment situation was identical between training and 

testing. This is highly beneficial for precision outcomes and may partly explain why the radar 

performs poorer in the ambulatory patient dataset. Thus, the results obtained for the radar in 

the healthy dataset might not be generalizable to other samples with more disordered sleep or 

other less controlled settings.   

 

The context of the dCBT-I trial was different from most other trials where digital and FtF 

CBT-I have been compared as it was performed in the context of a secondary care sleep 

clinic. The patients receiving treatment at the clinic have been referred by their GP or from 

other secondary healthcare providers, such as the department of neurology, clinical 

neurophysiology, and other mental healthcare clinics. Although the severity of insomnia 

might not be substantially different (as discussed earlier), compared with participants 

recruited from the general population, patients recruited from a sleep clinic will typically have 

higher complexity in terms of symptoms, with a higher number of comorbid disorders and 

symptoms that may result in poorer daily functioning. Thus, a strength of the dCBT-I trial is 
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the use of a sample from a sleep clinic, which increases the validity and generalizability of the 

results for patients that seek insomnia treatment from the mental healthcare system. On the 

other hand, this setting also limits, to some extent, the generalizability to self-referred 

individuals with insomnia outside of the secondary mental healthcare setting, where it may be 

that dCBT-I is non-inferior to FtF. Finally, the dCBT-I version in our trial was fully 

automated, and it may be that a therapist-guided version with more therapist interaction 

would have performed better also in this sample.  

 
4.4.3 Measurements 

A limitation of the BDLE trial was that the DLMO assessments were not performed 

according to a constant routine procedure. It is known that posture, particularly standing, may 

increase the immediate concentration of melatonin, which is later reversed after 10 minutes of 

sitting (Benloucif et al., 2008; Deacon & Arendt, 1994). Participants were sitting most of the 

time during dim-light assessments but were allowed to stand, walk around the room, and go to 

the bathroom if necessary. This might thus constitute a source of noise in the data but is 

expected to influence assessments equally between conditions. Moreover, light exposure was 

never higher than 3lux, well below the acceptable thresholds (Benloucif et al., 2008), and thus 

accommodates recent discoveries that melatonin suppression occurs at lower levels than 

previously thought (Prayag et al., 2019). 

 

Furthermore, in the BDLE trial, we did not have baseline measures with PSG. This means 

VOHHS�YDULDEOHV�FRXOG�QRW�EH�FRPSDUHG�WR�WKH�LQGLYLGXDO¶V�VOHHS�LQ�WKH�KRPH�VHWWLQJ��:H�GLG�

find that bedtimes and wake-up times changed from pre-randomization to period 1 in the 

study, which might have led to some changes in PSG in period 1. Moreover, PSG assessments 

tend to display a first-night effect, where many participants find it more difficult to fall asleep 

and display poorer sleep quality the first due to the cumbersome nature of the equipment 

(Newell, 2012). We did have two nights of PSG assessments in each condition. However, in 

planning the analyses, we decided that the increased power gained by utilizing both nights in 

each condition outweighed our concerns regarding the first-night effect.   

 

Prior light history has also been found to moderate the effect of evening light exposure. 

Exposure to <200 lux during daytime (similar to an indoor light environment) for one week 

has been found to increase melatonin suppression when exposed to evening bright light 

compared with after a week of higher intensity daytime light exposure (Hébert et al., 2002). 
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Similarly, if exposed to dim light (<0.5 lux) during daytime for 3 days, a nighttime light 

exposure results in more melatonin suppression compared with after 3 days of daytime 200 

lux light exposure (Smith et al., 2004). Similar moderating effects of prior light exposure have 

also been found for circadian phase shifts (Chang et al., 2011) and alerting effects (Chang et 

al., 2013) of evening or night light exposure. In the BDLE trial, we attempted to gather 

information on daytime light exposure, but this data was unavailable for analysis due to 

hardware failure on several of these sensors. Thus, we did not control for daytime light 

exposure in the analyses. If participants were exposed to different daytime light intensities, 

this could confound the results reported for circadian phase-shifts and melatonin suppression. 

The randomized design, however, reduces the chances of prior light history explaining the 

between-condition effects.   

 
4.5 Future directions 

4.5.1 Upcoming challenges in blue-depleted lighting research 

The early studies on melatonin suppression spectral sensitivity found peaks around 460nm 

(Brainard, Hanifin, Rollag, et al., 2001; Thapan et al., 2001), indicating that there may be both 

a melanopsin and an S-cone contribution. However, a recent reanalysis of some of this data 

indicates melanopsin best explains the melatonin suppression (Prayag et al., 2019). Moreover, 

Spitschan and colleagues compared light spectra high or low in S-cone stimulation and found 

S-cone stimuli not to affect melatonin suppression (Spitschan et al., 2019). In support of this 

are findings from individuals with color-blindness (Ruberg et al., 1996) or complete blindness 

(Hull et al., 2018) showing near normal melatonin suppression in response to evening light. 

Although increasing evidence point to a dominance of melanopsin in the spectral sensitivity 

of melatonin suppression, there is a need for further studies disentangling the contributions of 

other photoreceptors (T. M. Brown et al., 2022; Vetter et al., 2022). Whether there is a 

contribution of rods will not significantly alter the spectral sensitivity of non-visual effects, 

given that rods and ipRGCs, to a large extent, have overlapping spectral sensitivity profiles, 

but further investigation using multi-photoreceptor models may discover slightly more 

accurate spectral sensitivities (T. M. Brown et al., 2022). For practical purposes, it seems like 

the use of the melanopsin action spectrum is a relatively precise way of predicting biological 

responses to light stimuli.  

 

This increasing consensus in the scientific community (T. M. Brown, 2020; CIE Central 

Bureau, 2019; Lucas et al., 2014; Nowozin et al., 2017; Prayag et al., 2019; Spitschan et al., 
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2019) has led the CIE (International Commission on Illumination) to release a standard to 

measure and quantify ipRCG-mediated responses to light (CIE Central Bureau, 2018). This 

internationally accepted standard, the melanopic Equivalent Daylight Illuminance (EDI), is an 

important step in comparing results across studies more effectively. The CIE also recently 

released a position statement that goes a long way to recommend the tuning of indoor light to 

achieve lower melanopic EDI during the evening and night (CIE Central Bureau, 2019). 

There is currently a high interest from academic scientists, industry, and healthcare 

stakeholders, in translational research on tunable indoor light environments. We are aware of 

several hospitals and nursing homes that have implemented versions of tunable lighting 

(Engwall et al., 2017, 2017; Figueiro et al., 2019; Giménez et al., 2017; Okkels et al., 2019; 

Schledermann et al., 2021; Vásquez-Ruiz et al., 2014), which most frequently takes the form 

RI�³F\FOHG�OLJKWLQJ´�WKDW�FRPELQH�VRPH�OHYHO�RI�EOXH-depletion in the evening with higher 

melanopic EDI during daytime. With implementation moving at a rapid pace, it is crucial that 

rigorous trials evaluate the effectiveness of these interventions in influencing non-visual 

effects of light as discussed in relation to papers I and II, but also investigate any issues 

regarding implementation for both patients and staff.  

 

The literature on non-visual effects of light exposure has demonstrated large interindividual 

GLIIHUHQFHV��$�UHFHQW�VWXG\�IRXQG�VXEVWDQWLDO�YDULDWLRQV�LQ�LQGLYLGXDOV¶�VHQVLWLYLW\�WR�WKH�

melatonin suppression effects by evening light exposure (Phillips et al., 2019). Furthermore, 

the non-image forming effects of light exposure are also known to be influenced by prior light 

history (Chang et al., 2011; Hébert et al., 2002), age (Daneault et al., 2016), differences in 

light sensitivity, circadian rhythm disorders (Aoki et al., 2001; Watson et al., 2018), medical 

illnesses, mental disorders (Crasson et al., 2004; Hasler et al., 2010; McGlashan et al., 2019), 

and medication status (McGlashan et al., 2018). The circadian system also receives input from 

other factors, such as sleep-wake and feeding-fasting cycles (Skene et al., 2018). There are 

also many acute and indirect non-image-forming effects, with new effects still being 

uncovered, and there is much work to be done to understand the interplay between these 

functions. All these factors should be addressed in more detail to understand for whom and 

given what circumstances evening BDLEs may be beneficial.  

 

A challenge regarding the implementation of evening blue-depleted lighting is making sure 

that light levels allow the residents or workers in such spaces visually comfortable and safe 

lighting while at the same time reducing melanopic EDI (Zandi et al., 2021). The depletion of 
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blue-light frequencies is typically done by removing most or all short-wavelength 

frequencies, resulting in orange-colored lighting with low Correlated Color Temperature 

(CCT) and low melanopic EDI. As the human visual system is adapted to use information 

from the full range of the photopic system, the removal of a large portion of the spectrum is 

reflected in the lower color discrimination ability that we found in paper I, which has also 

been reported by others (Rahman et al., 2017). This change in color perception may be an 

obstacle to widespread implementation, as some will experience reduced visual comfort or 

enjoyment of media and screens in the evenings. More importantly, this may be of more 

consequence in some working environments, such as hospitals, where the reduced visual 

ability of staff may lead to severe consequences for inpatients. We recently performed a small 

study with nurse staff at the new acute psychiatric unit. We did not find any significant 

FKDQJHV�LQ�QXUVHV¶�VOHHS�RU�IXQFWLRQLQJ�H[FHSW�D�VOLJKW�LQFUHDVH�LQ�VOHHSLQHVV�ZKLOH�ZRUNLQJ�LQ�

the BDLE (Kjørstad et al., 2022). One qualitative study, with the staff in an elderly care-home 

WZR�\HDUV�DIWHU�WKH�LPSOHPHQWDWLRQ�RI�³FLUFDGLDQ�OLJKWLQJ´�UHSRUWHG�Kigh staff satisfaction with 

the new lighting, but that the ability to adjust the lighting to maintain visibility in all situations 

was perceived as important (Schledermann et al., 2021). These are small studies, however, 

and further investigations in larger samples need to be undertaken to uncover any negative or 

positive effects BDLE may have on staff.  

 

Recent advances in lighting technology may alleviate the reduced color-discrimination ability. 

Several groups have now published findings with new LED light sources that blend several 

light spectra to combine wavelengths at the long end with wavelengths at the short end of the 

melanopsin action spectrum. The result is a metameric light spectrum that falls mostly outside 

the action spectrum of melanopsin-based light reception while still activating the S-cones to 

some extent, in addition to the M and L-cones, thus being perceived as white light. A recent 

study by Souman and colleagues demonstrated a 50% reduction in melatonin suppression 

comparing a metameric light with a standard light source (Souman, Borra, et al., 2018), which 

is comparable in size to our findings in BDLE. Allen and colleagues created metameric visual 

display units and found less melatonin suppression and higher subjective sleepiness when 

participants viewed movies on such displays compared with standard display units (Allen et 

al., 2018). Recent work by Zandi and colleagues also demonstrates that by using 6, 8, or 11-

channel LED luminaires, metameric spectra could be generated in specific chromaticity 

regions that theoretically could be highly efficacious in reducing melatonin suppression 

(Zandi et al., 2021). They also show that metameric lighting can be generated with high color 
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fidelity, meaning less distortion of the color appearance of objects. The potential of 

metameric lighting should be addressed in further laboratory studies to evaluate its effects on 

other non-image-forming effects, such as circadian phase-shifting, alertness, and mood. If 

effectiveness is confirmed, metamers may solve some caveats related to the implementation 

of blue-depleted lighting.  

 

4.5.2 Potential application of BDLEs and radars in hospitals  

In the BDLE trial, the beneficial effects of evening BDLE on sleep and circadian rhythms are 

demonstrated in a group of young, healthy adults characterized by stable circadian rhythms 

profiles and normal sleep. The benefits of BDLE may be even more pronounced in 

populations where sleep is more disturbed or in settings where light levels impede good sleep. 

These two factors converge in the case of hospitals, where patients tend to have a high 

prevalence of sleep disturbances (Elliott et al., 2013; Engwall et al., 2015; Langsrud et al., 

2016; Schennach et al., 2019; Wulff et al., 2010), and the where the light levels tend to be 

high (Bani Younis et al., 2021). In psychiatry, sleep disturbance is almost a trans-diagnostic 

symptom of mental illness, and the generation of sleep and stabilization of sleep-wake 

patterns is considered to be an important part of the treatment. These problems are currently 

treated with a combination of sleep medication and stabilization of bedtimes and rise times 

(Rehman et al., 2017). 7KH�OLQH�RI�UHVHDUFK�GHPRQVWUDWLQJ�WKH�HIILFDF\�RI�³GDUN�WKHUDS\´��RU�

³YLUWXDO�GDUN�WKHUDS\´�XVLQJ�EOXH-blocking glasses, on both sleep and symptoms of mania in 

acutely admitted patients with bipolar disorder (Barbini et al., 2005; Gottlieb et al., 2019; 

Henriksen et al., 2016, 2020) suggests reducing evening light exposure may be a way to 

improve treatment of inpatients in psychiatry. It is currently unknown whether the 

mechanisms for such improvements are mediated via circadian rhythms, sleep, reduced 

alertness, or other factors. In these data from healthy participants, wH�ILQG�WKDW�D�³YLUWXDO�

GDUNQHVV´�FDQ�EH�UHSOLFDWHG�LQ�D�KRVSLWDO�OLJKW�HQYLURQPHQW�E\�JHQHUDWLQJ�D�%'/(��7KLV�KDV�

the advantage of remotely controlling the timing of exposure to light, which removes the 

burden for patients of having to comply with treatment schedules.  

 

There is widespread interest in the implementation of programmable lighting systems in 

hospitals. Such chronotherapeutic interventions depend upon the ability to control all light 

exposure, both ambient and incident, and a hospital environment may be well suited to exert 

such rigorous control. However, implementation of tunable lighting has moved at a pace 
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where the clinical trials testing efficacy are lagging behind. Some studies using cycled 

lighting have found indications of increased rhythmicity (West et al., 2019) and actigraphy-

assessed sleep duration (Giménez et al., 2017). Other studies indicate that cycled lighting has 

no effect on critical care inpatients (Engwall et al., 2017) or inpatients with mood disorders 

(Okkels et al., 2019). One recent study found cycled lighting increased TST, SE, and WASO 

paired with phase-advancement of rest-activity rhythms as assessed with actigraphy in 

patients admitted with depression (Canazei et al., 2022). In general, the clinical trials to date 

have been small or have suffered from limited control of incident light and other light sources. 

With plans of implementation continuing in many hospitals, there continues to be a need for 

larger trials in diverse clinical populations (Drews et al., 2020; Scott, Langsrud, et al., 2019). 

However, particular care needs to be taken in the design of such studies in hospital settings, as 

QXPHURXV�IDFWRUV�LQIOXHQFH�D�SDWLHQW¶V�UHFRYHU\�IURP�LOOQHVV��7KH added benefit of BDLE on 

these healing processes might be small and challenging to tease apart from other processes. 

There may be large variations in effects on health for individuals depending on their age and 

medical status (Boyce, 2022). Trials should be performed across diverse populations to 

investigate which patients may or may not benefit. It may also be that effects of BDLE are 

more pronounced over time, and we would encourage investigations on the clinical usefulness 

of BDLE in settings where patients are admitted over more extended periods.  

 

In paper III, we test real-time assessment of sleep using the radar. Although real-time models 

performed slightly worse than non-real-time models, the advantages of real-time models may 

outweigh such performance differences in the hospital setting. Similarly, although the 

nightstand radar assessment performed slightly better, the possibility of embedding radar 

technology in ceilings likely outweighs this slight performance benefit. Currently, due to the 

invasiveness and resource-demanding nature of PSG, and that actigraphy does not allow for 

real-time sleep monitoring, effective use of sleep-wake monitoring is not economically or 

practically feasible in a hospital inpatient setting. This results in the utilization of real-time 

sleep-wake information being severely limited. In psychiatry, the most common form of 

sleep-wake monitoring is nurses physically entering patient rooms to intermittently check on 

patients (e.g., every other hour through the night). In this setting, intermittent observations 

aim to ensure patients do not engage in self-harming or suicidal behavior. However, it has 

been argued that such observations do not reduce such risk, as few suicide attempts occur 

during nighttime ± and overwhelmingly occur during observations. Instead, intermittent 

observations lead to sleep deprivation for most inpatients (Veale, 2019). There is still much 
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work to be done before radar assessment of sleep is reliable enough to support clinical 

decision-making in hospitals. E.g., studies comparing radar to nurse observations should be 

performed. With time, however, the use of real-time monitoring of sleep-wake state could be 

a replacement for intermittent observations. 

 

Another application of real-time models is the identification of patients with OSA symptoms. 

A recent review found a higher prevalence of OSA among, e.g., patients with depression or 

PTSD (Gupta & Simpson, 2015). Moreover, some medications commonly used in inpatient 

psychiatric care may exacerbate symptoms for patients with underlying OSA (Zolezzi & 

Heck, 2015). Both Crinion and colleagues (Crinion et al., 2020) and Zaffaroni and colleagues 

(Zaffaroni et al., 2013) have tested radar as a screening tool for OSA and found it especially 

useful in confirming more severe cases. This use of radar may provide a way to identify 

patients with OSA before administering medications that worsen such symptoms and identify 

patients with harmful side effects in real-time. Further studies are needed to establish the 

efficacy of radar sleep monitoring in sleep-disordered breathing, but it has potential in terms 

of improving assessment and, thus, treatment in a psychiatric hospital setting where this 

traditionally has been challenging. 

 

4.5.3 Potential of BDLE in the treatment of depression and insomnia 

A long line of research has associated depression with dysregulated REM-sleep (Riemann et 

al., 2020), which includes longer REM-sleep duration, shorter latency to the first REM-

episode, and increased REM-density (Kupfer & Foster, 1972; Riemann et al., 2012, 2020). 

Increased REM-density has also been found to predict the onset of depression (Rush et al., 

1986). Further, antidepressant medications suppress REM sleep (Wilson & Argyropoulos, 

2005), and response to antidepressant treatment is associated with the degree of REM-

suppression (Riemann et al., 2001), and with higher REM-density before treatment 

(Lechinger et al., 2021). After treatment, patients with persisting REM abnormalities may 

also be at a higher risk for relapse (Giles & Roffwarg, 1998; Steiger & Pawlowski, 2019). 

This was thought to indicate an increased pressure for REM sleep, to the extent that it is 

maladaptive, and early hopes were for these changes to represent a stable biomarker for 

depression. However, later findings demonstrated that altered pressure for REM sleep is 

exhibited in many psychiatric illnesses and is associated with increased comorbidity (Baglioni 

et al., 2016).  
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The proposed role of REM sleep microstates in emotion regulation and the frequent REM 

sleep alterations in mental disorders and insomnia may be part of the mood and cognitive 

symptoms in these disorders (Simor et al., 2020). Restless REM sleep, defined as the 

instability of REM sleep and high REM-density, has been found to reduce the overnight 

resolution of emotional distress (Riemann et al., 2012; Wassing et al., 2016, 2019). Being 

prevalent in insomnia, restless REM sleep has been proposed to lead to an accumulation of 

distress inducing a state of hyperarousal that may prompt sleep-onset and maintenance issues 

in insomnia and further exacerbate restless REM sleep ± thus both being a risk factor for and 

a maintaining factor in insomnia (Van Someren, 2021; Wassing et al., 2016). As previously 

mentioned, it has further been speculated that this same process constitutes a trans-diagnostic 

risk factor for both mood and anxiety disorders, as insomnia strongly predicts the onset of 

both mood and anxiety disorders (Hertenstein et al., 2019), and that the treatment of insomnia 

may improve levels of depression (Manber et al., 2008). The studies using blue-blocking 

glasses for depression have so far been inconsistent (Hester et al., 2021), and the trial of 

cycled lighting for depression found no effect on depressive symptoms (Okkels et al., 2019). 

Future studies should investigate if increased REM sleep consolidation could mediate any 

potential effect of blue-blocking lighting in the evening.  

 

In individuals with insomnia, the use of blue-blocking glasses has been reported to improve 

both objective and subjective sleep outcomes in symptoms (Shechter et al., 2018).  

In paper I, we find a slight increase of about 8 minutes in TST with BDLE. This is similar to 

the objectively measured increase in TST found in a recent meta-analysis of CBT-I (Trauer et 

al., 2015). Importantly, this is with healthy participants, but it may indicate that adding BDLE 

to CBT-I could be tested to boost treatment, especially considering potential effects on REM 

sleep consolidation and arousal. Interestingly, the sleep-restriction component of CBT-I has 

been found to reduce measures of both subjective pre-sleep arousal and objective cortical 

arousal during sleep (Maurer et al., 2022), suggesting that reduced cortical arousal during 

sleep may underlie the effectiveness of sleep restriction. Recent findings also indicate that a 

subgroup of insomnia patients may have an underlying circadian disruption (Faaland et al., 

2022; Flynn-Evans et al., 2017), suggesting BDLE might help these patients specifically. 

Indeed, one small study has reported some added benefits of adding blue-blocking glasses to 

CBT-I, particularly on subjective levels of anxiety and hyperarousal �-DQNĤ�HW�DO��������. 

Future studies should test the effects of BDLE on insomnia in larger samples. It may also be 

that such effects only exist for subgroups of patients, e.g., patients with circadian 
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misalignment or patients with sleep-wake state misperception, which may indicate increased 

arousal and REM sleep fragmentation.  

 

4.5.4 Implementation of BDLEs in the general population 

A seminal work by Geoffrey Rose greatly impacted the discourse regarding implementation 

strategies in the field of epidemiology (Rose, 1992). Rose argued that efforts to prevent 

illness in a societal context primarily take two forms. First, the high-risk strategy intends to 

identify individuals with symptoms or illness early and aim effective treatments at these 

individuals, thus reducing the risk for further illness. An example could be identifying 

patients that have or are developing circadian rhythm disorders with screenings at the primary 

FDUH�SK\VLFLDQ¶V�RIILFH�DQG�SUHVFULELQJ�WRROV�WR�FUHDWH�DW-home BDLEs (e.g., guidance on 

lighting, physical blue-blocking filters on screens, etc.). The disadvantages of this strategy are 

primarily the difficulties of identifying high-risk patients early and that interventions tend to 

be palliative and temporary (Hunt & Emslie, 2001). Second, the population strategy aims to 

implement interventions population-wide to achieve an incremental reduction in the risk of 

illness, e.g., encouraging the general population to adopt the principles of blue-depleted 

evening lighting at home. This approach acknowledges that illness always develops in a 

context (McLaren et al., 2010) and attempts to control the determinants of incidence by 

encouraging radical change to the norms of behavior in society (Hunt & Emslie, 2001; Rose, 

1992). The discoveries of the non-visual effects over the last two decades have run in parallel 

with the increasing use of light-emitting screens (Hale et al., 2018) and a shift towards LED 

luminaires higher in short-wavelengths (Cain et al., 2020), creating a significant discrepancy 

between the behavioral norms for evening light consumption and the accrued scientific 

knowledge. This is a typical situation where there may be a high gain in terms of overall 

population health and societal disease burden by encouraging the population-wide 

interventions, such as circadian-friendly lighting technology in the home.  

 

It is known that the general economic burden related to sleep loss is high across many 

developed countries (Hafner et al., 2016). Recent data indicate that higher light levels in the 

evenings are associated with an increased risk of a range of mental disorders (Burns et al., 

2022). The effect of lighting on circadian rhythms and sleep likely contributes to a large 

extent to the disease burden in society, including reduced work productivity (Koritala & 

dDNPDNOÕ�������. To further assess the benefits of using a population strategy, there is a need 
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for large-scale longitudinal studies that investigate the effects of evening light exposure on 

health outcomes, sick days, productivity, and incidents of accidents (T. M. Brown et al., 

2022). For certain groups, such as individuals at high risk for circadian rhythm disorders (e.g., 

late chronotypes with more than 2 hours of social jetlag) (Meyer et al., 2022), the evidence 

may already be sufficient to prescribe at-home BDLEs as a preventive intervention to limit 

circadian rhythm misalignment. The cost of providing such equipment may be recovered by 

the potential benefits on sleep, health, and productivity �.RULWDOD�	�dDNPDNOÕ�������. 

However, although there may be both an economic and health gain on a population level, the 

benefit for the individual with healthy sleep may be minuscule and irrelevant to the 

individual. This has been referred to as the prevention paradox (Hunt & Emslie, 2001; Rose, 

1992) and necessitates careful consideration of any potential risk, as small risks may easily 

outweigh these small benefits on the individual level.   

 

The risks of adjusting evening lighting levels are considered to be relatively small. In our 

BDLE trial, we did not find indications for unwanted side effects, except for the discussed 

reductions in color-discrimination ability. However, it may be that advocating for population-

wide adoption of evening BDLE may increase focus and attention towards optimizing sleep in 

many individuals, given that the visibly different lighting provides a constant potential 

reminder of sleep optimization. Such a development has been seen as a result of the increased 

use of sleep trackers in the general population, where many anxious individuals seek help for 

self-diagnosed sleep problems as a consequence of the increased perfectionist focus on sleep 

WKDW�KDV�EHHQ�WHUPHG�³RUWKRVRPQLD´�(Baron et al., 2017; Gavriloff et al., 2018). Typically, the 

literature on tunable lighting seems to lean more towards techno-optimism (Danaher, 2022), 

focusing on the novelty, potential, and benefits of the new lighting technology and less on 

harmful effects. Industry is already pushing heavily for the adoption of new lighting products 

at a population-wide level. Thus, it is my view that the scientific community must take the 

role of voicing any potential concerns. As there is a risk of increasing negative focus toward 

sleep, this may outweigh the benefits of implementing BDLE on a population-wide level.  

 

Rather than recommending widespread at-home adoption of BDLEs, it may be more feasible 

to recommend simpler changes in at-home evening light environments. The reduction of 

evening light intensity at home, although to very low levels (< 3 lux), has been found to 

phase-advance DLMO by approximately one hour (Burgess & Molina, 2014). Brown and 

colleagues recently published expert consensus recommendations for at-home light levels and 
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recommend that in the last 3 hours prior to bedtime, light levels should stay below a 

maximum of 10 melanopic EDI (T. M. Brown et al., 2022). This can be achieved without 

making costly and comprehensive changes to lighting fixtures. Most homes already have 

warm-white, often dimmable, light. Modern LED-luminaires often have melanopic Daylight 

Efficacy Ratio (DER) low enough to allow 30 photopic lux while keeping melanopic EDI 

below 10 lux (Schlangen & Price, 2021). Moreover, investigations using wearable light 

sensors have found that in 50% of homes, the evening light levels were already below 

recommended threshold (Cain et al., 2020). Public information campaigns may increase 

awareness of how simple changes in existing lighting may be combined with reduced screen 

time in the evening. This may provide healthier evening light environments and be an 

alternative to the population-wide implementation of BDLE. This may strike a balance 

between concerns of stimulating more anxiety regarding sleep and nudging the general 

population towards sleep and circadian-friendly evening light environments.   

  

The more extensive alterations required (exchanging all fixtures and filters to block incident 

short-wavelength light) to create the ultra-low melanopic DER in a BDLE may be reserved 

for public settings in which higher light levels are needed (typically >100 lux) to support 

normal function, e.g., hospitals, nursing homes, etc. (T. M. Brown et al., 2022). Such 

applications might also mitigate the adverse effects of shift work on staff in public facilities. 

Attempts have been made to create models that take into account individual variation among 

staff in circadian rhythms timing and chronotype, to plan and use blue-filtering tools to reduce 

the negative health effects of shift work (Guarana et al., 2021). One study by Albala and 

colleagues demonstrated that an automatic blue-depleted task light could be used when nurses 

performed tasks in patient rooms during nighttime, and this increased caregiver satisfaction 

and patient anxiety (Albala et al., 2019). As already mentioned, we have not found negative 

HIIHFWV�RI�ZRUNLQJ�LQ�%'/(�RQ�QXUVHV¶�sleep or work function (Kjørstad et al., 2022), but the 

study was limited by low participation rates and hence low power. More work is needed to 

determine the effects of implementing these new light systems on staff performance and 

health outcomes.  

 

There is a rapid development of smart integrative lighting based on the metameric principles 

discussed earlier. More studies are needed to ascertain this technology's physiologic 

effectiveness in naturalistic settings. However, this technology may reduce the potential risks 

discussed counter to the population-wide adoption strategy of BDLEs. Smart integrative 
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lighting may allow the user to select from a menu that metameric BDLEs should be 

automatically generated in the evening. As this would lead to minimal changes in perceived 

color, the risks of increasing attention toward sleep and sleep optimization might be lower. 

With time, such solutions will likely find their way into home environments, which, if 

anything, should motivate the sleep research community to be at the forefront of testing the 

efficacy of such solutions.  

 

4.5.5 Implementation of radar assessment of sleep in the general population 
The radar assessment of sleep, almost more than the other technologies, could very easily be 

used as a consumer sleep technology (CST). In fact, the same radar sensor used in paper III is 

already commercially available as a CST. There may, however, be important caveats 

regarding who needs continuous sleep tracking and if there are unwanted effects of such 

tracking in healthy sleepers, e.g., similar negative attentional processes following sleep 

optimization discussed for BDLE. Some groups, like individuals with mood disorders, may 

benefit from long-term sleep monitoring as changes in sleep can precede worsening of 

psychiatric symptoms, allowing earlier identification of illness episodes and intervention on 

sleep. A range of other episodic illnesses (e.g., autoimmune diseases) are also aggravated by 

poor sleep and may have similar benefits from early identification and intervention of 

developing sleep disturbances. Moreover, there may be a potential benefit of using radar 

assessment as a part of CBT-I (Baron et al., 2017) to provide more objective measures of 

sleep, particularly in the case of patients with the paradoxical-insomnia subtype (Perlis et al., 

2022).  

 

4.5.6 Implementation of dCBT-I  

CBT-I is an excellent example of an intervention targeted toward a specific group of 

individuals. dCBT-I, although its scalability allows for population-wide dissemination, can be 

characterized as a high-risk strategy of prevention (Hunt & Emslie, 2001; Rose, 1992). For 

the treatment of insomnia, we would advocate for a stepped-care model to disseminate CBT-I 

across the population effectively, similar to what Espie and colleagues (Espie, 2009; Espie et 

al., 2013), and later Baglioni and colleagues (Baglioni et al., 2020) have proposed. This 

would entail a hierarchy of treatment levels with increasing therapist assistance. The first step 

could be GPs prescribing access to a fully automated version of dCBT-I, such as the one 

tested in paper IV. A second step could be group-based FtF CBT-I, or therapist-assisted 

dCBT-I, based on patient preference or traits. Therapist-guided versions provide a middle-



87 
 

ground that may help reduce the often high drop-out rates during completely automated 

therapy (Leerssen et al., 2022). Third could be individual FtF therapy with trained health care 

SURIHVVLRQDOV�WKDW�FDQ�WDLORU�WUHDWPHQW�IXUWKHU�WR�WKH�LQGLYLGXDO�SDWLHQW¶V�V\PSWRPV�DQG�QHHGV��

If treatment is unsuccessful at a lower step, patients could be ³VWHSSHG�XS´�WR�D�KLJKHU�OHYHO�RI�

care. However, a potential problem for stepped care approaches where CBT-I is offered at all 

steps is that patients may not be motivated to go through additional rounds of the same 

intervention that they already experienced as ineffective, with the only difference being by 

whom the intervention is provided. Additional strategies could perhaps mitigate this. To 

curtail the number of patients having to go through unsuccessful treatments, screening at the 

primary care level would be necessary to sort people into steps based on, e.g., severity of 

insomnia, treatment modality preferences, the complexity of clinical symptoms outside of 

insomnia, and general functioning. In addition, measures should be taken to detect signs of 

unsuccessful treatment early and increase their level of assistance (as discussed in the context 

of paper IV) to minimize resignation or treatment fatigue. Although the model must be 

tailored to what resources are available locally in terms of trained CBT-I therapists, it 

demonstrates a way in which quality-controlled CBT-I can be made available to the public 

while reserving the scarce and expensive therapist resources to those clinical cases where this 

is most required.  

 

4.6 Main conclusions  

x Evening BDLEs phase-advanced DLMO phase, reduced melatonin suppression, and 

increased TST and REM sleep duration compared with SLE.  

x There was some indication of reduced neurocognitive arousal in BDLE compared with 

SLE, but no effects on subjective sleepiness.  

x The color-discrimination ability was reduced in BDLE compared with SLE, but no 

substantial subjective side effects were reported.  

x Residing in the evening BDLE reduced the fragmentation of REM sleep and 

microarousals during REM sleep. There were no differences in REM sleep density.  

x Both REM sleep fragmentation and REM sleep duration were associated with DLMO 

phase-shifts, but BDLE has an effect over and above that of phase-shift. This was not 

the case for REM sleep duration.  

x REM sleep accumulated faster throughout the night in BDLE but did not seem to be at 

the expense of SWS (N3).  
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x Real-time sleep-wake classification models were developed to analyze radar data. 

x Compared with PSG, real-time models performed on par with those often seen for 

actigraphy. 

x Agreement between radar and PSG was generally excellent in healthy subjects, but the 

limits of agreement were wider for patients undergoing ambulatory sleep assessments. 

x In healthy subjects, both radar and actigraphy showed high classification results. In 

the patient data, actigraphy showed higher specificities. Both radar and actigraphy 

tended to overestimate SOL and underestimate NW. 

x dCBT-I was inferior to FtF CBT-I at 9 weeks, whereas results were inconclusive 

regarding non-inferiority at 33 weeks follow-up.  

x FtF was superior to dCBT-I at both 9- and 33-weeks follow-up.  

x Uptake and completion rates of treatment were lower for dCBT-I.  

x There were no differences in other secondary outcomes of the dCBT-I trial.  

 
 
4.7 Concluding remarks 

The collection of papers included in this thesis collectively demonstrate that new technology 

may be used to improve the assessment and treatment of sleep and circadian rhythms 

disruption. The context for all the trials/data collections included in this thesis is a university 

hospital. These papers shed light on how technology may be specifically used to improve 

sleep management in a hospital setting. For the emerging technologies of BDLE and radar, 

these findings represent early steps and lay the foundations for larger studies with clinical 

samples to assess further potential. Our findings of measurable physiological effects of BDLE 

in healthy subjects could serve as a proof-of-concept and may spur further investigations in 

different clinical samples where the measurements that were undertaken here may not be 

feasible. Indeed, we are aware of several studies in the pipeline that test variants of BDLE 

with inpatients, and it is a matter of time before we know more about its efficacy for various 

clinical populations. Our findings regarding REM sleep consolidation must be considered 

exploratory but open new questions for future work on insomnia and mental disorders. The 

radar assessment of sleep offers advantages over PSG or actigraphy by offering contact-free 

sleep assessment. Moreover, the radar can provide real-time information on sleep-wake state, 

which, with further validation, may be used to monitor inpatient sleep-wake state. This may 

indirectly improve sleep by reducing the need for intermittent nurse observations that wake 

the patient. In the case of dCBT-I we do not establish non-inferiority to FtF treatment. dCBT-
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I does offer other advantages, such as facilitated dissemination of evidence-based insomnia 

treatment that may be especially helpful at lower levels of care. However, these findings 

indicate FtF CBT-I should remain the treatment of choice in the setting of secondary care 

sleep clinics. The upcoming questions for dCBT-I concern the implementation into national 

health care systems. Future studies should investigate methods to identify patients likely to 

have good outcomes with digital therapy and systems to detect unsuccessful treatments. 

Moreover, the cost-benefit of different versions of stepped-care models should eventually be 

investigated to ensure the best possible implementation strategies. Taken together, this thesis 

suggests that technology has a role in efforts to improve the treatment and assessment of sleep 

and circadian rhythms disturbance.  
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The evening light environment in hospitals can be designed 

to produce less disruptive effects on the circadian system and 

improve sleep
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Abstract
Study Objectives: Blue-depleted lighting reduces the disruptive effects of evening arti+cial light on the circadian system in laboratory experiments, but this has not 

yet been shown in naturalistic settings. The aim of the current study was to test the effects of residing in an evening blue-depleted light environment on melatonin 

levels, sleep, neurocognitive arousal, sleepiness, and potential side effects.

Methods: The study was undertaken in a new psychiatric hospital unit where dynamic light sources were installed. All light sources in all rooms were blue-depleted 

in one half of the unit between 06:30 pm and 07:00 am (melanopic lux range: 7–21, melanopic equivalent daylight illuminance [M-EDI] range: 6–19, photopic lux 

range: 55–124), whereas the other had standard lighting (melanopic lux range: 30–70, M-EDI range: 27–63, photopic lux range: 64–136), but was otherwise identical. 

A total of 12 healthy adults resided for 5 days in each light environment (LE) in a randomized cross-over trial.

Results: Melatonin levels were less suppressed in the blue-depleted LE (15%) compared with the normal LE (45%; p = 0.011). Dim light melatonin onset was phase-

advanced more (1:20 h) after residing in the blue-depleted LE than after the normal LE (0:46 h; p = 0.008). Total sleep time was 8.1 min longer (p = 0.032), rapid eye 

movement sleep 13.9 min longer (p < 0.001), and neurocognitive arousal was lower (p = 0.042) in the blue-depleted LE. There were no signi+cant differences in 

subjective sleepiness (p = 0.16) or side effects (p = 0.09).

Conclusions: It is possible to create an evening LE that has an impact on the circadian system and sleep without serious side effects. This demonstrates the 

feasibility and potential bene+ts of designing buildings or hospital units according to chronobiological principles and provide a basis for studies in both nonclinical 

and clinical populations.

Key words:  circadian rhythms; lighting; sleep; arousal; hospitals

Statement of Signi"cance
Evening and night exposure to blue light exert particularly disruptive effects on the circadian system, but tunable LED-systems allow for blue-depleted evening 

lighting more adapted to human circadian biology. We demonstrate that when a blue-depleted light environment is integrated into a large-scale building  complex, 

this has quanti+able effects on the circadian system and sleep. Our study was performed in a new acute psychiatric hospital unit where healthy participants 

resided for 5 days, a similar duration as patient admissions. This shows that it is possible to use the evening light environment to target circadian disruption and 

sleep in such a setting and it may have additional applications in a range of settings where control over incident and ambient light is feasible.
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XX

XXXX
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Introduction
Light is the most important time-giver for the human circa-
dian system [1–3]. Throughout evolution, this system has con-
tinuously adapted to the signal created by the cyclic shifts in 
nature from daylight to nighttime darkness. The advent of 
electric lighting transformed visual perception in evening en-
vironments, increasing the number of hours available for both 
productivity and recreation. However, exposure to arti+cial light 
during normal dark periods exerts additional effects because 
of the nonvisual effects of light, such as delaying the circadian 
phase, suppressing melatonin production, delaying sleep onset, 
changing sleep architecture, and increasing alertness [4–6]. 
Furthermore, circadian disruption can have negative effects 
on both mental and somatic health and can contribute to de-
pression, insomnia, metabolic abnormalities, obesity, immune 
impairment, poor cognitive performance, and a greater risk of 
cancer [7]. These substantial changes in timing, color, and in-
tensity of evening light have occurred at a rapid pace with re-
gard to the evolutionary perspective and likely have widespread 
and ongoing implications for health and sleep at a societal level 
[8]. In contrast, residing in natural darkness at night has been 
shown to phase-advance circadian rhythms and sleep timing [5, 
9]. It remains unknown whether it is possible to create a scal-
able and usable indoor light environment (LE) that mitigates the 
negative effects of arti+cial evening light on circadian rhythms, 
sleep, and arousal.

The effects of light on the circadian system are primarily me-
diated by the intrinsically photosensitive retinal ganglion cells 
(ipRGCs) [10–12], which project to the circadian pacemaker in the 
suprachiasmatic nucleus of the hypothalamus. ipRGCs are pri-
marily sensitive to short-wavelength, blue light (λmax ~ 480 nm) 
[10], suggesting the potential to mitigate the negative effects of 
evening arti+cial light by modifying the spectral composition of 
the indoor LE [8]. It has previously been shown that selectively 
+ltering out short-wavelength, blue light in the evening or night
reduces melatonin suppression and alertness [13–18], indicative
of impeded ipRGC signaling. However, these effects were estab-
lished under laboratory conditions, whereas a naturalistic set-
ting introduces large variability in irradiance and illuminance
resulting from general movement, changes in direction of gaze, 
light emitting screens, and ambient light. Therefore, it remains
to be determined whether meaningful physiological effects can
be achieved when such lighting modi+cations are applied in
general housing or institutional settings.

The application of evening blue-depleted lighting may ex-
tend to many situations where it is feasible to exert a high level 
of control over all light sources. It may, however, hold potential 
in hospitals in which sleep–wake disruptions are ubiquitous 
and light levels at times may exceed those in household set-
tings. It is known that patients with critical illnesses often have 
disrupted circadian rhythms [19], a phenomenon that is asso-
ciated with a subsequent increase in morbidity and mortality 
[20, 21]. Moreover, disrupted circadian rhythms and sleep–wake 
cycles are equally, if not more apparent, in severe mental dis-
orders compared with physical illnesses [22], highlighting the 
need for non-pharmacological interventions that can be used 
to target sleep–wake disruption and arousal in clinical psych-
iatry. Notably, the application of extended darkness in the 
evening and night [23–25], or +ltering out short-frequency, blue 
light using blue-blocking glasses [26] has been shown to reduce 

manic symptoms in patients acutely admitted with mania [27]. 
Given the potential bene+ts to this population, we decided to 
examine the potential application of an evening blue-depleted 
LE as implemented in a large-scale, multiroom complex such 
as a hospital by integrating such a lighting system in a new 
psychiatric unit.

The new hospital unit contains two wards that have iden-
tical, mirror-image layouts, and similar levels of photopic lux, 
albeit different light spectrum compositions in the evening: 
evening blue-depleted or standard hospital LE. Prior to opening 
of the unit for patient admissions, we undertook a proof-
of-concept study to evaluate the effects of the evening blue-
depleted LE on healthy subjects. In a randomized cross-over 
trial, healthy, young adult volunteers resided for alternating 
periods of 5 consecutive days in each ward. Our main aims 
were to test whether residing in the evening blue-depleted LE 
in,uenced the timing of dim light melatonin onset (DLMO), 
melatonin suppression, and polysomnographic sleep vari-
ables as compared with the effects of exposure to standard 
LE. Secondary aims were to determine whether differences in 
neurocognitive arousal and subjective levels of sleepiness could 
be identi+ed and whether any side effects might be associated 
with residing in the blue-depleted LE.

Methods
Study design

Participants completed a comprehensive screening procedure, 
7-day pre-randomization monitoring, and the 13-day study
protocol. Prospective participants were eligible for inclusion
in the research if their habitual sleep–wake patterns were
within normal parameters (de+ned for the purposes of the
study as weekday bedtime between 10:30 pm and 12:00 am
and weekday rise time between 06:30 am and 08:00 am), with
small intraindividual variations (<2  h) between weekdays and
weekends and they tested negative for color blindness on the
Ishihara plate test.

Exclusion criteria were evidence of any current med-
ical or psychological conditions, current use of prescription 
medication(s), family history of severe mental illness, cur-
rent sleep disorders, night shift work in the preceding 2 years, 
trans-meridian travel in the preceding 2 months exceeding one 
time-zone, and/or current use of nonprescription drugs or illicit 
substances (not including alcohol or nicotine).

During the 7-day pre-randomization monitoring, all par-
ticipants were asked to maintain a +xed sleep–wake schedule 
(bedtime: 11:00 pm–12:00 am, rise time: 07:00 am–08:00 am) and 
wear an actiwatch. Participants were asked to refrain from the 
ingestion of alcohol and/or caffeine after 12:00 pm for the dur-
ation of the project.

A randomized cross-over design (see Figure  1 and 
Supplementary Figure S1) was chosen for this study as within-
participant variation was expected to be lower for our main 
outcomes compared with between-participant variation, thus 
allowing for a smaller number of participants. Participants 
resided for a total of 10 days (2 conditions of 5 days each) in 
late September 2017 in a new 40-bedded acute psychiatric 
unit at St. Olavs Hospital in Trondheim, Norway. Individuals 
were randomized to +rst reside 5  days in one of two wards 
followed by an intermission day and then to reside the next 

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
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5  days in the other ward. The only difference between the 
two wards was the light spectrum to which residents were 
exposed during the evening and night (see Supplementary 
Figure S2 for an overview of the unit). One ward provided a 
blue-depleted LE in the bedrooms, bathrooms, hallways, and 
common areas from 06:30 pm until 06:50 am and standard 
hospital lighting throughout the day, whereas the other ward 
utilized standard LE at all times. In addition, participants in 
the blue-depleted LE were asked to use blue-blocking +lters 
(lowbluelights.com) on their electronic media devices in the 
evenings. Each ward consisted of 20 bedrooms with common 
areas for socializing and dining.

Participants were given a timetable at the beginning of each 
5-day condition that detailed the type and timing of assess-
ments. Hospital staff members were present to maintain safety
and assist in the day-to-day running of the wards (e.g. delivery
of meals).

During residency at the hospital unit, all participants were 
awoken by 07:00 am and expected to leave the unit by 08:00 am 
and return by 05:00 pm. Between 05:00 pm and 06:00 pm, partici-
pants had dinner in a common dining room (with standard hos-
pital lighting). At 06:00 pm, participants returned to the LE they 
were currently allocated to and were free to spend their time in 
their rooms or the common areas. Participants were requested 
to retire to their bedrooms for sleep by 11:00 pm and turned the 
lights off during the sleep opportunity.

Ethics

The protocol was approved by the Regional Ethical Committee 
in Trondheim (Central Norway; REK: 2017/916) and is registered 
on the ISRCTN website (Reference: 12419665). Written informed 
consent was obtained from all participants and the study was 
undertaken in accordance with the Revised Declaration of 
Geneva.

Overview of each hospital LE

The lighting +xtures and +ttings in each ward were identical and 
included round downlights, recessed square lights, and built-in 
reading lights by the desk in the bedrooms (Glamox AS, Oslo, 
Norway).

Blue-depleted LE (experimental condition)
The blue-depleted LE was created using a LED lighting system 
that emits both colored and white light. The LED modules in-
side the light +ttings contained a mix of red, green-white, and 
blue diodes that can be programmed individually to emit dif-
ferent light intensities at different times of the day. To create 
the evening blue-depleted LE, only the green-white and red di-
odes emitted light, whereas the blue diode was switched off. 
The green-white diode emitted a small amount of blue light as 
it is a blue-chip covered with yellow phosphorus. Blue-blocking 

Dim light melatonin 
assesment (n = 6)

Allocated to standard 
light environment (n = 6)

Dim light melatonin 
assesment (n = 6)

Dim light melatonin 
assesment (n = 6)

Dim light melatonin 
assesment (n = 6)

Standard light 
environment (n = 6 )

Final assessment
        (day 13)

Pre-randomization monitoring
in home environment (n = 12)
              (day -7 to -1)

Blue-depleted 
light environment (n = 6)

Allocated to blue-depleted 
light environment (n = 6)

 Condition 2
(day 8 to 12)

Intermission day
        (day 7)

Dim light melatonin assessment (n = 12)
Randomization

(day 1)

Condition 1
(day 2 to 6)

Figure 1. Overview of the study design. Flowchart of the randomized cross-over design describing the location of the participant at each key time point in the trial along 
with information regarding the nomenclature for the different phases in the study.

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
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window +lters were also deployed in the evening and all tele-
visions had permanent blue-blocking +lters (Supplementary 
Figure S3 shows an example of the bedrooms).

From 07:00 am to 06:00 pm, the light was comprised of 
standard hospital light (3,000  K). From 06:00 pm to 06:30 pm, 
there was a transition period from normal to blue-depleted 
lighting. All light sources were blue-depleted from 06:30 pm to 
06:50 am. From 06:50 am to 07:00 am, the lighting underwent a 
further transition returning it to standard hospital lighting.

Normal LE (control condition)
In this ward, the light spectrum remained constant throughout 
the 24 h cycle (3,000 K).

Light measurements

Prior to commencing the trial, the light spectrum was as-
sessed using a Mavospec Base light meter (Gossen Foto- Und 
Lichtmesstechnik GmbH, Nürnberg, Germany). The light meas-
urements demonstrated that the LE in the two wards had similar 
levels of photopic lux but the levels of melanopic lux were lower 
in the blue-depleted LE than in the standard LE (see Table 1 for 
details) [28]. Light exposure will vary with the direction of gaze. 
However, for the purposes of this study, light measurements were 
performed horizontally at eye level at standardized locations and 
times in both units. These locations were patient rooms (1 m into 
the room, facing windows, standing, with measurement per-
formed horizontally at eye level [160 cm]); bathrooms (standing 
in front of mirror, with measurement performed horizontally at 
eye level [160 cm]); common areas such as the TV room (seated 
in a sofa, facing TV-screen, with measurement performed hori-
zontally at eye level [100 cm]); and hallway (standing beneath a 
hallway luminaire: the brightest lit area in the hallway).

Assessments

Melatonin
Saliva samples were collected hourly between 07:00 pm and 
11:00 pm on study days 1, 6, 7, 12, and 13 using Salivette Cortisol 
Code blue (Sarstedt AG & Co, Nümbrecht, Germany). Immediately 

following sample collection, the samples were centrifuged at 
2,200g for 10  min and frozen at −18°C overnight, before they 
were moved into storage at −80°C the following day. Samples 
were analyzed using enzyme-linked immunosorbent assay 
(Direct Saliva Melatonin, EK-DSM, Bühlmann, Schönenbuch, 
Switzerland).

Melatonin assessment in dim light Participants were exposed to 
dim light (<3 lux) from 06:00 pm until 11:00 pm on three separate 
occasions (days 1, 7, and 13). The clock time at which melatonin 
levels were >4 pg/mL was de+ned as the DLMO.

Melatonin assessment in blue-depleted and standard LE Evening 
melatonin concentrations were assessed on study days 6 and 12 
(i.e. when participants had been exposed to the different LEs for 
5 consecutive days).

Sleep
Participants underwent polysomnography (PSG) on study 
days 5, 6, 11, and 12. Electrodes were applied to the scalp ac-
cording to the 20/20 system for electroencephalography re-
cording (F3, F4, C3, C4, O1, O2); electrooculogram, submental 
electromyogram, electrocardiogram, peripheral pulse oxim-
etry, and electrodes on the legs were also measured. The PSG 
data were collected using SOMNO HD (SOMNOmedicsGmbH, 
Randersacker, Germany). Signals were sampled at 256 or 128 
Hz, low-pass +ltered, and stored at 128 Hz. Evaluation of sleep 
stages (according to the American Academy of Sleep Medicine 
criteria version 2.4) [29] was undertaken by a clinical neuro-
physiologist with >10 years of experience with PSG who was 
blinded to key participant details (such as current LE or order 
of LE exposure). Time spent in each sleep stage, sleep onset 
latency, time awake after sleep onset, rapid eye movement 
(REM) sleep onset latency, and sleep ef+ciency (percentage of 
time in bed spent asleep) were estimated.

Subjective sleepiness
Participants rated their subjective sleepiness on the Karolinska 
Sleepiness Scale (KSS), a 9-point Likert scale (from 1 = “extremely 

Table 1. Light measurements in the two LEs

Light  
measurements

Photopic Cyanopic Melanopic Rhodopic Chloropic Erythropic
Irradiance  
(µW/cm2)

photon  
,ux

Log  
photon 
,ux

peak  
irradiance (nm)Lux Lux EDI Lux EDI Lux EDI Lux EDI Lux EDI

Standard LE
Patient room 93 34 34 49 44 58 52 78 75 92 94 28.3 8.28E+13 13.9 605
Patient bathroom 64 17 17 30 27 37 33 53 51 64 65 18.9 5.58E+13 13.8 610
Common area, TV  

room
86 30 30 46 41 54 48 72 69 86 87 26.5 7.75E+13 13.9 610

Common area,  
hallway

136 48 48 70 63 83 74 113 109 135 138 42.3 1.24E+14 14.1 610

Blue-depleted LE
Patient room 87 1 1 16 15 24 21 52 47 97 97 28.3 8,66E+13 13,9 625
Patient bathroom 49 2 2 7 6 11 10 29 26 54 55 14.8 4.49E+13 13.7 620
Common area,  

TV room
55 0 1 9 8 14 12 32 28 61 61 17.5 5.35E+13 13.7 620

Common area,  
hallway

124 1 2 21 19 33 28 74 66 139 139 39.7 1.21E+14 14.1 620

Light measurements taken inside the hospital in both the blue-depleted and the standard LE. α-opic illuminance (lux) levels for each of the +ve photopigments are 
given in concordance with Lucas et al [28], whereas the α-opic equivalent daylight illuminance (EDI) are reported according to the CIE S026:2018 standard [71].

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
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alert” to 9  =  “extremely sleepy—+ghting sleep”), at 06:00 pm, 
08:00 pm, and 10:00 pm on each night spent in the unit, and 
again at 07:00 am, the following morning [30].

Neurocognitive arousal
As a neurocognitive measure of arousal, participants completed 
the Connors Continuous Performance Test-3 (C-CPT-3) [31] be-
tween 09:00 pm and 10:00 pm on study days 4 and 10. In brief, 
the C-CPT-3 is a computerized test in which the letters A–Z are 
presented consecutively on a monitor (physical blue-blocking 
+lters were used in front of monitors in both LEs). The test
consists of 360 trials and lasts for 14 min. The participants are
asked to press a response button each time a letter (targets, 80%
of trials) was presented but to withhold their response when
the letter was X (nontargets, 20% of trials). The participants
were asked to respond as quickly and accurately as possible. 
Outcomes are reported on four commonly derived measures of
response speed, consistency throughout testing, and accuracy;
that is, reaction time, standard deviation of the reaction times, 
omissions (failure to respond to targets), and commissions (re-
sponse to nontargets) [32, 33].

Actigraphy
Participants wore an actiwatch on their nondominant wrist 
(Actiwatch Spectrum, Philips Respironics Inc., Murrysville, 
PA), for both the 7 days of pre-randomization monitoring and 
throughout the 13-day study period. Sleep–wake data (divided 
into 30-s epochs) were used to estimate the sleep regularity 
index (SRI). The SRI indicates the percentage of epochs in each 
24-h in which sleep–wake states are similar to the corresponding
epoch in the previous 24 h [34]. Rise times were generated auto-
matically from actigraphy recordings using an actigraphy soft-
ware program (Actiware version 5.70.1, Philips Respironics Inc., 
Murrysville, PA). For bedtimes, participants indicated time they
went to bed using an event-marker press on the actiwatch. If
this information was missing, we used the reported bedtime re-
corded in the sleep diary.

Side effects
Subjective side effects Participants completed the Committee of 
Clinical Investigations (UKU) side effect rating scale on days 7 
and 13. Although generally used in the evaluation of new psy-
chotropic drugs, this scale was selected for the present trial as 
it assesses potential side effects across several important do-
mains (i.e. psychiatric, neurological, autonomic, and other) [35]. 
The scale has 40 core items in addition to some sex-speci+c 
ratings (3 for males and 5 for females). The total score ranges 
from 0 to 129 for men and 0 to 135 for women, with higher 
scores indicating the presence of more side effects. However, 
as increased sleepiness and longer/deeper sleep duration rep-
resent desired bene+ts rather than side effects of exposure to 
blue-depleted LE, these items were excluded from our analysis.

Color perception Ability to discriminate colors was assessed 
using the Farnsworth–Munsell 100 Hue Color Vision Test (FM-
100) on two occasions (day 2 or 3 and day 8 or 9). The FM-100
measures the amount of errors an individual makes in a color-
hue sorting task. Superior color discrimination ability is de+ned
as an error score <20, average ability as a score of 20–100, and
low ability by a score >100 [36].

Sample size

A previous study reported that 3 days in a natural light–dark envir-
onment (without arti+cial lighting at night) advanced melatonin 
onset by 1.4 h and 6 nights advanced DLMO by 2.6 h (without arti-
+cial lighting at night) [5]. Other studies had reported that blue-
blocking glasses at night had the same effect as darkness on
melatonin secretion [15, 37]. As such, we assumed a priori that
melatonin onset could be advanced by approximately 1.5 h fol-
lowing 5-day exposure to a blue-depleted LE with an estimated
standard deviation of 45  min (a SD similar to that reported for
melatonin onset in healthy controls [38] and the above-mentioned
studies [5, 15, 37]. We estimated that a sample size of eight individ-
uals would give a 90% chance of detecting these differences with a
signi+cance level of 0.05 (two-sided testing). As dropouts from the
cross-over design were dif+cult to predict reliably, we determined
we should recruit 12 participants (to allow for 30% attrition).

Randomization

The random allocation sequence was generated by the Unit of 
Applied Clinical Research (Department of Medicine and Health 
Sciences, NTNU). The members of the research group could not 
in,uence the process in any way.

Statistics

All statistical analyses were performed using R statistical 
package (version 3.5.2., R Core Team, Vienna, Austria, https://
www.R-project.org/) and all +gures were generated using 
GraphPad Prism (version 8.1.2, GraphPad Software, San Diego, 
California, www.graphpad.com/). A statistical signi+cance level 
of p  <  0.05 was chosen for all analyses. A  within-subject ap-
proach was used in the main analyses to estimate the effects 
between the two LEs. The analyses were performed by a statisti-
cian who was blinded to participant allocation.

Melatonin
The effect of LE on concentrations of salivary melatonin was 
assessed using a linear mixed model. The combination of 
study day (day of melatonin assessment), LE, and hour was 
taken as the +xed effect. The combination of participant ID 
number and LE were taken as random effects. The assump-
tion of normality was met using a logarithmic scale for the 
outcome variable. This model estimates the concentrations 
of melatonin for each of the 5  h included in the melatonin 
assessments undertaken in the different LEs and dim light. 
This method implicitly accounts for missing values. The mod-
eled values were in turn used to calculate melatonin suppres-
sion and DLMO phase-shifts. As the interaction between LE 
and study day was speci+ed in the model, any differences in 
the effects of LE for the order of exposure to each LE could 
be estimated. Individual levels of melatonin suppression and 
phase-shifts were calculated from the observed melatonin 
concentration values.

Melatonin suppression Melatonin suppression is reported as a 
percentage, which represents the level of melatonin in the two 
different LEs relative to the level of melatonin the following 
night in dim light. It was calculated using the area under the 

https://www.R-project.org/
https://www.R-project.org/
http://www.graphpad.com/
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curve (AUC) from 07:00 pm to 11:00 pm on days 6 and 12 divided 
by the AUC from 07:00 pm to 11:00 pm on days 7 and 13.

Phase shift of DLMO Phase shift was taken as the difference be-
tween timing of DLMO after residing in an LE for 5 days (days 7 
or 13) and timing of DLMO at baseline (day 1). Linear interpol-
ation was utilized to +nd the timing of DLMO.

Sleep
Similar linear mixed models were speci+ed to test overall 
differences in PSG variables between the LEs and by condi-
tion order, and to test differences in bedtime, rise time, and 
SRI between pre-randomization monitoring, condition 1, and 
condition 2.

Subjective sleepiness, arousal, and side effects
For mean subjective sleepiness (KSS) in the evening and 
morning, intraindividual differences were calculated and tested 
for signi+cance using one-sample Student’s t-tests. The same 
approach was used for the color perception test (FM-100). As 
some measures from the C-CPT-3 and scores on the UKU side 
effects rating scale were not normally distributed, we used a 
Wilcoxson signed-rank test to examine intraindividual differ-
ences between the two LEs for these outcomes.

Missing values were pairwise deleted in the calculation of in-
dividual mean scores for the UKU side effects scale and the KSS. 
One individual was missing all KSS-scores in the blue-depleted 
LE and was thus excluded from those analyses. There were no 
missing values on the C-CPT-3 or the FM-100.

Results
Subjects and study design

As shown in Figure 1, 12 healthy young adults (mean age ± SD: 
23.0 ± 3.1 years, 7 women) completed the eligibility screening 
and pre-randomization monitoring and participated in the 
13-day trial protocol. Complete data were obtained for the
main outcome assessments of melatonin and PSG. Prior to
undertaking the analyses, we checked data distributions, etc., 

for outliers. This resulted in the exclusion of one melatonin 
concentration value associated with one participant to avoid 
over-estimating the difference in melatonin suppression 
between conditions (at 11:00 pm when residing in the blue-
depleted LE this participant had an extreme concentration of 
melatonin which was considered most likely to be a meas-
urement error). All but one of the secondary outcome assess-
ments had complete data (one individual did not complete 
the KSS evaluations).

Melatonin levels and DLMO phase shift

Melatonin suppression was signi+cantly lower when partici-
pants resided in the blue-depleted compared with the standard 
LE (mean difference = 27%, 95% con+dence interval (CI): 4% to 
51%, p  =  0.020). Melatonin suppression was 18% (95% CI: −3% 
to 34%, p = 0.09) in the blue-depleted LE and 45% (95% CI: 29% 
to 57%, p < 0.001) in the standard LE. From observed values, 10 
out of 11 individuals with complete suppression data exhibited 
lower levels of melatonin suppression in the blue-depleted LE 
(see Supplementary Figure S4 for details). DLMO occurred 0:34 h 
(95% CI: 0:10 to 0:54 h) earlier following residence in the blue-
depleted compared with the standard LE (p = 0.008). Compared 
with DLMO at baseline, DLMO was phase-advanced by 1:20  h 
(95% CI: 1:00 to 1:38 h, p < 0.001) following residence in the blue-
depleted LE, and by 0:46 h (95% CI: 0:25 to 1:09 h, p < 0.001) after 
residing in the standard LE (Figure 2). From observed values, 11 
of 12 individuals presented greater phase advancement of DLMO 
after residing in the blue-depleted LE (Supplementary Figure S5).

Changes in total sleep time and REM sleep

Total sleep time (TST) was 8.1 min longer in the blue-depleted 
compared with the standard LE (p  =  0.032). Furthermore, par-
ticipants exhibited 13.9 min more REM sleep when residing in 
the blue-depleted compared with the standard LE (p < 0.001). As 
shown in Table 2, no signi+cant differences were observed be-
tween LEs with regard to the variables sleep onset latency, REM 
sleep onset latency, wake after sleep onset, sleep ef+ciency, or 
time in non-REM sleep stages 1–3.
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Figure 2. Melatonin concentration by hour and condition. Estimated mean dim light melatonin log concentrations hourly between 07:00 pm and 11:00 pm at baseline 
and after residing 5 nights in the blue-depleted and the standard LE. Error bars indicate the estimate ± standard error of the mean. The dotted line indicates the 4 pg/
mL threshold for DLMO. Melatonin concentrations between 07:00 pm and 11:00 pm differed signi+cantly when individuals resided in the blue-depleted LE compared 
with the standard LE.

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
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Subjective levels of sleepiness and 
neurocognitive arousal

No signi+cant difference (mean difference = 0.18, 95% CI: −0.09 
to 0.47, p  =  0.16) was detected between mean evening sub-
jective sleepiness scores for the 11 individuals residing in the 
blue-depleted (4.98  ± 2.05) compared with the standard LE 
(4.79 ± 1.85). The mean morning subjective sleepiness also did 
not signi+cantly differ (mean difference = 0.02, 95% CI: −0.82 to 
0.86, p  =  0.96) between the 11 individuals with complete data 
for subjective sleepiness residing in the evening blue-depleted 
versus standard LE (5.91  ± 2.24 vs. 6.04  ± 2.24, respectively). 
Supplementary Figure S6 details the mean subjective sleepiness 
scores as measured at different times of the day. Participants 
exhibited higher variability in their response times (standard 
deviations of hit reaction times) throughout the C-CPT-3 com-
puterized response test in the blue-depleted compared with the 
standard LE (p  =  0.042). No statistically signi+cant differences 
were detected between the two lighting conditions in mean hit 
reaction time or number of omission or commission errors (see 
Table 3 for details).

Side effects and color perception

Participants reported very few side effects on the UKU rating 
scale in either the blue-depleted (0.17  ± 0.42) or standard LE 
(0.12  ± 0.39), with no signi+cant difference between the LEs 
(Z  =  −1.69, p  =  0.091). Tiredness/fatigue represented the side 
effect most frequently reported in the blue-depleted LE (7 re-
ports compared with 2 in the standard LE). Participants made 

152 more errors (95% CI: 128 to 177, p  <  0.001) on the FM-100 
color-hue sorting task when residing in the blue-depleted (192 ± 
33.4) compared with the standard LE (39.3 ± 23.1). Mean number 
of errors in the blue-depleted and normal LE were categorized as 
evincing low and average ability, respectively.

Post hoc analyses of melatonin-data by 
condition order

For participants who +rst resided in the blue-depleted LE and 
then resided in the standard LE, melatonin suppression was re-
spectively, 18% (95% CI: −16% to 41%, p = 0.26) in the +rst con-
dition and 62% (95% CI: 47% to 73%, p  <  0.001) in the second 
condition (mean difference: 44%, 95% CI: 16% to 79%, p = 0.002).

For participants who +rst resided in the standard LE and then 
resided in the blue-depleted LE, melatonin suppression was re-
spectively 34% (95% CI: 8% to 53%, p  =  0.013) in the +rst con-
dition and 18% (95% CI: −10% to 39%, p  =  0.19) in the second 
condition (mean difference: 16%, 95% CI: −17% to 50%, p = 0.33). 
There was no statistically signi+cant effect of order on the dif-
ference between conditions (mean difference: 28%, 95% CI: −19 
to 73, p = 0.23).

For participants who +rst resided in the blue-depleted 
LE, DLMO was phased advanced by 0:55 h (95% CI: 0:30 to 
1:20, p  <  0.001) compared with baseline. After residing in the 
standard LE as the second condition, there was no signi+cant 
change in DLMO (mean difference: −0:19 h [delay], 95% CI: −0:49 
to 0:14, p  =  0.19) compared with DLMO after residing in the 
blue-depleted LE.

Table 2. Sleep as measured by polysomnography

Sleep variables (min)

Blue-depleted LE Standard LE Difference

Estimate 95% CI Estimate 95% CI Estimate 95% CI P

Total sleep time 440.2 432.6 to 447.8 432.1 424.5 to 439.7 8.1 0.7 to 15.5 0.03
Time in REM 89.7 80.8 to 98.6 75.8 66.9 to 84.7 13.9 6.0 to 21.7 0.001
Time in N1 30.8 26.6 to 35.1 33.5 29.3 to 37.8 −2.7 −7.9 to 2.4 0.30
Time in N2 225.6 213.7 to 237.6 224.8 212.8 to 236.7 0.9 −8.3 to 10.1 0.85
Time in N3 94.8 84.3 to 105.4 98.7 88.1 to 109.3 −3.9 −10.9 to 3.0 0.27
Sleep onset latency 10.3 7.6 to 12.9 11.9 9.3 to 14.6 −1.7 −5.1 to 1.7 0.34
REM onset latency 128.0 110.7 to 145.3 125.2 107.9 to 142.5 2.8 −21.0 to 26.6 0.82
Wake after sleep onset 23.0 16.8 to 29.3 22.6 16.3 to 28.8 0.5 −5.8 to 6.7 0.89
Sleep ef+ciency* 93.0 91.6 to 94.5 92.6 91.2 to 94.1 0.4 −1.0 to 1.8 0.59

Estimates of means in PSG-measured sleep-variables during the last 2 nights residing in the evening blue-depleted LE or the standard LE, and the estimated mean 
differences between LEs. Estimates, 95% con+dence intervals and p-values were calculated from a mixed model with n = 12 participants. REM, rapid eye movement; 
N1, non-REM sleep stage 1; N2, non-REM sleep stage 2; N3, non-REM sleep stage 3.
*Sleep ef+ciency is given in percent.

Table 3. Neurocognitive test outcomes

C-CPT3 test variables (ms)

Blue-depleted LE Standard LE Estimated difference

Mean SD Mean SD Z P

Hit reaction time 356.7 27.1 369.9 60.2 −0.18 0.85
Hit reaction time SD 73.0 13.0 65.3 16.2 −2.03 0.04
Commissions* 32.4 17.1 27.3 16.0 −0.98 0.32
Omissions* 0.3 0.3 0.3 0.5 −0.09 0.93

Mean scores with standard deviations (SD) on Connor’s Continuous Performance Test-3 variables in both LEs and the estimated differences between the LEs 
(Wilcoxon signed-rank test with n = 12 participants).
*Commissions and omissions are reported in percent of targets.

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
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For participants who +rst resided in the standard LE, DLMO 
was phase advanced by 0:55 h am (95% CI 0:30 to 1:33, p < 0.001) 
compared with baseline. After residing in the blue-depleted LE 
as the second condition, DLMO was further phase advanced 
by another 0:50 h (95% CI: 0:11 to 1:15, p = 0.01) compared with 
DLMO after residing in the standard LE. There was an effect of 
order in that the effect of the blue-depleted LE was larger in con-
dition 2 (mean difference: 1:10 h, 95% CI: 0:20 to 2:01, p = 0.009). 
Findings for melatonin concentrations by the condition are 
shown in Supplementary Figure S7, D and E.

Post hoc analyses of PSG by condition order

For participants +rst residing in the blue-depleted LE, there were 
no statistically signi+cant differences between LE in PSG vari-
ables. For participants +rst residing in the standard LE, REM sleep 
was 19.6  min longer (p  <  0.001) and TST was 11.9  min longer 
(p = 0.02) in the blue-depleted LE compared with in the standard 
LE. There was a signi+cant order effect for one PSG variable in 
that the blue-depleted LE had a larger effect on reducing sleep 
onset latency in condition 1 (mean difference: 8.5 min, 95% CI: 
−16.7 to −0.2, p = 0.04).

Post hoc analyses of sleep times across study phases

These post hoc exploratory analyses are reported as they pro-
vide insights regarding potential effects on individuals of res-
iding in a regularized environment (e.g. inpatient unit with +xed 
rise times, meal times, or bedtimes) during the two study con-
ditions representing time spent in the unit compared with their 
usual living environment.

Participants went to bed 0:35 h (95% CI: 17 to 0:52, p < 0.001) 
earlier in condition 1 compared with the pre-randomization 
period (when the participants resided at home). There were no 
signi+cant differences in bedtimes between condition 1 and con-
dition 2 (mean difference: 0:10 h, 95% CI −0:09 to 0:30, p = 0.31). 
Furthermore, participants rose 1:26 h (95% CI: 1:09 to 1:44 h) earlier 
in condition 1 than in the pre-randomization period (p < 0.001); no 
signi+cant differences in rise times were found between condi-
tion 1 and condition 2 (p = 0.92). There was statistically signi+cant 
correlation between phase-shifts in bedtime and phase-shifts in 
DLMO for the pre-randomization period to condition 1 (r = 0.66, 
95% CI: 0.13 to 0.89, p = 0.02), but no statistically signi+cant correl-
ation for condition 1 to condition 2 (r = 0.26, 95% CI: −0.36 to 0.73, 
p = 0.40). The SRI increased signi+cantly from 85% (95% CI: 83% to 
88%) in the pre-randomization period to 95% (95% CI: 93% to 98%) 
in study condition 1 (p < 0.001). However, there was no statistic-
ally signi+cant difference in the SRI from condition 1 to condition  
2 (p = 0.14). Details are provided in Supplementary Figure S7, A–C.

Discussion
In this study, we demonstrated that it is possible to create an 
evening LE in a large, multiroom complex such as a hospital 
that had a meaningful effect on objective measures of circadian 
rhythms, sleep, and arousal, albeit little or no in,uence on sub-
jective assessments of sleepiness or side effects. Speci+cally, we 
found that when healthy adults reside for 5 consecutive days in 
an evening blue-depleted LE, they exhibit substantially reduced 

suppression of melatonin production and phase-advancement 
of endogenous circadian rhythms compared with when residing 
for a similar period in standard LE conditions. Moreover, mela-
tonin levels in the blue-depleted LE did not differ from those in 
a dim LE (<3 lux), suggesting that it is possible to design a well-
tolerated LE that is similar to near-darkness; that is, “virtual 
darkness” [27], with regard to its effect on melatonin production. 
Furthermore, residence in the blue-depleted LE also increased 
TST and time in REM sleep. We suggest that not only may these 
effects be relevant for general housing and the healthy popula-
tion, but the potential therapeutic effect of these adaptations 
may be even more pronounced in hospital settings.

In particular, sleep disturbances are virtually ubiquitous 
in critically ill inpatients admitted to hospital units [39–42]. 
In inpatient psychiatry, sleep disturbances receive particular 
attention as they constitute trans-diagnostic symptoms of 
most major mental disorders [22, 43, 44]. These have pri-
marily been treated with medication; however, although 
chronotherapeutic treatments of these symptoms have been 
tested [27], their use to date has been limited owing to low 
feasibility in the clinic as they require acutely ill individuals 
to adhere to strict treatment regimens. In addition, whereas 
several hospital units and nursing homes have been built with 
variations of circadian lighting [8], most have focused on al-
tering indoor daylight properties rather than exerting rigorous 
control over evening ambient and electric light. To the best of 
our knowledge, this is the +rst demonstration that creating 
such an evening blue-depleted LE is possible in a multiroom 
complex and the +rst evaluation of the effects of residing in 
such an environment using a randomized cross-over trial 
including objective markers of circadian rhythms, sleep, and 
arousal. Furthermore, the minimal individual input required 
by participants together with the failure to detect serious 
side effects suggests that this design could be applicable in 
numerous inpatient settings, allowing for effective dissem-
ination of a non-pharmacological intervention targeting cir-
cadian rhythms and sleep in hospitals, and in psychiatry in 
particular. Thus, these +ndings with healthy adults in a hos-
pital environment constitute an important step toward the 
implementation of chronotherapeutic interventions in the 
hospital setting.

In the current study, the two units had identical but mirrored 
layouts and similar levels of photopic lux and irradiance, whereas 
levels of melanopic, cyanopic, and rhodopic lux were lower in the 
blue-depleted LE [28]. A challenge in hospital settings is to create 
an LE that has meaningful physiological effects without major 
side effects but is also suf+ciently bright to allow hospital staff 
to perform necessary tasks. Based on previously published work 
regarding the dose–response relationship between melanopic il-
luminance and melatonin suppression, we decided to maintain 
melanopic lux below approximately 20 in the blue-depleted LE 
[10, 17, 45, 46]. Consistent with this, our +ndings regarding mela-
tonin suppression are in line with previous work, although one 
recent study found that suppression can occur at lower levels of 
melanopic lux under optimal laboratory conditions [47]. Recent 
research has also shown that large differences exist between in-
dividuals with regard to the response of the circadian system 
to light [48]. Individual differences were also observed in our 
data on individual participants; however, 11 out of 12 partici-
pants exhibited larger circadian effects in the blue-depleted 
than in the normal LE (see Supplementary Figures S1 and S2). It 

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsaa194#supplementary-data
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has also been shown that certain patient groups, such as those 
with bipolar disorders [27], seasonal affective disorder [49], and 
circadian rhythm disorders [50, 51] display greater circadian 
responses to light than nonpatient groups. Additionally, some 
of the most widely used medications in psychiatric disorders, 
selective serotonin reuptake inhibitors, appear to increase the 
sensitivity of the circadian system to light [52, 53], and some evi-
dence exists of decreased retinal sensitivity in individuals with 
depressive disorder [54]. Thus, it is likely that a blue-depleted LE 
may exert differential effects on melatonin suppression in par-
ticular patient groups or those taking certain medications com-
pared with healthy control populations, highlighting the need to 
evaluate how different patient groups will respond to changes in 
the LE in clinical trials [55].

Notably, a longer TST was observed following residence in 
the blue-depleted LE. In particular, the 8  min difference was 
similar to that reported in a meta-analysis of PSG data from 
treatment trials of cognitive-behavioral therapy for insomnia, 
which is considered the gold standard of insomnia treatment 
[56]. This suggests the potential of more pronounced effects in 
psychiatric inpatient populations, among whom levels of dis-
rupted sleep are higher [43, 44, 57], in turn implying that the 
blue-depleted LE may be suf+cient to meaningfully improve 
sleep for inpatients. Furthermore, we also observed increased 
duration of REM sleep. REM sleep propensity has been shown 
to be in,uenced by circadian rhythms [58] and reductions in 
REM sleep have been observed in the +rst sleep cycle following 
blue-light exposure concomitant with phase-delay of circadian 
rhythms [6, 59]. These +ndings are complimented by REM sleep 
increases in the +rst sleep cycle following administration of 
melatonin [60]. REM sleep has also been implicated in emotional 
brain processing [61], which may be relevant in mental illness. 
However, +ndings from clinical samples are ambiguous and REM 
dysregulation has been observed in affective disorders [62, 63]. 
Thus, the effect of a blue-depleted LE on REM sleep may have 
clinical implications that need to be addressed in future trials.

Nevertheless, although we observed an effect on objective 
markers of circadian rhythms and sleep, no differences were 
detected in subjective sleepiness between conditions in the 
evening or morning. This is similar to prior reports indicating a 
lack of differences in subjective sleepiness following exposure 
to blue-depleted light in the evening [13]. This +nding may be 
important for hospital staff working evening or night shifts in 
a blue-depleted LE. However, we did observe that participants 
in the blue-depleted LE exhibited higher variability in response-
times during the continuous performance of a neurocognitive 
test, indicating that levels of neurocognitive arousal were lower 
in the blue-depleted LE. Interestingly, this discrepancy between 
subjective sleepiness and objective arousal was also observed 
in the above-cited study of blue-depleted lighting [13]. The de-
creased arousal may be explained in part by a lower circadian 
drive for alertness resulting from circadian phase-advancement 
in the blue-depleted LE [64] but also from a reduction in the 
direct alerting effects of short-wavelength light [65, 66]. Notably, 
decreased pre-sleep arousal may be bene+cial for agitated in-
patients in a psychiatric unit and may also facilitate sleep onset.

Participants reported very low numbers of side effects in 
both LEs in the current study. No overall difference was de-
tected in side effect scores between the LEs, suggesting that 
the blue-depleted LE did not have an obvious adverse impact 
on participants. The most frequently reported side effect in the 

blue-depleted LE compared with the standard LE was increased 
fatigue/tiredness. Participants were also less adept at discrim-
ination of color hues in the blue-depleted LE, scoring in the 
low-ability range compared with the normal-ability range in the 
standard LE. This +nding may be of practical consequence when 
designing hospital units with changes in LE; for example, not 
using amber colors for signs or markers in medical charts.

As exploratory analyses, we also tested potential order ef-
fects in the trial. First, we did not +nd signi+cant suppression 
of melatonin in the blue-depleted LE irrespective of the order 
of exposure. Second, we found an effect of the order on the 
difference in DLMO phase-shifts between conditions, with the 
largest effect of the blue-depleted LE when it was received as 
the second condition. However, there may be an additional 
effect of going from a home environment to a highly regular-
ized inpatient environment with +xed bedtimes, rise times, 
and mealtimes, which may also have impacted the results. 
Participants were going to bed about 35 min earlier, rising on 
average 1.5 h earlier, and had higher sleep regularity in con-
dition 1 compared with that during the pre-randomization 
monitoring. They therefore regularly woke and were exposed 
to light earlier in the morning. Advancing bedtime, rise time, 
and exposure to daylight in the morning have a strong phase-
advancing effect [67]; thus, any additional effect of the evening 
blue-depleted LE may be masked by these factors. In contrast, 
rise times and sleep regularity did not differ between condi-
tion 1 and condition 2. In support of this, we also found that 
the change in bedtimes from the pre-randomization period to 
condition 1 correlated with the change in DLMO, but this was 
not the case between condition 1 and condition 2. This may 
indicate that when adjusted to the sleep–wake schedule, the 
effect of the evening blue-depleted compared with standard 
LE is more prominent.

Chronotherapeutic interventions that remove all light in 
the evening or block blue light with orange-tinted glasses [27] 
have demonstrated ef+cacy in reducing symptoms of mania 
in acutely admitted inpatients. These effects may be mediated 
by circadian or sleep pathways or may be the result of direct 
pathways in,uencing mood-centers in the brain, which have 
recently been identi+ed in rodents [68]. Conversely, a recent ex-
ploratory study found no effects of blue-depleted light emitting 
diode (LED)-lighting on psychiatric symptoms in an inpatient 
psychiatric unit for affective disorders [69]. However, in this 
study incident or ambient light sources, such as TVs, mobile 
phones, or windows, were not controlled; moreover, the experi-
mental light system was only installed in patient rooms, not 
corridors and common areas, and participants were thus free to 
enter and exit the experimental condition. This is problematic 
as the circadian system has recently been shown to be sensi-
tive to very low levels of melanopic lux [47] or brief light expos-
ures at night [17], and because increased sensitivity has been 
reported in several relevant patient groups [27, 49]. In contrast, 
the hospital unit in the current study is designed to allow a high 
level of control over both incident and ambient light. However, 
some extra effort may be needed from hospital staff to ensure 
adequate control over light in a psychiatric hospital unit, such 
as making blue-blocking +lters available for mobile devices. 
In addition, these +ndings may be relevant across a variety of 
hospital units and might also possibly extend to other settings 
where control over ambient and incident light may be feasible 
such as trains, planes, and hotels.
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Several limitations should be considered when interpreting 
the results from this study. First, an apparent effect was detected 
from residing in the hospital unit for the +rst week regardless of 
LE, suggesting that some degree of stabilization of sleep–wake 
rhythms could be achieved via a more regular routine. However, 
we did not design this study to investigate effects by condition 
order and these analyses, therefore, had limited statistical power. 
Second, researchers were given permission to access the hospital 
unit for only a limited time period (before it opened to acute ad-
missions); thus, the study design had to consider such practical-
ities. Ultimately, as only a one-day washout phase was possible 
between the LEs, carryover effects cannot be excluded. However, 
this intermission is similar to that in other studies of the effects 
of light on evening melatonin and sleep [6, 13]. Third, participants 
resided in the unit from 05:00 pm until 08:00 am. During the day, 
they had to leave the unit owing to construction work. Participants 
in the current study thus may have been exposed to higher levels 
of light during daytime than the average patient housed in the hos-
pital unit. Given that prior light history may exert protective effects 
against light exposure at night [70], the effects of a blue-depleted 
LE may be larger for an inpatient remaining indoors for most of 
the day. Fourth, 20 out of 48 PSG recordings were stopped at the 
designated wakeup time at 07:00 am. Therefore, when analyzing 
the data, the 07:00 am endpoint was applied to all recordings to 
minimize the in,uence of these events. Fifth, owing to the color of 
the light it was impossible to blind participants with regard to the 
speci+c LE in which they were residing. However, we did not ob-
serve a difference in subjective sleepiness scores, suggesting that 
expectancy effects were limited. Sixth, as we focused on a group of 
healthy young adults and the degree of some effects may differ in 
older adults with psychiatric disorders, some of our +ndings may 
not generalize across these populations. Seventh, we did not per-
form continuous measurements of light exposure at the eye level 
of the participants. Thus, we cannot control for the light exposure 
each participant was subjected to. Nevertheless, the current proof-
of-concept study offered important insights regarding the effect 
of the modi+ed hospital lighting system and provided a unique 
opportunity to apply physiological measurements such as mela-
tonin assays and PSG, which are not always feasible for use with 
inpatients with severe mental disorders.

In conclusion, we have shown that the evening LE in a nat-
uralistic setting can be modi+ed according to chronobiological 
principles to have bene+cial effects on the circadian system and 
sleep, without side effects. This offers translational relevance 
as it could readily be provided as a potential therapeutic inter-
vention to large numbers of hospitalized patients with little in-
crease in staff or patient burden.

Supplementary material
Supplementary material is available at SLEEP online.
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Figure S1. Raster plot of the study design detailing the timing of light exposure throughout the 

study.  
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Figure S2. Overview of the hospital unit. Bedrooms are located on the outer walls, whereas 

common rooms are facing the atriums. The two halves of the unit are identical except for the light 

environments in the evenings. In the current study, only bedrooms facing north were used by 

participants. Participants ate breakfast and dinner in a cantina facing north between the two halves 

of the unit. 
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Figure S3. Blue-depleted light environment bedroom. Image of a bedroom in the blue-depleted 

light environment in the evening. Blue-blocking filters were employed between the two window-

panels in the evening to block ambient blue light from entering the room.



  
 

 

Figure S4. Individual suppression of melatonin by condition. Percentage suppression of 

observed melatonin levels for each participant in each light environment compared with levels in 

dim light the following day. Error-bars indicate the mean r the standard error of the mean of 

observed values from 11 participants. As one participant had twice the melatonin levels when 

residing in the blue-depleted light environment relative to dim light the following night (due to an 

extreme concentration value at 2300h), this was considered most likely to be an error, and this 

data-point was omitted.   
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Figure S5. Individual phase-shifts by condition. Observed dim light melatonin onset phase shift 

for each participant from baseline to after exposure to each light environment. Error-bars indicate 

the mean r the standard error of the mean (SEM) in each light environment. 
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Figure S6. Subjective sleepiness by hour and condition. Mean scores on the Karolinska 

Sleepiness Scale (KSS) throughout the evenings in the two light environments, and in the 

mornings at 07:00 h. Error-bars indicate the mean r standard error of the mean in each light 

environment. One participant lost the KSS score sheet from one light environment, leaving 11 

participants with scores from both conditions. 
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Figure S7. Bedtime, rise time, sleep regularity index by study phases and melatonin by 

condition order. Summary of post-hoc mixed model analyses showing differences between the 

study phases regarding sleep-wake stability (A, B, C) and changes in dim light melatonin onset 

(DLMO) phase shifts by condition order (D, E). All error-bars indicate the estimate r the standard 

error of the mean. (A, B, C) Comparison of the mean bedtime (A), the mean rise time (B), and the 

Sleep Regularity Index (C) between the pre-randomization study phase, condition 1, and 

condition 2. (D, E) Log melatonin concentrations by time and condition for condition order blue-

depleted LE first (D) and condition order standard LE first (E). The threshold for dim light 
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melatonin onset is indicated by the dotted grey line. The baseline estimates have been added as a 

dashed black line in both (D) and (E) for reference.  
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Table S2. Itemized list of side-effect scores. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mean scores on each item in the Committee of Clinical Investigations (UKU) side effect rating 
scale in both light environments. SE = standard error of the mean.  
 
 

 Blue-depleted Standard 
Side effects Mean SE Mean SE 
Concentration Difficulties 0.2 0.1 0.0 0.0 
Astheniat/Lassitude/lncreased Fatigability 0.7 0.2 0.2 0.1 
Failing Memory 0.3 0.1 0.1 0.1 
Depression 0.1 0.1 0.0 0.0 
Tension/lnner Unrest 0.1 0.1 0.1 0.1 
Reduced Duration of Sleep 0.5 0.3 0.9 0.3 
Increased Dream Activity 0.3 0.2 0.3 0.2 
Dystonia 0.1 0.1 0.2 0.2 
Rigidity 0.1 0.1 0.1 0.1 
Hypokinesia/Akinesia 0.0 0.0 0.1 0.1 
Hyperkinesia logic 0.3 0.1 0.0 0.0 
Tremor 0.1 0.1 0.0 0.0 
Akathisia 0.8 0.2 0.5 0.2 
Epileptic Seizures 0.0 0.0 0.0 0.0 
Paraesthesias 0.2 0.1 0.1 0.1 
Headache 0.3 0.1 0.0 0.0 
Accommodation Disturbances 0.1 0.1 0.1 0.1 
Increased Salivation 0.0 0.0 0.0 0.0 
Reduced Salivation 0.2 0.2 0.2 0.1 
Nausea/Vomiting 0.2 0.1 0.1 0.1 
Diarrhoea 0.3 0.2 0.2 0.1 
Constipation 0.3 0.2 0.0 0.0 
Micturition Disturbances 0.0 0.0 0.0 0.0 
Polyuria/Polydipsia 0.1 0.1 0.2 0.2 
Orthostatic Dizziness 0.2 0.1 0.2 0.1 
Rash 0.1 0.1 0.2 0.1 
Pruritus 0.3 0.1 0.3 0.2 
Photosensitivity 0.0 0.0 0.0 0.0 
Increased Pigmentation 0.0 0.0 0.0 0.0 
Weight gain 0.5 0.2 0.8 0.2 
Weight loss 0.1 0.1 0.0 0.0 
Galactorrhoea 0.0 0.0 0.0 0.0 
Gynaecomastia 0.0 0.0 0.0 0.0 
Increased Sexual Desire 0.3 0.1 0.1 0.1 
Menorrhagia 0.0 0.0 0.0 0.0 
Intermenstrual Bleeding 0.1 0.1 0.0 0.0 
Amenorrhoea 0.0 0.0 0.0 0.0 
Orgastic Dysfunction 0.0 0.0 0.0 0.0 
Dry Vagina 0.0 0.0 0.0 0.0 
Erectile Dysfunction 0.0 0.0 0.0 0.0 
Ejaculatory Dysfunction 0.0 0.0 0.0 0.0 
Premature Ejaculation 0.0 0.0 0.0 0.0 
     

     



 

 

List of captions for supplementary material 

Figure S1. Raster plot of the study design detailing the timing of light exposure throughout the 

study. 

Figure S2. Overview of the hospital unit. Bedrooms are located on the outer walls, whereas 

common rooms are facing the atriums. The two halves of the unit are identical except for the light 

environments in the evenings. In the current study, only bedrooms facing north were used by 

participants. Participants ate breakfast and dinner in a cantina facing north between the two halves 

of the unit. 

 

Figure S3. Blue-depleted light environment bedroom. Image of a bedroom in the blue-depleted 

light environment in the evening. Blue-blocking filters were employed between the two window-

panels in the evening to block ambient blue light from entering the room. 

Figure S4. Individual suppression of melatonin by condition. Percentage suppression of 

observed melatonin levels for each participant in each light environment compared with levels in 

dim light the following day. Error-bars indicate the mean r the standard error of the mean of all 

participants. As one participant had twice the melatonin levels when residing in the blue-depleted 

light environement relative to dim light the following night (due to an extreme concentration 

value at 2300h), this was considered most likely to be an error, and this data-point was omitted.   

 

 



 

 

Figure S5. Individual phase-shifts by condition. Observed dim light melatonin onset phase shift 

for each participant from baseline to after exposure to each light environment. Error-bars indicate 

the mean r the standard error of the mean (SEM) in each light environment. 

Figure S6. Subjective sleepiness by hour and condition. Mean scores on the Karolinska 

Sleepiness Scale (KSS) throughout the evenings in the two light environments, and in the 

mornings at 07:00 h. Error-bars indicate the mean r standard error of the mean in each light 

environment. One participant lost the KSS score sheet from one light environment, leaving 11 

participants with scores from both conditions. 

 

Figure S7. Bedtime, rise time, sleep regularity index by study phases and melatonin by 

condition order. Summary of post-hoc mixed model analyses showing differences between the 

study phases regarding sleep-wake stability (A, B, C) and changes in dim light melatonin onset 

(DLMO) phase shifts by condition order (D, E). All error-bars indicate the estimate r the standard 

error of the mean. (A, B, C) Comparison of the mean bedtime (A), the mean rise time (B), and the 

Sleep Regularity Index (C) between the pre-randomization study phase, condition 1, and 

condition 2. (D, E) Log melatonin concentrations by time and condition for condition order blue-

depleted LE first (D) and condition order standard LE first (E). The threshold for dim light 

melatonin onset is indicated by the dotted grey line. The baseline estimates have been added as a 

dashed black line in both (D) and (E) for reference. 

 

Table S1. Sleep as measured by polysomnography according to condition order. Estimates of 

means in PSG-measured sleep-variables by condition order and the estimated mean differences 

between light environments (LEs) within the condition order from mixed model analyses. CI = 



 

 

confidence interval, REM = Rapid eye movement, N1 = Non-REM sleep stage 1, N2 = Non-REM 

sleep stage 2, N3 = Non-REM sleep stage. aSleep efficiency is given in percent. 

 

Table S2. Itemized list of side-effect scores. Mean scores on each item in the Committee of 

Clinical Investigations (UKU) side effect rating scale. SE = standard error of the mean.  
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Arti!cial light is an important aid to visual acuity in the evening and at nighttime. "is light exposure also has 
extensive non-image-forming (NIF) e#ects on human sleep and circadian  rhythms1–5. "ese e#ects are primarily 
driven by intrinsically photosensitive retinal ganglion cells (ipRGCs) that both entrain the central circadian pace-
maker to the light environment and directly in$uence  sleep6. "e photosensitivity of ipRGCs is predominantly 
in the short-wavelength blue light range (λmax ≈ 480 nm). As such, there is an opportunity to design arti!cial 
evening light environments with less impact on these systems. "is has led to the development of acute hospital 
facilities that utilize an evening blue-depleted light environment (BDLE) in order to improve sleep and circadian 
rhythmicity for  inpatients7. In a previous  publication8, we reported !ndings from a pilot study undertaken with 12 
healthy participants who resided in a new psychiatric unit prior to its o(cial opening and who were exposed to 
both an evening BDLE and a standard light environment (standard LE) for 5 days each. "e study demonstrated 
that, in addition to a phase-advancing e#ect on circadian rhythms and an increase in sleep duration, there was 
also a signi!cant increase in the duration of rapid eye movement (REM) sleep. Noting that REM sleep is a het-
erogenous sleep  stage9, with alternations between active (phasic) and comparatively quiescent (tonic) substages, 
the downstream e#ects of increased duration might depend on REM sleep fragmentation and microstructure.

����

ͷ���������������������������ǡ�����������������������������������������������ǡ����������ǡ�������Ǥ� ͸���������
���������������������ǡ���Ǥ�����ǯ���������������������ǡ����������ǡ�������Ǥ� ͹�������������������������ǡ������������
������������ǡ����������ǡ���Ǥ� ͺ������������������������������������������������ǡ�������������������������
�������� ���� ����������ǡ� ���������ǡ� ������Ǥ� ͻ����������� ��� ��������� ���������������ǡ� ��Ǥ� ����ǯ�� �����������
��������ǡ� ���������ǡ� ������Ǥ� ͼ�������� ��ǡ� ���������ǡ� ������Ǥ� ͽ����������� ��� ����������� ���� ��������
����������ǡ���������������������ǡ�������ǡ�������Ǥ�;��������������������������������������������������������
�������������������������������������ǡ��������Ǥ�	������������������������ǡ����������������������������ǡ��������ǡ�
��ǡ����Ǥ�Ϳ�������������������������������������������������������������������ǡ����������������������������ǡ�
����������������������������������������������ǡ����������ǡ�������Ǥ *�����ǣ�������Ǥ�����̻����Ǥ��

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-022-12408-w&domain=pdf


͸

Vol:.(1234567890)

�������Ƥ��������� |         (2022) 12:8719  |  �����ǣȀȀ���Ǥ���ȀͷͶǤͷͶ͹;Ȁ�ͺͷͻͿ;ǦͶ͸͸Ǧͷ͸ͺͶ;Ǧ�

www.nature.com/scientificreports/

In adults, REM-sleep normally occupies 20–25% of the total sleep time and supports several functions such 
as brain temperature regulation, synaptic plasticity, and complex cognitive processes such as memory consolida-
tion. Notably, research indicates that REM sleep, and particularly phasic REM sleep, plays a role in the overnight 
processing of emotionally salient information and thus emotion  regulation9–13. "erefore, we can hypothesize 
that an increase in the duration of REM sleep a)er exposure to a BDLE might have many potential bene!ts for 
individuals. However, recent !ndings in insomnia suggest that the degree of REM sleep fragmentation modu-
lates the favorable e#ect of REM sleep on amygdala  reactivity14–16. "is “restless” REM-sleep may then increase 
emotional distress and theoretically be a risk factor for insomnia and mental  illness15. In the case of depression, 
increased REM sleep duration in combination with shorter latency to !rst REM sleep episode and increased 
REM-density is common, and is understood as a maladaptive disinhibition of REM-sleep that increases vulner-
ability and impacts treatment  responses10,11,17–23. Although this research has mostly been undertaken in clinical 
populations, these characteristics of REM sleep might o#er indications whether the increased REM sleep dura-
tion is adaptive or dysfunctional. "us, they represent useful elements to explore in the context of evening light 
and its e#ects on REM sleep.

"ere are at least two conceivable mechanisms by which evening light exposure may have e#ects on REM 
sleep. First, REM sleep regulation is tied to circadian  rhythms24, with increased propensity to enter REM sleep in 
the late night/early biological morning. A phase-advance of circadian rhythms, as we and others have reported 
for evening  BDLE8,25, may result in more REM sleep earlier in the night, possibly at the expense of slow-wave 
sleep (SWS; N3) that has higher propensity in the !rst sleep cycles, and also is associated with numerous physi-
ological health  bene!ts26. Second, arti!cial evening light exposure results in higher arousal and alertness before 
 bedtime2,27,28, and may reduce slow wave activity (0.75–4 Hz) in the !rst sleep  cycle6. "is suggests a way by which 
arousal may be carried into the sleep period, possibly also altering REM sleep fragmentation or microstructure. 
Moreover, in the case of insomnia, pre-bedtime hyperarousal, has been linked to fragmented REM sleep. We 
and others have found that evening blue-depleted light diminishes pre-bedtime  arousal25. "is represents a non-
circadian pathway for the e#ects of evening light exposure on REM sleep. Due to REM sleep being associated to 
both circadian and arousal processes, distinguishing the mechanisms by which evening light may modify REM 
sleep is a challenge.

In summary, we previously reported a signi!cant increase in in REM sleep duration when healthy participants 
resided in an evening  BDLE8. In this study, we  explore this !nding in more detail by !rst examining whether 
there are any di#erential e#ects of residing in an evening BDLE compared with a standard LE on REM sleep 
fragmentation and REM-density. Second, to explore potential mechanisms of change, we test if changes in REM 
sleep parameters are associated with phase-shi) of circadian rhythms. Finally, we examine the temporal dynamic 
of the accumulated REM sleep, and contrast that with the accumulation of non-REM stage 3 sleep (N3).

�������
"e sample of healthy participants consisted of 7 women and 5 men. See Table 1 for baseline descriptive statistics. 
Participants had a similar number of sleep cycles with 4.3 cycles (95% CI 3.9–4.7) in the BDLE and 4.3 cycles 
(95% CI 3.9–4.8) in the standard LE. "e mean duration of sleep cycles was also similar in both conditions 
with 103.6 min (95% CI 94.4–113.2) in the BDLE and 103.6 min (95% CI 94.5–113.3) in the standard LE. For 
further descriptive information regarding REM sleep cycles, REM fragmentation, and REM microarousals see 
Supplementary Figs. S1, S2, S3, S4, S5, and S6.

���Ǧ�����Ǥ� As reported  previously8, individuals demonstrated a signi!cantly longer REM-sleep duration 
(see Table 2) when residing in the evening BDLE (89.7 min, 95% CI 80.8–98.6) compared with the standard LE 
condition (75.8, 95% CI 66.9–84.7)8.

As shown in Table 2, further analyses demonstrate that individuals show less REM-sleep fragmentation in the 
evening BDLE (6.6%, 95% CI 3.8, 10.1) compared with in the standard LE condition (10.3%, 95% CI 7.7–14.2) 
(see Fig. 1). Moreover, there was also a reduction in cortical microarousals during REM sleep in the BDLE with 
24.6 arousals (95% CI 15.6–35.4) compared with 37.2 arousals (95% CI 28.0–48.2) in the standard LE. "ere was 
no signi!cant di#erence in REM-density between the conditions.

Table 1.  Baseline sleep and circadian rhythm characteristics of the sample (N = 12). N = 12 participants for 
all variables and analyses. Sample means, standard deviations and ranges of baseline characteristics. Rise-
times, bed-times and total sleep time values are reported as sample mean values, standard deviations and 
ranges of the underlying individual participants’ mean, over the seven days prior to randomization (days − 7 
to − 1). Baseline DLMO refers to the DLMO-assessment undertaken on day 1 of the study. DLMO Dim Light 
Melatonin Onset.

Mean SD Range
Age 23.0 3.1 20–28
Baseline DLMO 21:11 0:37 19:59–21:57
Baseline bedtime 23:54 0:26 23:09–00:36
Baseline rise-time 08:22 0:29 07:47–09:03
Baseline total sleep time 08:03 0:28 07:26–08:54
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�����������������������������������Ǧ�����������������������Ǧ�����������������������������
������ȋ����ȌǤ� As shown in Table 2, phase advancement of the DLMO was associated with longer dura-
tion of REM-sleep and reduced REM-fragmentation (see Supplementary Fig. S7). When BDLE and phase-shi) 
were simultaneously entered in the second step, there were no unique associations between either construct and 
REM-sleep duration. However, there was a unique e#ect of BDLE over and above that of phase-shi) for REM-
fragmentation (see Table 2).

������������������������������������Ǥ� As reported in the previous  publication8, there was an e#ect of 
order of exposure to the two conditions on phase-shi) of DLMO. Given the association of circadian rhythms and 
REM sleep it was considered relevant to also test for order-e#ects in the current REM-outcome variables. "e 
e#ect of BDLE on REM sleep fragmentation and REM sleep arousal was only signi!cant in Period 1. However, 
there was no signi!cant order e#ect of condition on any of the REM sleep variables (see Table 3).

�������������������Ǧ�����������͹Ǥ� Time in REM-sleep accumulated more rapidly when individuals 
were residing in the evening BDLE compared with the standard LE. As shown in Fig. 2a, the di#erence between 
conditions reached statistical signi!cance from about 40% of the total sleep time onwards, increasing in magni-
tude a)er about 75% of total sleep time until the end of the sleep period. "ere were no signi!cant di#erences 
between LE conditions in the accumulation of N3 sleep (see Fig. 2b).

Table 2.  E#ects of phase shi) and light environment on REM sleep duration, REM sleep fragmentation, REM 
sleep microarousals, and REM-density. Results from four linear mixed models with total REM sleep duration, 
REM sleep fragmentation, REM sleep microarousals, or REM-density as dependent variable and participant 
ID as random e#ect. "e models are !tted in two steps. In step I, BDLE and Phase shi) are included separately 
as covariates, and in Step II, they are included simultaneously. "e estimates, 95% con!dence intervals, 
and p-values were calculated from mixed models with N = 12 participants. BDLE = Blue-depleted light 
environment. * = signi!cant e#ect of BDLE or phase shi), at P < 0.05.

Step
REM sleep duration REM sleep fragmentation REM sleep arousals REM-density
Estimate 95% CI p Estimate 95% CI p Estimate 95% CI p Estimate 95% CI p

1
BDLE 13.88 5.82 to 21.88 0.0018*  − 3.71  − 6.79 to − 1.50 0.0003*  − 12.58  − 25.38 to − 0.04 0.0493* 0.007  − 0.011 to 0.025 0.432
Phase shi)  − 22.9  − 35.23 to − 10.55 0.0007* 4.56 1.00 to 9.86 0.0092* 15.11  − 2.22 to 32.96 0.089 0.005  − 0.025 to 0.034 0.757
2
BDLE 6.65  − 4.95 to 18.24 0.27  − 3.68  − 7.87 to − 0.02 0.0479*  − 10.34  − 26.24 to 6.32 0.22 0.024  − 0.003 to 0.051 0.090
Phase shi)  − 15.21  − 33.25 to 2.83 0.11 0.06  − 5.79 to 6.80 0.99 4.74  − 18.71 to 25.73 0.68 0.036  − 0.009 to 0.080 0.126

Figure 1.  Example hypnograms of two nights with either low REM sleep fragmentation or high REM sleep 
fragmentation. Both examples are from the same individual with the low REM sleep fragmentation being in the 
BDLE condition and the high REM sleep fragmentation being in the standard LE condition.
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����������
In our previous study we reported a phase-advance of circadian rhythms and an increase in REM sleep duration 
when residing in an evening  BDLE8. "e current study extends these !ndings by showing that residing in an 
evening BDLE also a reduces the fragmentation of REM sleep and the number of cortical microarousals during 
REM sleep in the same sample. However, REM-density did not change a)er exposure to an evening BDLE. "is 
suggests that the duration of REM sleep was longer, more consolidated, and with fewer microarousals, but that 
its microstructure, in terms of the balance between phasic and tonic REM sleep, remained unchanged in these 
healthy individuals. To the best of our knowledge, this is the !rst demonstration of an intervention based on 
light exposure a#ecting the consolidation of REM sleep.

REM-sleep follows a circadian rhythm with higher propensity to enter REM sleep in the second half of the 
 night24. "erefore, a further aim of this study was to explore if any changes in REM sleep variables were associated 
with the phase-shi) of DLMO. Although we did !nd this for the duration of REM sleep, the e#ect of phase-shi) 
could not be distinguished from that of BDLE. It is known that, evening administration of melatonin induces a 
phase-advance of circadian rhythms and increase REM sleep duration, most prominently in the !rst sleep-cycle29. 
Conversely, evening exposure to short-wavelength light phase-delays circadian rhythms and reduces REM-sleep 
 duration2, especially in the !rst REM sleep  episode6. In the current study, it can be hypothesized that the e#ect 
of BDLE on REM sleep duration may be mediated through a phase-advance of circadian rhythms. Moreover, 
we have previously reported that the phase-advance was about 30 min larger in BDLE compared with standard 

Table 3.  E#ects of BDLE on REM sleep outcomes depending on whether BDLE is given in period 1 or 
period 2, and the e#ect of order on the BDLE-e#ect. Results from three linear mixed models with total REM 
sleep duration, REM sleep fragmentation, REM sleep microarousals, or REM-density as dependent variable 
and participant ID as random e#ect. "e order e#ects are reported as the interaction between period and 
condition. N = 12 participants. BDLE = Blue-depleted light environment. * = signi!cant e#ect at P < 0.05.

BDLE in period 1 BDLE in period 2 Order e"ect
Estimate 95% CI P Estimate 95% CI P Estimate 95% CI P

REM duration 5.3  − 13.5 to 24.2 0.56 22.4 3.5 to 41.2 0.024* 17.0  − 17.7 to 51.8 0.32
REM fragmentation  − 5.9  − 13.2 to − 0.4 0.036*  − 1.5  − 7.7 to 5.0 0.66  − 4.5  − 16.8 to 6.3 0.46
REM sleep micro-
arousals  − 18.66  − 39.09 to 0.61 0.058  − 6.45  − 26.9 to 13.4 0.51 12.22  − 18.4 to 43.1 0.428

REM density 0.002  − 0.05 to 0.05 0.96 0.01  − 0.04 to 0.07 0.62 0.01  − 0.08 to 0.12 0.82

Figure 2.  Average accumulated minutes in (a) REM sleep and (b) slow-wave sleep by percentage of the total 
sleep time. 95% con!dence intervals, and p-values were calculated from a mixed model with N = 12 participants. 
Accumulated minutes as dependent variable, percent of total sleep time as a 101 level factor and light 
environment and their interaction as covariates, and participant ID as random e#ect. N = 12 participants. "e 
p-values are Bonferroni-corrected for 101 comparisons.
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LE, which roughly corresponds to the increased accumulation of REM-sleep starting about 30 min earlier in 
BDLE. One previous study has found that increased SWS accumulation may be at the expense of REM sleep 
a)er di#erent light  exposures30. "e faster accumulation of REM-sleep a)er BDLE in our study, does not seem 
to be at the expense of N3 sleep.

Similar to the duration of REM sleep, we also found an e#ect of phase-shi) on REM sleep fragmentation. 
However, BDLE had an additional, albeit marginally signi!cant e#ect over and above the e#ect of phase-shi), 
explaining nearly all the variance in the e#ect of phase-shi). "is may suggest that there is a non-circadian e#ect 
of evening light exposure on REM sleep fragmentation. Moreover, in the previous  publication8 we found that the 
e#ect of BDLE on phase-shi) was stronger in period 2 of the study. In the current study, we !nd in contrast that 
the e#ects of BDLE on REM sleep fragmentation were stronger in period 1, although there was no signi!cant 
order e#ect. "is further supports the notion that there may be additional non-circadian driven e#ects of BDLE. 
Interestingly, recent studies both with animal models and in humans have identi!ed non-circadian pathways 
by which light can exert direct NIF-e#ects31,32. A non-circadian e#ect could potentially be mediated by lower 
arousal as an e#ect of the BDLE. Increased arousal has indeed been found a)er evening short-wavelength light 
 exposure2,27,33, and this e#ect seems to be carried over into the sleep  period2,6,33. On the contrary, lower levels 
of wake EEG-derived alertness has been observed a)er  BDLE25, and we also found reduced neurocognitive 
arousal in our previous report on this  sample8. In the current study we found a trend toward less microarousals 
from NREM sleep (see supplementary Table S1). Hence, the current !nding indicates that BDLE increases the 
stability of REM sleep, and that this e#ect does not seem to be directly related to circadian processes, but may 
be the result of lower pre-bedtime arousal.

"ese !ndings could also be put in context of the two process theory of sleep–wake  regulation34,35. "is model 
explains how both homeostatic sleep pressure (process S) and the circadian pacemaker (process C) interact to 
regulate sleep. It is well known that EEG delta-activity in NREM sleep increases with longer pre-sleep wakeful-
ness in an hourglass manner, and that it decays as a function of consolidated NREM sleep. "e probability of 
entering REM sleep increases with duration of NREM sleep through each sleep cycle, and the duration of REM 
sleep episodes increases with each NREM-REM-cycle, indicating that stable REM sleep may require a degree 
of dissipation of process S. A hypothetical increase in NREM delta-activity in BDLE, potentially caused by 
lower arousal at sleep onset, may possibly contribute to consolidation of REM sleep. In this framework process 
S dissipation may interact with a phase-advance of process C, which also increases propensity for REM  sleep24. 
However, an analysis of power frequency domain is outside the scope of this paper.

Our study focuses on healthy young adults, but if the !ndings are con!rmed, we believe there are elements 
of this research that will translate to clinical practice in psychiatry. Increased REM sleep is not bene!cial in 
all circumstances, as evidenced by the high prevalence of disinhibited REM-sleep in mood  disorders10,11,17–22. 
Disinhibited REM sleep has been suggested to represent a maladaptive stress response that maintains depres-
sive  episodes10,22,23 and impacts treatment  responses11. However, we did not !nd an e#ect of evening BDLE on 
REM-density. Moreover, we did not !nd e#ects on latency to !rst REM-episode in our previous report on this 
 sample8. "ese results suggest that the increased REM sleep duration in the BDLE is not a marker for disinhibited 
REM sleep. Rather it may be an e#ect of the phase-advance of circadian rhythms, potentially in combination with 
reduced fragmentation allowing for longer sustained episodes of REM-sleep. "is may be a key !nding given the 
potential therapeutic application of blue-depleted lighting systems in psychiatric care.

Mental disorders are also linked to fragmented REM sleep, which in combination with increased REM-density 
has been de!ned as restless REM  sleep14,16,17. Restless REM sleep, has been found to impede overnight emotional 
processing, which may lead to accumulated distress, hyperarousal, and a sustaining of the restless REM  sleep15. 
"is mechanism has been proposed to be a transdiagnostic risk factor for mental illness, in particular insomnia, 
but also mood disorders. "is is a di#erent explanation of the REM sleep alterations in major depression, in that 
fragmented REM sleep over time leads to a shortage of time spent in REM sleep eventually resulting in a disin-
hibition and rebound of REM sleep in major  depression17. "e restless REM sleep hypothesis of mental illness 
o#ers another mechanism by which these !ndings may have bene!cial e#ects if translated into clinical practice.

	����������������Ǥ� In the context of the restless REM sleep model of  insomnia15, the current !ndings on 
BDLE-consolidation of REM sleep may also suggest a potential therapeutic role of evening BDLE for patients 
with insomnia. "is may particularly be the case for the subgroup of insomnia patients reporting sleep–wake 
misperception, which may indicate high arousal and fragmentation in REM  sleep15. Indeed, one small study 
found additional bene!ts of adding blue-blocking glasses to cognitive behavioral therapy for insomnia on sub-
jective levels of anxiety and  hyperarousal36, and another small study found e#ects of blue-blocking glasses on 
both subjective and objective sleep measures compared with clear  glasses37. Moreover, given the rationale for 
restless REM sleep to exacerbate symptoms in patients with major depression and insomnia, it would also be of 
interest to test potential e#ects of BDLE on REM sleep parameters and clinical outcomes. Furthermore, other 
NIF-e#ects of evening light exposure has been found to have high interindividual  variability38. "is is likely the 
case for the current e#ects on REM sleep fragmentation (see Supplementary Fig. 8), suggesting future studies 
are needed to uncover the characteristics of individuals that have large e#ects of BDLE. Moreover, it is also con-
ceivable that the e#ects of consolidating REM sleep may !rst be consequential if the outcome is not short-term 
improvement, but rather the alleviation of clinical symptoms over time or the prevention of future illness epi-
sodes. Previous case-series using extended  darkness39 or blue-blocking glasses with patients with rapid cycling 
bipolar disorder found that when used consistently over years, they seemed to stabilize mood and prevent new 
illness episodes.
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�������������������������Ǥ� A strength of the current study is the use of a randomized cross-over trial 
design which increases power by allowing for individuals to be compared to themselves in the two LEs. Moreo-
ver, it enables inference on the causality between conditions and the outcomes. Furthermore, we had complete 
data on all measures. However, several limitations must be considered in the interpretation of the study !ndings. 
First, this was an opportunistic study testing hypotheses that were developed a)er the primary analyses were 
completed. "e sample size was small, and the power-calculations for outcome measures in the original study 
does not apply to the outcome measures in these secondary analyses, increasing the probability of type II errors. 
Second, the participants were healthy young adult individuals that were screened for any physical illness, mental 
disorders, and sleep disturbance. "is limits the generalizability of !ndings to any clinical population, and to 
the aged population in which photoreception may be compromised. Finally, there was only a 1-day wash-out 
between study periods, which increases chances for carry-over e#ects.

����������
"is is the !rst study demonstrating that residing in an evening BDLE reduces the fragmentation of REM sleep 
and microarousals in REM sleep while REM density and N3 sleep are unaltered. Given the widespread interest 
in the spectral tuning of evening lighting from both hospitals, nursing homes, as well as private consumers, par-
ticular care should be taken to test these e#ects in larger samples. E#ects should also be tested in clinical samples 
with clinical outcome-measures, to further understand the health consequences of the potential bene!cial e#ects 
of BDLE on REM sleep fragmentation.

�������
"e current study reports secondary analyses of data collected during a short-term (13 days) randomized cross-
over trial of 12 healthy young adults. "e original study protocol was approved by the Regional Ethical Com-
mittee in Trondheim (Central Norway; REK: 2017/916). "e protocol was designed and the study performed 
in accordance with the declaration of Helsinki. "e study rationale, protocol, procedures are described on the 
ISRCTN website (Reference 12419665) and primary !ndings are published  elsewhere8. Here, we brie$y sum-
marize key information relevant to the secondary analyses. It should be noted that this is an opportunistic study 
(arising because of recent !ndings reported by other research groups), and was not planned a priori, so the 
analyses must be regarded as exploratory.

��������������������Ǧ����������Ǥ� Overview: "e trial was undertaken between September and October 
2017 and tested the e#ects of residing in an evening BDLE on melatonin levels, sleep, neurocognitive arousal, 
and subjective sleepiness. "e study was undertaken in a new-build acute psychiatric unit (prior to its opening 
to the public) at St. Olavs Hospital in Trondheim, Norway, where dynamic light sources were installed in one 
of two wards. A)er providing written informed consent, participants underwent a 7-day pre-randomization 
monitoring phase. "en participants completed a 13-day protocol where DLMO was assessed on day 1, 7, and 
13. On days 2–6 and 8–12, they resided for 5 + 5 days in the LEs with the order of exposure being the result of 
randomization (see also Fig. 3). "e randomization was performed by the Unit of Applied Clinical Research 
(Department of Medicine and Health Sciences, NTNU).

������������Ǥ� Healthy participants were recruited to take part in the study. Participants met inclusion cri-
teria if their habitual sleep–wake patterns were within normal parameters (here de!ned as weekday bedtime 
between 22:30 h and 24:00 h, weekday rise time between 06:30 h and 08:00 h, and small intraindividual vari-
ations (< 2 h) between weekdays and weekends) and they tested negative on the Ishihara plate test for color 
blindness. Exclusion criteria were current medical or psychological conditions, current use of prescription 
medication(s), family history of severe mental illness, current sleep disorders, night shi) work in the preceding 
2 years, trans-meridian travel in the preceding 2 months exceeding one time-zone, and/or current use of nonpre-
scription drugs or illicit substances (not including alcohol or nicotine). Moreover, for the last 7 days preceding 
randomization, participants were requested to maintain a !xed sleep wake-schedule (bedtimes: 23:00 h–00:00 h, 
risetimes: 07:00  h–08:00  h). "ey were further asked to refrain from ingesting alcohol and/or ca#eine a)er 
12:00 h for the duration of the study.

Daily routine: Participants were awoken at 07:00 h each morning, le) the unit by 08:00 h and returned by 
17:00 h for a shared meal. At 18:00 h participants entered their assigned LE and were free to spend their time in 
their private rooms or the common areas. Participants retired to their bedrooms for sleep by 23:00 h and turned 
the lights o#. Hospital sta# were present at all times to ensure the safety of the participants and assist in the 
running of the unit including meals.

������������������������������Ǥ� Evening BDLE: "e light environment was created using a Light Emit-
ting Diode (LED) lighting system containing red, blue and green-white diodes that could be individually pro-
grammed to emit di#erent colored light. From 18:30 h until 06:50 h, this system generated blue-depleted lighting 
in bedrooms, bathrooms, hallways and common areas using a combination of the green-white and red diodes. 
Blue blocking !lters automatically descended to cover windows in the evening and were retracted in the morn-
ing, whereas televisions had permanent blue-blocking !lters. In addition, participants were asked to use physi-
cal blue-blocking !lters (lowbluelights.com) on their electronic media devices in the evenings. During daytime, 
all diodes were used to generate a standard white hospital light.

Standard LE: "e light environment had standard white hospital light at all times. TV screens and other 
electronic devices were used as normal, without blue-blocking !lters.
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During the blue-depleted light period light levels (photopic lux) were similar in both wards, whereas levels 
of melanopic lux were lower in the evening BDLE (for detailed light measurements, see Vethe et al.8).

�����������Ǥ� See also Fig. 3 for an overview of the timing of exposure to the experimental conditions and 
the timing of assessments.

Polysomnographic recordings. Polysomnographic (PSG) recordings were used to assess sleep on the last two 
nights (4th and 5th) in each LE. "e 10–20 system for electroencephalography recording was used in the mount-
ing of the PSG equipment and included the F3, F4, C3, C4, O1 and O2 electrodes. Electrooculogram, submental 
electromyogram, electrocardiogram, peripheral pulse oximetry and electrodes on the legs were also used. "e 
SOMNO HD (SOMNOmedicsGmbH, Randersacker, Germany) PSG-equipment were used to collect the data. 
Signals were sampled at 256 or 128 Hz, low-pass !ltered, and stored at 128 Hz. Sleep stage scoring was performed 
according to the American Academy of Sleep Medicine  rules40 by a clinical neurophysiologist with > 10 years of 
experience with PSG-scoring who was blinded to participant details (individual characteristics, LE condition, 
etc.). A)er sleep stage scoring REM sleep epochs were visually inspected once more and all rapid eye movements 
(REMs) were marked by 3-s mini-epochs (using similar procedures as e.g. Lechinger et al.11 and Feige et al.41). 
REM sleep microarousals was scored using an automatic scoring algorithm embedded in the PSG-scoring so)-
ware DOMINO. Duration-criterion for cortical arousal was set to 3 s, and arousals were required to be accom-
panied by an EMG increase.

Dim light melatonin onset assessments (DLMO). We performed melatonin assessments to estimate the phase 
shi) of DLMO from baseline until the !rst evening a)er having resided in the di#erent evening LEs for 5 days. 
"is translates into: a baseline assessment before entering the !rst light condition (day 1); an intermediary even-
ing a)er 5 days in the !rst LE (day 7); and a)er 5 days in the second LE (day 13). Participants stayed in a dim light 
environment (< 3 lx) from 18:00 h until 23:00 h where saliva samples were collected every 60 min following a 
standard  protocol8. DLMO was de!ned as the clock time when melatonin levels surpassed a 4 pg/mL threshold.

Pre-randomization sleep-monitoring. During the pre-randomization monitoring phase participants registered 
their sleep in sleep diaries upon awakening every morning, and wore an actiwatch (Actiwatch Spectrum, Philips 
Respironics Inc., Murrysville, PA). Participants were instructed to press an event-marker button on the acti-
watch to indicate bedtime. For days where an event-marker press was missing, bedtimes indicated in the sleep 
diaries were used instead. Actigraphy data (sampled using 30 s epochs) was analyzed using an automatic scoring 
program (Actiware version 5.70.1, Philips Respironics Inc., Murrysville, PA) to calculate the rise-times and total 
sleep times during the pre-randomization monitoring phase.

����������Ǥ� We used a linear mixed model with the following variables one at a time as dependent variables: 
REM sleep duration, REM sleep fragmentation, REM sleep microarousals, and REM-density. "e models were 
!tted in two steps by !rst entering LE and phase-shi) one at a time, and then simultaneously as !xed e#ects. 
A random intercept was added for participant ID in all models. "is model utilizes the cross-over design such 

Figure 3.  Overview of the study design, $ow of participants in the study periods, and timing of relevant 
assessments. Adapted from the CONSORT guidelines extended to cross-over  trials43.
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that the e#ects is estimated intra-individually, resulting in higher precision than could have been achieved with 
a parallel group design. For the modeling of REM and N3-accumulation the combination of LE and time as 
percent of total sleep time rounded to the nearest integer was used as !xed e#ects. "e di#erence between LEs 
at each percent of total sleep time was then estimated, and the resulting p-values were corrected for multiple 
comparisons using the Bonferroni correction.

Normality of residuals was checked by visual inspection of QQ-plots and with the Shapiro–Wilk test. In 
some analyses, there were some deviations from normality, in which case bootstrapping with 10,000 resamples 
were performed and bias-corrected and accelerated con!dence intervals were used. Two-sided p-values < 0.05 
were considered signi!cant.

Statistical analyses were performed using R statistical package (version 3.6.2., https:// www.R- proje ct. org/). 
Linear mixed e#ects models were !tted (using the R-package “lme4”).

Post hoc analyses of order e!ects. To investigate if there was an e#ect condition order we used a linear mixed 
model with condition, study period number, and their interaction as !xed e#ects. Dependent variables were the 
respective REM main-outcome variables. Participant ID was entered as a random intercept.

Rem sleep fragmentation, REM sleep microarousals, and REM-density. REM sleep fragmentation was the total 
overnight number of interruptions of REM sleep by non-REM sleep or wake bouts that was occurring within 
REM sleep  episodes42 divided by the total duration of REM sleep. A REM sleep episode was de!ned as starting 
on the !rst REM sleep epoch a)er a minimum of 15 min of continuous non-REM sleep and ended at the last 
epoch of REM sleep preceding at least 15 min of continuous non-REM sleep.

REM-density was calculated by dividing the sum duration of the 3-s mini-epochs marking REMs within 
REM-epochs by the total duration of REM sleep over the  night11.

Phase-shi" of DLMO. Phase shi) of DLMO was calculated by estimating the mean change in DLMO from 
baseline to the DLMO-assessment a)er each LE. Fitted values from a linear mixed model described in the previ-
ous  publication8 was used to calculate individual phase-shi)s.

Accumulation of REM sleep and N3. For the accumulation of N3 and REM sleep, the epochs of the respective 
stages were cumulatively summed for each percent (rounded to the nearest integer) of the sleep period.
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Supplementary figure S1. Boxplot indicating median duration of completed sleep cycles. 

Hinges indicate the first and third quartile. Whiskers extend to 1.5*the inter quartile range 

(distance between 1st and 3rd quartile).  
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Supplementary figure S2. Mean duration of rem episode in each sleep cycle by condition. 

Error bars indicate means ± SEM. Due to low N (5 nights) in cycle 6, these data-points were 

not included in the figure. 

 

0

10

20

1 2 3 4 5
REM cycle number

M
ea

n 
R

E
M

 s
le

ep
 e

pi
so

de
 d

ur
at

io
n 

(m
in

ut
es

)

Condition
Blue-depleted

Standard



3 
 

 

Supplementary figure S3. Mean duration of NREM sleep during each sleep cycle by 

condition. Error bars indicate means ± SEM. Due to low N (5 nights) in cycle 6, these data-

points were not included in the figure. 
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Supplementary figure S4. Mean number of REM sleep interruptions in each REM sleep cycle. 

Error bars indicate means ± SEM. Due to low N (5 nights) in cycle 6, these data-points were 

not included in the figure. 

 

 
Supplementary figure S5. Percent of REM sleep interruptions lasting longer than 3 minutes by 

cycle number. Error bars indicate means ± SEM. Due to low N (5 nights) in cycle 6, these 

data-points were not included in the figure. 
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Supplementary figure S6. Distribution of sleep stages during the interruptions from REM 

sleep. Due to low N (5 nights) in cycle 6, these data-points were not included in the figure. 
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Supplementary figure S7. Observed values of (A) REM sleep fragmentation, (B) REM sleep 

arousals, and (C) REM sleep duration plotted against phase shift and separated by 

color/shape to indicate condition. 
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Supplementary figure S8. Individual REM sleep fragmentation in each condition. Percent 

REM sleep fragmentation is the number of interruptions during REM sleep divided by total 

duration of REM sleep in minutes times 100. Error bars indicate estimated means ± 95% 

confidence intervals from the linear mixed model (N = 12). The omission of the outlier value 

in standard LE did not meaningfully change the results of the analysis.  

 
 
 

  NREM microarousals per hour 

Step              Estimate 95% CI p 

1 BDLE -9.50 -19.48 to 0.49 0.063 

 Phase shift 10.71 -1.21 to 23.50 0.079 

2 BDLE -6.48 -4.95 to 18.24 0.27 

 Phase shift -6.36 -33.25 to 2.83 0.38 

 
Supplementary Table S1. Results from a similar mixed model to the main analyses fitted with 
NREM microarousals per hour of NREM sleep as the dependent variable. Independent 
variables are BDLE and phase shift. In the first step variables are tested separately, and in 
the second step variables are entered together. N=12 participants. BDLE=Blue-depleted light 
environment  
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Abstract
This work aimed to evaluate whether a radar sensor can distinguish sleep from wakefulness in real time. The sensor detects body 
movements without direct physical contact with the subject and can be embedded in the roof of a hospital room for completely 
unobtrusive monitoring. We conducted simultaneous recordings with polysomnography, actigraphy, and radar on two groups: 
healthy young adults (n = 12, four nights per participant) and patients referred to a sleep examination (n = 28, one night per 
participant). We developed models for sleep/wake classi+cation based on principles commonly used by actigraphy, including 
real-time models, and tested them on both datasets. We estimated a set of commonly reported sleep parameters from these data, 
including total-sleep-time, sleep-onset-latency, sleep-ef+ciency, and wake-after-sleep-onset, and evaluated the inter-method 
reliability of these estimates. Classi+cation results were on-par with, or exceeding, those often seen for actigraphy. For real-time 
models in healthy young adults, accuracies were above 92%, sensitivities above 95%, speci+cities above 83%, and all Cohen's kappa 
values were above 0.81 compared to polysomnography. For patients referred to a sleep examination, accuracies were above 81%, 
sensitivities about 89%, speci+cities above 53%, and Cohen's kappa values above 0.44. Sleep variable estimates showed no signi+cant 
intermethod bias, but the limits of agreement were quite wide for the group of patients referred to a sleep examination. Our results 
indicate that the radar has the potential to offer the bene+ts of contact-free real-time monitoring of sleep, both for in-patients and 
for ambulatory home monitoring.

Key words:  sleep; radar; actigraphy; polysomnography; sleep monitoring; ambulatory home monitoring

Statement of Signi!cance
This work shows that a contact-free radar sensor with our real-time actigraphy-inspired algorithm can detect body movements and pro-
vide valid estimates of sleep, wakefulness, and related parameters. The performance was best for healthy volunteers in a psychiatric hos-
pital environment, with the radar placed either on the nightstand or permanently mounted in the ceiling. The radar generally performed 
on par with actigraphy for sleep/wake classi+cation. Contact-free recording is an advantage for patients with less tolerance for wearable 
devices, e.g. in psychiatric hospitals. Future studies should attempt to improve the performance for home use and further validate this 
tool for sleep/wake classi+cation in a wider population, particularly in a real in-hospital setting. Sleep-stage classi+cation from radar data 
should also be explored.
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Introduction
The polysomnography (PSG) test [1] is considered the gold 
standard of sleep studies, but it is not always an ideal option 
[2, 3]. The multiple on-body sensors can be experienced as in-
vasive and uncomfortable, and the time and expense involved 
in laborious manual interpretation make it a poor choice for 
long-term monitoring or population studies. Fortunately, elec-
trophysiological signals are not the only way to get a measure of 
sleep. Body movement modalities have been used for this pur-
pose since the +rst actigraphs were validated in the late 1970s–
early 1980s [4–6]. These devices typically record activity with 
an on-body accelerometer and determine activity–rest from 
those signals, commonly through simple automatic classi+ca-
tion models [7, 8]. Compared with PSG, they are cost-effective, 
noninvasive, reasonably reliable for estimating periods of sleep 
(although also recognized as having unfortunately low speci+-
city for periods of wakefulness during the night), and particu-
larly well suited for monitoring activity–rest cycles over time. 
These properties have granted them a position of ubiquity in 
sleep medicine and research as an alternative when PSG is not 
feasible or desirable [9–11].

However, sometimes even a wrist actigraph can be too 
demanding. For patients in a psychiatric hospital setting, 
with, for example, disorganized behavior, psychosis, or sui-
cidal intents, the use of on-body sensor equipment of any kind 
can be challenging, and potentially dangerous. And although 
actigraphy data are collected prospectively, they are analyzed 
retrospectively, so they can generally not be used to monitor 
sleep in real time. Thus, they are less useful for hospital night 
staff who needs to keep track of the sleep/wake state of patients 
at any given time. So, even though sleep problems are virtually 
ubiquitous among inpatients with mental disorders [12], and 
although assessment of sleep can be crucial in diagnosis and 
decision making, psychiatric units typically remain limited to 
intermittent staff observations. This solution is far from ideal; 
the reliability is limited, and it has been argued that the down-
sides in terms of sleep disruption and privacy infringement for 
the patients might outweigh the bene+ts of this type of moni-
toring by a fairly wide margin [13].

This work seeks to evaluate if a radar sensor can be used 
to provide an unobtrusive contact-free objective measure of 
sleep. The sensor in question, an Impulse-Radio Ultra-Wideband 
(IR-UWB) radar, can detect a range of movements from a person 
in a room without requiring them to wear equipment on their 
body; from the big movements of limbs to the very small mo-
tions induced by respiration. Under favorable conditions, even 
the miniscule chest movements caused by a beating heart can 
be recognized and recorded [14, 15]. Clothes or beddings do not 
impede these signals [16], and since the registered data cannot 
be used to directly identify individuals, a degree of privacy is 
preserved. The radar is also capable of communicating its sig-
nals in real time.

The general aim of the present study was to evaluate whether 
the body movement-derived signals recorded with the radar 
sensor can be used to distinguish sleep from wake at least as 
well as the activity signals from wrist actigraphy. In addition, we 
aimed to evaluate whether contact-free sleep monitoring can 
be done in real time. Our main objectives were to develop sleep/
wake classi+cation models for the radar data, including real-
time models, and to compare the classi+cation performance of 

the radar with PSG (the gold standard) and actigraphy. Models 
were +rst applied to a homogenous dataset from young healthy 
adults recorded in a hospital environment, and then to a heter-
ogenous dataset from ambulatory sleep clinic patients. The 
speci+c objectives for the evaluation were: (1) Estimate clas-
si+cation performance for sleep-wakefulness detection by ac-
curacy, sensitivity, speci+city, and Cohen's kappa statistics using 
both real-time and future-dependent models, and (2) estimate 
agreement between methods for the main sleep outcome vari-
able total sleep time (TST) using Bland–Altman analysis, and 
then similarly for four secondary sleep variables; sleep onset 
latency (SOL), wake after sleep onset (WASO), sleep ef+ciency 
(SE%), and number of awakenings (NW).

Methods
Data collection

Two sets of data were collected for this study from different 
populations. The study protocol for the randomized cross-over 
trial from which Dataset 1 (DS1) was acquired, and the protocol 
was approved by the Regional Ethical Committee in Trondheim, 
(Central Norway; REK: 2017/916) and is registered on the ISRCTN 
website (reference number 12419665). The study was undertaken 
in accordance with the Revised Declaration of Geneva [17] and 
written informed consent was obtained from all participants. 
The protocol for gathering Dataset 2 (DS2) was approved by the 
Regional Ethical Committee in Trondheim, (Central Norway; 
REK: 2017/309). Written informed consent was obtained from all 
participants.

Both datasets consist of simultaneously collected data from 
PSG, actigraphy, and IR-UWB radar.

PSG
PSG recordings were recorded using Somnomedics Somno HD 
equipment (Somnomedics GmbH, Randersacker, Germany). 
Six EEG electrodes were placed according to the International 
(10–20) system [18]; F3, F4, C3, C4, O1, O2, plus a mastoid ref-
erence left side (M1) for the electrodes on the right side and a 
mastoid reference right side for the left side electrodes (M2); two 
electrooculogra+c electrodes (EOG) applied 1  cm laterally and, 
respectively, 2 cm above and below the right and left lateral eye 
cantus. EOG-reference electrodes were applied to the left (M1) 
and the right (M2) mastoids. Surface electromyography (EMG) 
was registered from the submental and bilateral anterior tibial 
muscles.

Actigraphy
Phillips Actiwatch (Actiwatch Spectrum, Philips Respironics 
Inc., Murrysville) placed on the nondominant wrist were used 
for both datasets. Automatic scoring algorithms from the manu-
facturer were not used in this work. Instead, binned movement 
data were exported from the actigraphs using Actiware (version 
5.70.1; Philips Respironics Inc., Murrysville, PA), and then treated 
in the same way as the simultaneously recorded radar data. The 
actigraphy and radar data were subjected to identical sleep/
wake classi+cation model development, resulting in models of 
similar form but with different parameters. These models and 
their parameters are reported in their entirety in Supplementary 
Table S1.

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
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IR-UWB radar 
The radar used was the XeThru model X4M200, a commercially 
available radar sensor developed by Novelda AS. All radar data 
for this work were stored in baseband I/Q [19] form, to enable 
different or improved digital signal processing (DSP) at a later 
date, and then subjected to the pulse-Doppler signal processing 
provided by the manufacturer. Their Respiration_2 pro+le was 
used, to obtain body movement and respiration rate estimates 
at a rate of 1 Hz. This pro+le has a detection zone of 0.40–5.00 
m, and a respiration detector range of 8–30 respirations-per-
minute (RPM). A  more detailed description of the radar can 
be found in Supplementary Material, or in the manufacturer’s 
datasheet [20].

Dataset 1

Dataset 1 (DS1) consists of data from twelve healthy participants 
of 20–30 years (5 male). These data were collected as part of a 
randomized cross-over trial meant to evaluate the effect of the 
light conditions in a state-of-the-art acute psychiatric hospital 
unit at St. Olavs Hospital, Trondheim, Norway [21]. All 40 patient 
rooms in this building have radar sensors installed in the ceiling. 
This study was conducted in the last phase of the building con-
struction period before the unit was opened for patient admis-
sions. Prospective participants were eligible for inclusion if their 
habitual sleep/wake cycle was normal; i.e. weekday bedtime 
between 22:30  h and 00:00  h and weekday rise time between 
06:30 h and 08:00 h, with small intraindividual variations (<2 h) 
between weekdays and weekends, and no colour blindness. 
Exclusion criteria were evidence of any current medical or psy-
chological condition, current use of prescription medication(s), 
family history of severe mental illness, current sleep problems, 
night shift work in the preceding 2 years, trans-meridian travel 
in the preceding 2 months, and/or current use of non-prescrip-
tion drugs or illicit substances. From September 23, 2017, to 
October 5, 2017, these participants resided for a total of 10 days 
in the hospital; +ve consecutive days in each light environment, 
with randomized order of exposure and one day of washout in 
between. Between 08:00 h and 17:00 h participants had to leave 
the unit to follow their normal daily life of work or studies. They 
spent the remaining time in the hospital, and from 18:00 h to 
07:00 h they were con+ned to their assigned light environment, 
with a set bedtime at 23:00 h every night. Each participant wore 
an Actiwatch set to 15-s epochs every day for the duration of the 
study, also during the daytime hours. Each room had one radar 
sensor mounted in the ceiling, and one placed on a nightstand 
next to the bed. These recorded continuously at 17 frames-per-
second (FPS) for the duration of the study. Each participant 
underwent a total of four nights of PSG; two consecutive nights 
in each light condition.

Dataset 2

Dataset 2 was collected to observe a broad cross-section of 
heterogenous troubled sleepers. From 2017 to 2020, patients 
referred to the Department of Clinical Neurophysiology at St. 
Olavs Hospital in Trondheim, Norway, for overnight sleep exam-
ination for sleep problems of any kind, could be asked to par-
ticipate. The only inclusion criterion was their willingness 
to participate and their informed consent, and there were no 

exclusion criteria. Participants were out+tted with portable PSG 
equipment and sent home for ambulatory sleep monitoring, as 
per standard practice at this department. (Some participants 
were originally referred to as respiratory polygraphy, a sim-
pler examination than PSG. These patients were “upgraded” to 
full PSG upon consenting to participate in this study.) In add-
ition, they were given a Phillips Actiwatch actigraph set to 30-s 
epoch length, and a portable radar sensor con+gured to record 
baseband data at 300 FPS—this higher framerate was chosen to 
enable a more detailed analysis of these recordings at a later 
date. For the present work, the radar data was downsampled to 
17 FPS and processed in the same way as the radar data from 
DS1. The participants were instructed to place the radar sensor 
on their nightstand (or on a provided camera stand, if they did 
not have a nightstand), and to be alone in their bed on the night 
of the recording.

Data preparation

Each PSG recording was manually scored by a specialist in clin-
ical neurophysiology according to the AASM Manual for the 
Scoring of Sleep and Associated Events, version 2.4 [22], and 
then exported to ASCII-format from the Domino software. 
The raw radar data was processed using software provided by 
Novelda AS to output activity and respiration estimates at 1 Hz. 
Differences in internal clocks for radar, actigraphy, and PSG were 
corrected with an alignment method based on maximum correl-
ation. To match the length of the PSG epochs, 15-s actigraphy ac-
tivity counts from DS1 and 1 Hz radar data were aggregated into 
30-s bins by taking the mean. The three data types output by the 
radar digital signal processing [fast movement, slow movement, 
and respirations per minute (RPM)] were scaled to unify their 
order of magnitude. Further details about data types and prepar-
ations can be found in Supplementary Material.

Sleep/wake classi!cation model development

The inspiration for the sleep/wake classi+cation approach taken 
in this work comes from actigraphy. Of the four most common 
methods for processing wrist actigraphic data from adults, three 
are based on linear-sliding sum models over a time-horizon [7]. 
Activity data is binned into epochs of some speci+c length, com-
monly 30 s, resulting in a single activity value per epoch. Each 
epoch is then scored as sleep or wake by comparing a weighted 
sum of activity values from some “time horizon,” i.e. a number 
of past, present, and future epochs, to some threshold. These 
three common methods all use the same time horizon; they 
score each epoch in the time series by considering its activity 
value in conjunction with those of the four preceding and two 
succeeding epochs. Only the parameters of the models are dif-
ferent, optimized for their speci+c datasets and hardware. One 
of the three (Rescored Cole–Kripke) also impose an additional 
layer of post hoc heuristic rules on the output of the initial clas-
si+cations, which for this work we will call the Cole–Kripke re-
scoring rules [23, 24].

PSG-scored sleep stages N1, N2, N3, and REM were combined 
into “sleep” and given the value 0, and epochs with the “wake” 
state were given the value 1. DS1 was split equally into training 
and test sets (DS1-train and DS1-test) by assigning the partici-
pants to either at random. With the PSG sleep/wake state as the 

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
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target variable, logistic regression was performed over DS1-train 
to estimate the parameters of linear sliding-sum models. This 
procedure was followed for both activity data exported from the 
actigraphs, and for the radar data. For the radar, each of the three 
data types (fast movement, slow movement, and RPM) were in-
cluded separately in the regression, giving three data points per 
epoch in contrast to the single activity value per epoch used for 
actigraphy. Every combination of horizon length between zero 
(only the present) up to and including ten epochs in either dir-
ection around the present were considered, for a total of 121 
models per sensor. The resulting models output a value between 
zero and one for each epoch, which can be interpreted as “prob-
ability of wake.” A p = 0.5 threshold was used on the continuous 
output values from the regression models to classify each epoch 
as either sleep or wake. Finally, the Cole–Kripke rescoring rules 
[23] were applied. For real-time models, the +nal two rules, (4) 
and (5), had to be excluded, because they depend on future in-
formation. The rules used in our work are: (1) after at least 4 min 
scored as wake, the next 1 min scored as sleep is rescored wake, 
(2) after at least 10 min scored as wake, the next 3 min scored as 
sleep are rescored wake, and (3) after at least 15 min scored as 
wake, the next 4 min scored as sleep are rescored wake. A more 
detailed description of the model development can be found in 
Supplementary Material.

Classi!cation performance analysis

The classi+cation models were applied to DS1-test, and 
DS2. Epoch-by-epoch classi+cation performance was evalu-
ated against PSG ground truth by calculating overall accuracy, 
sensitivity, and speci+city values. Because the data contain 
signi+cantly more epochs of sleep than wake, Cohen's kappa co-
ef+cients were also calculated to account for the high probability 
of correct classi+cation occurring by chance. Cohen's kappa 
statistic has a range of −1 to 1, where zero indicates agreement 
equivalent to classi+cation by random chance and κ = 1.00 indi-
cates perfect agreement. Universally accepted guidelines of in-
terpretation for values between zero and one do not exist, so for 
the purpose of this work we will adopt the categories from Ref. 
[25]: 0.41 ≤ κ < 0.60 = moderate agreement, 0.61 ≤ κ < 0.80 = sub-
stantial agreement, and 0.81 ≤ κ < 0.99 = near-perfect agreement. 
Forest plots were used to compare the classi+cation perform-
ance statistics of the actigraph to those of the radar devices.

Sleep parameters

Four commonly reported sleep parameters were calculated for 
all sleep/wake classi+cation results: SOL, the duration between 
reported bedtime and objectively estimated sleep onset time; 
TST, the total time spent asleep during a major sleep period; 
WASO, the total time awake between sleep onset and offset; and 
SE, the percentage of time spent asleep during a major sleep 
period. The overall NW during the major sleep period was also 
counted. For calculating SOL, participants reported their bed-
time by pushing a user marker on their PSG equipment. For the 
nights in DS1 for which no PSG was available, SOL was calcu-
lated from the set bedtime at 23:00. For PSG, sleep onset was 
de+ned as the +rst 30-s epoch of any sleep stage after reported 
bedtime. For both actigraphy and radar, sleep onset was de+ned 
as the +rst epoch of the +rst three-minute period consecutively 

scored as sleep, as per the de+nition used in [26]. Sleep offset, i.e. 
wake time, was de+ned as the +rst epoch after the +nal epoch 
scored as sleep. Student's t-tests were performed to test the hy-
pothesis that the mean difference between compared modal-
ities and PSG was zero. Cohen's D was used as an effect-size 
measure, calculated by dividing the difference of the means 
on the pooled standard deviations. The pooled standard devi-
ations were calculated by averaging the square of the standard 
deviations and taking the square root of the result [27]. Bland–
Altman plots were used for visual comparison of agreements 
between modalities, plotted with bias and 95% limits of agree-
ment (LA). The regression approach for nonuniform differences 
was employed to look for proportional bias. When a statistic-
ally signi+cant slope was identi+ed, the regression line was in-
cluded in the Bland–Altman plot, and the R2 value was reported 
[28]. Forest plots were used to compare the parameter estimates 
made with actigraph and radar data, in terms of their absolute 
difference to corresponding PSG parameters. MATLAB (versions 
R2018-R2020) was used for all analyses.

Results
DS1 contains recordings from 12 healthy young adults (mean age 
± SD: 23.0 ± 3.1 years, 5 male). An equipment error in one PSG re-
cording and a malfunctioning ceiling radar sensor left 43 nights 
of triple-registered recordings available for analysis. In total, 126 
nights of double-registered nightstand radar and actigraphy 
data were available, with 117 nights also containing data from 
the ceiling radar. For actigraphy and the nightstand radar, 24 
nights of triple registered data were assigned to DS1-train. For 
the ceiling radar, two of these nights were missing data, leaving 
22 nights. The rest of the data was assigned to DS1-test. DS2 
contains triple recorded PSG, nightstand radar, and actigraphy 
recordings from 28 adult sleep clinic patients (mean age ± SD: 
46.25 ± 13.98 years, 19 male). Of these, 13 had obstructive sleep 
apnea, the rest miscellaneous, and often multiple sleep prob-
lems including excessive daytime sleepiness, headaches, rest-
less leg syndrome, and insomnia. A  summary of the datasets 
can be found in Table 1.

Table 2 shows the epoch-by-epoch classi+cation per-
formance of two models, one real-time and one with the 

Table 1. Datasets summary

Nightstand Ceiling

Healthy volunteers* – training†   
 Radar + actigraphy 63 59
 Radar + actigraphy + PSG§ 24 22
Healthy volunteers – test†   
 Radar + actigraphy 62 58
 Radar + actigraphy + PSG§ 23 21
Patients with sleep disorders‡   
 Radar + PSG + actigraphy 28 0

Number of concurrent nights of recording performed with three types of 
sensors/equipment.
*n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 males.
†The participants were randomly assigned to a training set for model develop-
ment, and a testing set for validation.
‡Ambulatory sleep disorder patients, mean age ± SD: 46.25 ± 13.98 years, 19 
males.
§PSG = polysomnography.

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
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four-past-two-future horizon seen in the most common 
actigraphy algorithms, both with the heuristic Cole–Kripke 
rescoring rules applied. When multiple nights were collected 
from each participant in a dataset, values were calculated for 
all epochs from each participant +rst, then averaged together. 
Confusion matrices showing the total number of correctly and 
incorrectly classi+ed epochs for each model are presented in 
Table 3. Classi+cation performance of other time horizons 
with and without rescoring can be found in Supplementary 
Material. In general, we observed that different time hori-
zons had little effect on model performance beyond a slight 
decrease as the overall horizon length approached zero. The 
rescoring rules generally improved the accuracy, speci+city, 
and Cohen's kappa values, at the cost of a slight decrease in 
sensitivity.

For both datasets, the differences between the real-time 
model and the non-real-time model were in the sub-percent 
range for all performance statistics. Across all metrics, the 
models performed better on DS1-test than on DS2. For the DS1-
test, the nightstand radar achieved the best results, followed by 
the ceiling radar, and then by actigraphy, which outperformed 
the ceiling radar in terms of speci+city but otherwise achieved 
slightly lower scores. All accuracies were above 92%, all sensi-
tivities above 95%, all speci+cities above 83%, and all Cohen's 
kappa values were above 0.81. For DS2 the accuracy of actigraphy 
was around 83% compared with around 81% for the radar. Both 
achieved a sensitivity for sleep of approximately 89%, but in spe-
ci+city for wake and the Cohen's kappa statistic, actigraphy not-
ably outperformed the nightstand radar, with respectively 74% 
and 0.53 compared with 53% and 0.44.

Sleep variables for the triple-recorded nights for PSG and de-
rived for each sensor for two selected models are shown in Table 
4, along with Cohen's D effect sizes and superscripts to indicate 
parameters signi+cantly different from their PSG counterparts. 
An expanded version of this table also including the p-values 
can be found in Supplementary Table S6. Bland–Altman plots for 
the real-time models can be seen in Figures 1 and 2, with their 
biases and LAs reported in Table 5 along with t-tests on the hy-
pothesis of zero bias.

For the real-time models applied to DS1-test, all TST es-
timates were similar to PSG (Table 4) and without signi+cant 
bias (Table 5). Signi+cant overestimation of SOL by 2.5 and 4.0 
minutes (Cohen's D: 0.41 and 0.63) was found for the night-
stand radar and actigraphy respectively, with no signi+cant bias 
found in SOL for the ceiling radar. NW was signi+cantly under-
estimated by 5.3 and 7.9 discrete awakenings (Cohen's D: −1.09 
and −1.57) for the nightstand and the ceiling radars respectively. 
A  single signi+cant slope was detected, for SE compared be-
tween PSG and ceiling radar (R2: 0.41). This slope is driven en-
tirely by a single outlying data point, and disappears when this 
single point is removed. (The same data point can be observed 
outside of the LAs in WASO for the same comparates, but does 
not create a signi+cant trend for this parameter). For the non-
real-time models, a signi+cant difference to PSG was found for 
the same parameters; nightstand SOL (+2.1 min), actigraph SOL 
(+3.2  min), nightstand NW (−7.8 awakenings), and ceiling NW 
(−9.7 awakenings). Additionally, the non-real-time model signi+-
cantly underestimated NW by 4.8 discrete awakenings (Cohen's 
D: −0.93) for the actigraph. For the same models applied to DS2, 
TST means were almost identical for PSG and nightstand radar 
(Table 4), and bias was not present (Table 5). No signi+cant biases 
were seen in any sleep parameters, but their variations (seen 
in the standard deviations and con+dence interval width) were 
quite a bit larger than for the DS1-test. In general, we observed 
good agreement both for TST and the secondary sleep variables.

The estimated sleep parameters for all nights of the DS1-test, 
including those for which PSG was not available, can be seen in 
Table 6. Bland–Altman plots for the real-time model can be seen 
in Figure 3, and the biases and LAs are reported in Table 7. No sig-
ni+cant differences were found in estimated TST values. A sig-
ni+cant difference in SOL of 3.2 minutes was found between the 
two radar positions, with the nightstand estimating a longer la-
tency than the ceiling positioned sensor. Signi+cant differences 
were found for both WASO and SE between actigraphy and both 
radar positions, of 16.8 and 11.5 min WASO and 2.6% and 2.1% 
SE, respectively, for the nightstand and the ceiling positions. 
No signi+cant difference was found between the radar posi-
tions for these parameters. Signi+cant differences were found 

Table 2. Classi+cation performance statistics

Model type* Dataset Sensor type/placement
Accuracy  

[%]
Speci+city  

[%]
Sensitivity  

[%] Cohen's kappa*100

Four past, two future Healthy volunteers  
test set†

Radar nightstand 94.8 (1.7) 89.8 (7.1) 96.6 (1.6) 86.9 (5.4)
Radar ceiling 93.8 (2.3) 86.3 (7.4) 96.6 (2.1) 84.3 (6.6)
Actigraphy 93.1 (1.2) 85.4 (7.4) 96.0 (2.8) 82.6 (3.2)

Five past, zero future 
(real time)

Healthy volunteers  
test set

Radar nightstand 94.5 (1.6) 89.5 (6.4) 96.3 (1.5) 86.3 (4.9)
Radar ceiling 93.3 (2.4) 85.4 (7.7) 96.3 (1.9) 83.1 (6.8)
Actigraphy 92.7 (1.1) 83.9 (7.7) 96.1 (2.6) 81.5 (3.2)

Four past, two future Patients with sleep 
disorders ‡

Radar nightstand 80.9 (15.7) 53.7 (18.4) 89.5 (16.9) 44.8 (25.6)
Actigraph 83.8 (9.0) 74.3 (20.0) 89.4 (7.3) 53.3 (15.8)

Five past, zero future 
(real time)

Patients with sleep 
disorders

Radar nightstand 80.9 (15.3) 53.4 (18.7) 89.7 (16.5) 44.3 (24.8)
Actigraphy 84.1 (9.0) 74.0 (20.2) 89.9 (6.9) 53.8 (16.2)

Epoch-by-epoch classi+cation performance statistics for two models, both with the heuristic Cole–Kripke rescoring rules applied, compared to PSG§-determined 
sleep/wake. Mean (SD) over the participants in the datasets.
*The models are de+ned by the number of preceding (past) and succeeding (future) epochs used to score a present epoch.
†n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per participant. The participants were randomly assigned into a training set 
for model development (n = 24/22 for nightstand/ceiling), and a testing set for validation (n = 23/21 for nightstand/ceiling). Values were calculated for all epochs from 
each participant +rst, then averaged together.
‡Ambulatory sleep disorder patients. n = 28, mean age ± SD: 46.25 ± 13.98 years, 19 male.
§PSG = polysomnography.

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab060#supplementary-data


6 | SLEEPJ, 2021, Vol. 44, No. 8

between all estimates of NW, of 6.1 and 8.3 discrete awakenings 
between actigraphy and the nightstand and ceiling radars, re-
spectively, and of 2.8 discrete awakenings between the two ra-
dars. Signi+cant slopes indicating the presence of proportional 
bias were detected for the WASO compared between actigraph 
and nightstand radar (R2: 0.29), and for TST, WASO, and SE com-
pared between the ceiling and nightstand radars (R2: 0.39, 0.15, 
and 0.36, respectively).

Forest plots for investigation of the comparative performance 
of the actigraph versus the radar, using the real-time model, are 
shown in Figure 4. The +rst column shows the compared ab-
solute difference between PSG-derived sleep parameters and 
corresponding parameters estimated from the actigraph and 
the radar respectively. The second column shows the differ-
ence in classi+cation performance statistics between actigraph 
and radar. Both columns are plotted as means of the differ-
ences along with 95% con+dence intervals. Skewing left of zero 
favours the radar and vice versa for the actigraph to the right. 
For DS1-test in the top two rows, most plotted parameters have 
means either centred or skewing slightly left, with con+dence 
intervals enveloping zero. The two exceptions both appear for 

the sleep parameters of the ceiling radar, where SOL falls en-
tirely to the left of the line and NW entirely to the right. For 
DS2 on the bottom row, the con+dence intervals are wider and 
the means skewing more to the right. All sleep parameters en-
velop zero in their con+dence intervals, but for the classi+cation 
parameters, the con+dence intervals of both Cohen's kappa and 
speci+city fall entirely to the right of the line.

Temporal raster plots can be generated to visualize and 
summarize the patient's stay at the hospital. Figure 5 shows an 
example for a single participant from DS1, generated from the 
ceiling-mounted radar. The probability estimate output from the 
real-time model has been plotted as a line, and the sleep/wake 
classi+cation result is indicated by the background colour.

Discussion
Our main results are: (1) Both nightstand and ceiling-mounted 
radars showed excellent to good agreement with PSG for sleep 
detection, quite comparable to actigraphy. (2) The performance 
differences between real-time and non-real-time models were 

Table 3. Confusion matrices With four past and two future epochs included in the model

Healthy volunteers  
test set*

Radar nightstand Radar ceiling Actigraphy

Wake Sleep Wake Sleep Wake Sleep

PSG† Wake 7489 803 6551 1027 6961 1098
Sleep 708 19 644 667 17 877 845 19 505

TPR/FNR‡ 0.97/0.03 0.96/0.04 0.96/0.04
FPR/TNR§ 0.10/0.90 0.14/0.86 0.14/0.86

Patients with sleep 
disorders||

Radar nightstand Actigraphy

Wake Sleep Wake Sleep

PSG Wake 3515 3070 4381 2204
Sleep 2354 19 123 2352 19 125

TPR/FNR 0.89/0.11 0.89/0.11
FPR/TNR 0.47/0.53 0.33/0.67

With +ve past and zero future epochs included in the model

Healthy volunteers  
test set

Radar nightstand Radar ceiling Actigraphy

Wake Sleep Wake Sleep Wake Sleep

PSG Wake 7465 827 6479 1099 6841 1220
Sleep 756 19 596 717 17 827 829 19 521

TPR/FNR 0.96/0.04 0.96/0.04 0.96/0.04
FPR/TNR 0.10/0.90 0.15/0.85 0.15/0.85

Patients with sleep 
disorders

Radar nightstand Actigraphy

Wake Sleep Wake Sleep

PSG Wake 3483 3102 4350 2235
Sleep 2309 19 168 2253 19 224

TPR/FNR 0.89/0.11 0.90/0.10
FPR/TNR 0.47/0.53 0.34/0.66

Confusion matrices of epoch-by-epoch classi+cation performance for two selected models, both with the heuristic Cole–Kripke rescoring rules applied, over two 
datasets. Numbers on the main diagonals of the 2 × 2 matrices represent correctly classi+ed epochs.
*n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per participant. The participants were randomly assigned into a training set 
for model development (n = 24/22 for nightstand/ceiling), and a testing set for validation (n = 23/21 for nightstand/ceiling).
†PSG, Polysomnography.
‡TPR, true positive rate. FNR, false negative rate.
§FPR, false positive rate. TNR, true negative rate.
||Ambulatory sleep disorder patients. n = 28, mean age ± SD: 46.25 ± 13.98 years, 19 males.
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very small. (3) Reliable estimates could be achieved for several 
standard sleep parameters like TST, SOL, SE%, NW, and WASO. 
(4) For healthy subjects recorded in a hospital ward environ-
ment, an agreement was generally excellent with a small es-
timated LA. Wider LA was observed for sleep-disorder patients 
using a nightstand radar in their home bedrooms; comparable 
with but somewhat larger than LA for actigraphy for the same 
population. In addition, both actigraphy and radar may tend to 
overestimate SOL and underestimate nightly awakenings.

For the young healthy sleepers in DS1, the epoch-by-epoch 
classi+cation results of our models showed high accuracy and 
sensitivity for both radar sensor placements and the wrist 
actigraph data, as well as remarkably high speci+cities and 
Cohen's kappa values. A lower agreement was observed for the 
ambulatory sleep-disorder patients in DS2. However, these re-
sults are still well within the range of performance commonly 
reported by previous studies that evaluate actigraphy against 
PSG over various populations; sensitivities and accuracies for 

actigraphy tend to lie in the 80%–90% range, with corresponding 
speci+cities rarely above 60%, often around 50%, and sometimes 
even below 30% [7, 10, 26, 29–31].

In general, the real-time models performed slightly worse 
than the non-real-time models. However, this performance loss 
is a small cost compared to the bene+ts of being able to provide 
an immediate estimate of sleep/wake state. For DS1, the night-
stand radar achieved the best overall classi+cation results (larger 
speci+city and kappa values). However, since the differences be-
tween radar placements were small, a ceiling-embedded radar 
might still be preferable to a nightstand mount because it com-
bines greater ease-of-use and .exibility with good performance.

Actigraphy was more speci+c than nightstand radar in the 
sleep-disorder patients of DS2. For the sleep parameters, the ra-
dars and actigraphy compared with PSG for DS2 showed an ex-
cellent similarity of TST, WASO, and SE%. Radars and actigraphy 
tended to overestimate SOL and to underestimate NW. 
Comparing the modalities with each other resulted in relative 

Table 4. Sleep parameters

Healthy volunteers test set*

Model type† Variable‡ PSG§ (n = 23)

Nightstand radar 
(n = 23) Ceiling radar (n = 21) Actigraphy (n = 23)

Mean (SD) Cohen's D Mean (SD) Cohen's D Mean (SD) Cohen's D

Four past, two future TST [min] 434.4 (18.2) 437.4 (17.2) 0.17 438.3 (22.6) 0.24 433.2 (20.1) −0.06
SOL [min] 10.5 (6.2) 12.6 (6.4)¶ 0.33 11.0 (6.0) −0.01 13.7 (6.6)¶ 0.5
WASO [min] 17.3 (11.2) 15.1 (13.1) −0.18 17.5 (17.8) −0.05 19.3 (17.3) 0.13
SE [%] 94.0 (2.6) 94.1 (2.9) 0.01 93.9 (4.3) 0.06 93.0 (4.0) −0.31
NW [num] 17.6 (4.7) 9.8 (3.9)# −1.8 8.0 (4.7) # −2.12 12.8 (5.5)¶ −0.93

Five past, zero future (real time) TST [min] 434.4 (18.2) 436.9 (16.4) 0.15 437.3 (21.7) 0.2 433.1 (19.3) −0.07
SOL [min] 10.5 (6.2) 13.0 (6.0)¶ 0.41 12.4 (6.4) 0.21 14.5 (6.5)¶ 0.63
WASO [min] 17.3 (11.2) 15.8 (12.1) −0.13 17.7 (17.0) −0.04 19.2 (15.8) 0.14
SE [%] 94.0 (2.6) 93.9 (2.6) −0.07 93.6 (4.2) −0.03 92.8 (3.8) −0.37
NW [num] 17.6 (4.7) 12.3 (4.9)# −1.09 10.0 (5.3)# −1.57 15.2 (5.7) −0.46

Patients with sleep disorders||

Model type Variable

PSG (n = 28)
Nightstand radar 
(n = 28) Actigraph (n = 28)

 Mean (SD) Cohen's D Mean (SD) Cohen's D

Four past, two future TST [min] 386.7 (73.3) 386.5 (85.2) 0  372.0 (59.3) −0.22
SOL [min] 13.0 (14.9) 10.0 (12.4) −0.22 14.2 (16.1) 0.07
WASO [min] 61.3 (55.7) 64.9 (77.8) 0.05 74.0 (42.6) 0.26
SE [%] 84.2 (12.2) 84.7 (16.1) 0.03 81.6 (9.5) −0.24
NW [num] 24.6 (13.2) 19.3 (14.0) −0.39 21.6 (10.5) −0.25

Five past, zero future (realtime) TST [min] 386.7 (73.3) 387.2 (85.3) 0.01 374.4 (58.2) −0.19
SOL [min] 13.0 (14.9) 10.3 (12.2) −0.2 15.4 (18.1) 0.14
WASO [min] 61.3 (55.7) 61.9 (80.8) 0.01 71.2 (39.2) 0.2
SE [%] 84.2 (12.2) 85.5 (16.2) 0.09 82.0 (9.0) −0.2
NW [num] 24.6 (13.2) 23.1 (15.5) −0.1 23.9 (11.5) −0.05

Sleep parameters extracted from manually scored hypnograms (PSG) and from the sleep/wake state sequences resulting from the application of two selected clas-
si+cation models to radar and actigraphy data. Sleep onset latency was calculated from a user-marker input. The signi+cant difference found from paired-sample 
Student's t-tests of each model/sensor compared to their corresponding PSG recordings are indicated with superscripts, and the standardized effect sizes are re-
ported by Cohen's D.
*n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per participant. The participants were randomly assigned into a training set 
for model development (n = 24/22 for nightstand/ceiling), and a testing set for validation (n = 23/21 for nightstand/ceiling).
†The models are de+ned by the number of preceding (past) and succeeding (future) epochs used to score a present epoch.
‡ SOL, Sleep Onset Latency; TST, Total Sleep Time; WASO, Wake After Sleep Onset; SE, Sleep Ef+ciency; NW, Number of awakenings.
§PSG, Polysomnography (sleep parameters scored manually, independent of models).
||Ambulatory sleep disorder patients. n = 28, mean age ± SD: 46.25 ± 13.98 years, 19 male.
¶p < 0.05 Student's t-test, compared to PSG.
#p < 0.001.
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biases on-par with or smaller than those seen in the literature 
comparing different actigraphy algorithms to each other [7, 31]. 
For DS2, no statistically signi+cant biases were observed in the 
estimation of sleep parameters. However, the higher standard 
deviations and wider 95% con+dence intervals, and 95% limits 
of agreement in the Bland–Altman plots indicate more uncer-
tainty about the estimates for individual subjects recorded at 
home. The reasons for the large deviations in both directions for 
TST, WASO, and SE in few ambulatory home recordings should 
be investigated further, and some possibilities will be discussed 
in the following paragraphs.

The performances of the radars and the actigraph are com-
pared directly in the forest plots shown in Figure 4. While non-
inferiority margins were not prospectively de+ned for this work 
(a limitation which is discussed below), this +gure shows that 
most estimated upper 95% con+dence interval limits did not 
exceed hypothetical (but reasonable) non-inferiority margins 
like 20 minutes for TST and 5 minutes for SOL. Such an ana-
lysis would have resulted in conclusions of noninferiority for 
SOL in all three groups and for TST in healthy volunteers, while 
noninferiority in TST could not have been claimed for patients 
since the upper right margin of the con+dence interval exceeds 
20 minutes. In summary, the large majority of the estimated 
95% con+dence intervals for sleep and classi+cation param-
eters showed no difference between radar and actigraphy. There 

were four exceptions, all for patients with sleep disorders and all 
skewing in favour of the actigraph: TST, WASO (which is closely 
related to TST), Cohen's kappa, and speci+city.

The discrepancies in results between our two datasets are 
not unexpected; it is notably more dif+cult to achieve high 
classi+cation results and good sleep parameter estimates over 
a heterogenous set of sleep-disordered patients than over a 
homogenous set of healthy young volunteers [30]. Subjects who 
lie quietly but awake in bed for long periods of time pose a chal-
lenge to movement-based classi+ers, as do subjects with exag-
gerated movement during sleep. The radar measures movement 
from the whole body and includes estimated respiration fre-
quency in its classi+cation models. Consequently, unless one 
can identify and adjust for sleep-disorder speci+c movements, 
it is reasonable to expect that conditions like obstructive sleep 
apnoea (OSA) and restless legs syndrome will cause epoch 
misclassi+cations with the current model. It is possible that 
closer inspection of the probability estimate curves, i.e. the pre-
classi+cation model outputs, could be helpful. Whereas a simple 
p = 0.5 classi+cation threshold (with Cole–Kripke rescoring) was 
suf+cient for a population of healthy normal sleepers, a more 
nuanced approach could be preferable for groups where the 
level of certainty is lower. Implementing the option of manually 
correcting classi+cation decisions is another avenue that could 
be explored, as is the use of adaptive classi+cation thresholds.

Figure 1. Bland–Altman plots of sleep variables of the test set of healthy volunteers, for the real-time models that score the present epoch by considering it and +ve 
past epochs. p-values from Student's t-test on the hypothesis of the bias being zero. A single signi+cant trend (pslope < 0.01) was detected and included with its corres-
ponding R squared value. This trend is driven by a single outlying data point. n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars 
per participant. The participants were randomly assigned into a training set for model development (n = 24/22 for nightstand/ceiling), and a testing set for validation 
(n = 23/21 for nightstand/ceiling). PSG, polysomnography; SOL, sleep onset latency; TST, total sleep time; WASO, wake after sleep onset; SE, sleep ef+ciency.
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A few notes should also be considered when comparing the 
two datasets considered in this study. Not only is DS1 composed 
of data from the same demographic as the data on which the 
classi+cation models were trained; the environment for the 
training set and the test set was also controlled and identical. 
These factors are both highly bene+cial to classi+cation. In con-
trast, DS2 was recorded by participants sleeping in their own 
homes, and they were responsible for mounting the radar sensor 
on their own. Environmental factors could not be controlled be-
yond trusting that the participants abided by the requirement of 
sleeping alone in their beds, and although the digital signal pro-
cessing done by the radar attempts to compensate for distance 
to the target, it is possible that inconsistencies in the sensor 
placement for this dataset had a detrimental in.uence on the 
classi+cation performance. This might to some degree explain 
why the performance difference between the radar and the 
actigraph was larger for DS2 than for DS1. Further work would 

be necessary to validate the degree of environmental control 
needed for optimal results from the radar classi+er.

A notable limitation to the present study is that the valid-
ation does not include an in-hospital psychiatric population. 
Sleep in these populations is disrupted and does not necessarily 
re.ect either of the datasets studied in this work. Proceeding 
with a study of how our method performs in this setting is a 
natural next step. Furthermore, the datasets examined in the 
present study do not lend themselves to a thorough examin-
ation of possible dependencies of results on factors like age and 
sex. Future sample selection should be designed following the 
current recommended guidelines on the development and val-
idation of sleep devices [32].

There are also some limitations to our statistical analyses. 
Bland–Altman plots were used to illustrate the differences be-
tween modalities. However, these have not taken into account 
that there are uncertainties in the limits of agreement that are 

Figure 2. Bland–Altman plots of sleep variables of patients with sleep disorders, for the real-time models that score the present epoch by considering it and +ve past 
epochs. p-values from Student's t-test on the hypothesis of the bias being zero. n = 28, mean age ± SD: 46.25 ± 13.98 years, 19 male. PSG, polysomnography; SOL, sleep 
onset latency; TST, total sleep time; WASO, Wake After Sleep Onset; SE, sleep ef+ciency.
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dif+cult to estimate on datasets without more samples [28]. 
Furthermore, looking at Figures 2 and 3 we observe that there 
may also be some non-proportional relationships between dif-
ference and magnitude; the samples might tend to spread out as 
TST and %SE decreases, and as WASO increases. A logarithmic 
transformation prior to plotting could manage this dependency, 

however since this was not done in comparable studies, it has 
not been done here [7, 26, 28, 33]. Proportional bias was found 
only for 5 of 32 B-A plots, and this linearity may seem to be 
mostly driven by rather few outlying observations. Finally, 
DS1 lacked a user-marker for bedtime for the non-PSG nights. 
Calculating sleep onset latency from the set bedtime rather than 
from a user-marker is not ideal.

Another limitation was the lack of a pre-planned non-
inferiority analysis comparing actigraphy and radar [34, 35]. 
However, there is surprisingly little information and, to our 
knowledge, no published consensus about the clinically rele-
vant “minimal important difference” (MID) for actigraphic 
sleep parameters. Studies on actigraphic validity rarely report 
test–retest (e.g. between-day) differences necessary for the com-
putation of the distribution-based “one standard error of meas-
urement” MID proxy [36–38]. More work is needed to establish a 
consensus for non-inferiority margins and MIDs for actigraphic 
sleep parameters.

Furthermore, the data from the radar are rich, and the pre-
sent work has only considered a small subset of what might 
be its full potential. In recent years, signi+cant work has been 
done to develop processing techniques for IR-UWB radar data 
for non-invasive remote health monitoring [39]. The technology 
has been used to detect and analyse sleep-disordered breathing 
[40–42], sleep posture recognition [43], and sleep stage classi-
+cation [44–47]. O'Hare et.al. [48] compares the sleep assess-
ment performance of two radar-based devices and actigraphy 
to PSG in a group of twenty healthy subjects. Like us, they ob-
served basically equivalent performance of radar devices and 
actigraphy for this group. Their reported epoch-by-epoch classi-
+cation performance was lower than ours (overall accuracies of 
85%–86%, Cohen's kappa values of 0.51–0.52), and they observed 
a statistically signi+cant bias to overestimating sleep time and 
underestimating WASO and SOL which contrasts our observa-
tion of SOL being signi+cantly overestimated. In Pallin et.al. [49], 
one of these radar devices was found to have similar accuracy to 

Table 6. Sleep parameters estimated with a real-time model over all 
nights in the test set of healthy volunteers*

Sleep parameter† [units]

Mean (SD‡)

Actigraphy 
(n = 63)

Nightstand 
(n = 63)

Ceiling 
(n = 58)

TST [min] 431.8 (31.5) 434.2 (26.4) 432.1 (40.2)
SO after 23:00 h [min] 18.2 (14.9) 21.0 (18.7) 17.7 (17.8)
WASO [min] 37.5 (37.3) 20.6 (24.4) 27.0 (34.6)
SE [%] 88.7 (6.8) 91.3 (5.5) 90.7 (8.5)
NW [num] 20.5 (9.0) 14.4 (7.6) 11.9 (7.1)

Sleep parameters extracted from the sleep/wake state sequences resulting 
from the application of a real-time classi+cation model that includes infor-
mation from +ve past and zero future epochs, for all nights in the DS1-test 
(including the ones without consecutive PSG§ recordings). Since no user marker 
was available for the nights without PSG, sleep onset latency was calculated 
from the set bedtime at 23:00 h.
*n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 11 nights of actigraphy + two 
radars per participant. The participants were randomly assigned into a training 
set for model development (n = 63/59 for nightstand/ceiling), and a testing set 
for validation (n = 63/58 for nightstand/ceiling).
†TST, Total Sleep Time; SOL, Sleep Onset Latency; WASO, Wake After Sleep 
Onset; SE, Sleep Ef+ciency; NW, Number of awakenings.
‡SD, standard deviation.
§PSG, Polysomnography.

Table 5. Sleep variables from real-time models, compared to PSG*

Healthy volunteers test set†

Variable [units]‡

Overall bias (95% CI)  
[P-value]

95% Limits of 
Agreement

TST [min]
Radar nightstand −2.5 (−6.7, 1.7) [0.23] [−21.7, 16.6]
Radar ceiling −4.1 (−10.2, 2.0) [0.17] [−30.3, 22.0]
Actigraphy 1.3 (−5.3, 7.9) [0.69] [−28.7, 31.3]
SOL [min]
Radar nightstand −2.5 (−4.3, −0.7) [0.01] [−10.8, 5.8]
Radar ceiling −1.3 (−3.3, 0.7) [0.18] [−9.8, 7.2]
Actigraphy −4.0 (−7.5, −0.6) [0.02] [−19.5, 11.4]
WASO [min]
Radar nightstand 1.5 (−1.0, 4.1) [0.22] [−9.9, 13.0]
Radar ceiling 0.6 (−5.5, 6.6) [0.85] [−25.4, 26.6]
Actigraphy −1.9 (−6.4, 2.6) [0.39] [−22.3, 18.5]
SE [%]
Radar nightstand 0.2 (−0.5, 0.9) [0.58] [−3.0, 3.3]
Radar ceiling 0.1 (−1.2, 1.4) [0.87] [−5.5, 5.7]
Actigraphy 1.2 (−0.2, 2.6) [0.08] [−5.0, 7.4]
NW [num]
Radar nightstand 5.3 (3.2, 7.3) [<0.001] [−3.9, 14.5]
Radar ceiling 7.9 (5.7, 10.1) [<0.001] [−1.4, 17.2]
Actigraph 2.4 (−0.3, 5.1) [0.08] [−9.9, 14.7]

Patients with sleep disorders§

Variable [units]
Overall bias (95% CI)  
[P-value]

95% Limits of 
Agreement

TST [min]
Radar nightstand −0.5 (−34.9, 34.0) [0.98] [−174.7, 173.7]
Actigraphy 12.3 (−12.3, 36.9) [0.31] [−112.0, 136.7]
SOL [min]
Radar nightstand 2.8 (−1.3, 6.9) [0.18] [−18.0, 23.6]
Actigraphy −2.4 (−7.9, 3.1) [0.38] [−30.3, 25.5]
WASO [min]
Radar nightstand −0.5 (−34.5, 33.5) [0.98] [−172.4, 171.3]
Actigraphy −9.8 (−33.4, 13.7) [0.40] [−128.8, 109.2]
SE [%]
Radar nightstand −1.2 (−9.0, 6.5) [0.74] [−40.2, 37.7]
Actigraphy 2.2 (−3.4, 7.8) [0.43] [−26.3, 30.7]
NW [num]
Radar nightstand 1.5 (−5.2, 8.2) [0.65] [−32.2, 35.2]
Actigraphy 0.6 (−4.8, 6.1) [0.81] [−26.9, 28.1]

Positive values of bias indicate underestimation compared to PSG (p-values 
from Student's t-test for the null-hypothesis that the bias is zero). Limits of 
Agreement given as [bias −1.96*SD, bias +1.96*SD]; SD, standard deviation for 
paired differences.
*PSG, polysomnography
†n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 4 nights of PSG + actigraphy 
+ two radars per participant. The participants were randomly assigned into 
a training set for model development (n = 24/22 for nightstand/ceiling), and a 
testing set for validation (n = 23/21 for nightstand/ceiling).
‡TST, Total Sleep Time; SOL, Sleep Onset Latency; WASO, Wake After Sleep 
Onset; SE, Sleep Ef+ciency; NW, Number of awakenings
§Ambulatory sleep disorder patients. n = 28, mean age ± SD: 46.25 ± 13.98 years, 
19 male.
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wrist actigraphy for sleep/wake determination in subjects with 
OSA, with lower sensitivity (86% compared to 94%) and, notably, 
higher speci+city (52% for the radar sensor compared to 34% for 
actigraphy) and superior estimation of TST, especially at higher 
apnoea–hypopnea indices. Zaffaroni et al. [50] and Crinion et al. 
[51] evaluate the same device speci+cally as a screening tool 
for OSA, concluding that it is useful particularly for con+rming 
more severe cases. More work is needed to evaluate our radar 
sensor in the setting of sleep-disordered breathing, but the im-
plication of this in terms of a psychiatric hospital setting is 
particularly interesting; it indicates a potential for screening of 
sleep-disordered breathing in a patient population where this 
traditionally has been challenging.

Interest in non-contact sleep detection and assessment has 
been growing in popularity over the past decade, and many 
other methods exist that can be used in ways comparable to the 
radar. Under-mattress or under-bed sensors have been shown 
capable of sleep/wake discrimination [52, 53], respiration rate 
detection [54], and detection of sleep-disordered breathing 
[55]. The choice of which sensor to use will depend on the cir-
cumstances: Nagatomo et al. [56] compares an under-mattress 
sensor for sleep measurement to PSG in eleven critically ill 
patients in an intensive care unit (ICU) (achieving agreement, 
sensitivity, and speci+city of 68.4%, 90.1%, and 38.7% respect-
ively). In such a hectic environment, activity in the room might 

confound a remote-mounted radar sensor, so an under-mattress 
sensor might be more reliable. On the other hand, an under-
mattress system will still require physical sensors and wiring 
close to the patient, and will only be able to provide measure-
ments while the patient is in their bed. Thus, in a psychiatric 
hospital setting, a sensor mounted permanently in the ceiling 
might be preferable.

Infrared camera technology is another tool that has been in-
vestigated in this context [57]. The Oxehealth system uses in-
frared camera technology in combination with computer vision, 
signal processing, and AI techniques, and has been installed 
in a psychiatric ward; their work shows that “digitally assisted 
nursing observation” has potential in terms of improving patient 
and staff experience at night [58]. However, the use of camera 
monitoring in such a sensitive environment is potentially prob-
lematic. A  ceiling-mounted radar sensor could be capable of 
providing much of the same functionality as a camera-based 
system, while preserving patient privacy to a greater degree, 
as it is much more dif+cult to directly identify individuals from 
such data.

In summary, radar technology could be used to obtain ob-
jective sleep and activity data from certain patient groups from 
whom it has previously been dif+cult or even impossible to at-
tain on such a large scale. Since the radar can be embedded 
in a hospital ceiling or placed on a nightstand for home use, 

Figure 3. Bland–Altman plots comparing the actigraph and the two radar positions for the test set of healthy volunteers. p-values from Student's t-test on the hypoth-
esis of the bias being zero. Regression lines with corresponding R squared values are included in those subplots wherein a signi+cant (pslope < 0.01) trend was detected. 
n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 11 nights of actigraphy + two radars per participant. The participants were randomly assigned to a training set for model 
development (n = 63/59 for nightstand/ceiling), and a testing set for validation (n = 63/58 for nightstand/ceiling). SOL, sleep onset latency; TST, total sleep time; WASO, 
wake after sleep onset; SE, sleep ef+ciency.
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long-term and entirely unobtrusive assessment of sleep in a 
very wide range of clinical cohorts are possible [59]. In a psy-
chiatric hospital setting, a tool like this could be used to provide 
night staff with information about the patients' current sleep/
wake state, e.g. as displayed on monitors in the staff rooms or 
sent to hand-held devices, which in turn could improve patient 
safety at night, reduce the number of nocturnal awakenings due 

to disturbance from night staff, and lead to more ef+cient use 
of limited staff resources. Actigraphy-generated raster plots of 
the type shown in Figure 5 are known to be very useful in visu-
ally depicting changing periodicities associated with circadian 
dysrhythmia, and they can provide patients with easy to under-
stand graphical displays that may help them to understand 
diagnostic decisions and evaluate their own response to treat-
ment [60]. Radar-generated plots of this type have the potential 
to provide many of the same bene+ts without any potential in-
convenience to the patient.

Conclusions
Our results indicate that our movement-based models can 
be used with radar data to achieve sleep/wake classi+cation 
results on par with those normally seen for actigraphy. Our 
data also supports that the sensor can be used in real-time. 
Estimates of sleep parameters show little to no bias, although 
the wide limits of the agreement particularly for the clinical 
population warn that these still should be interpreted with 
care. Although our method should be studied further and im-
proved, both to account for various clinical sleep-disorder 
patient groups and for the heterogeneity in environmental 
factors of ambulatory home studies, our results show that a 
non-contact real-time sleep and activity sensor is a real possi-
bility. Accordingly, we believe that a radar-based contact-free 
sensor has great potential as a supplementary tool in psychi-
atric ward monitoring and other settings where contact-free 
sleep monitoring would be advantageous. Such a solution has 
the potential to change clinical practice in selected +elds, 
improving decision making and care in hospital and home 
settings, as well as providing a promising new tool for 
researchers.
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Table 7. Sleep variables from real-time models, compared to each 
other

Healthy volunteers test set*

Variable [units]†

Overall bias (95% CI)  
[P-value]

95% Limits of 
Agreement

TST [min]
Actigraphy to radar 

nightstand
−2.4 (−8.1, 3.3) [0.40] [−46.5, 41.6]

Actigraph to radar 
ceiling

−0.8 (−10.1, 8.6) [0.87] [−69.6, 68.1]

Radars ceiling to 
nightstand

−1.0 (−6.8, 4.7) [0.72] [−43.4, 41.3]

SOL [min] 
Actigraphy to radar 

nightstand
−2.8 (−6.2, 0.7) [0.11] [−29.4, 23.8]

Actigraphy to radar 
ceiling

0.1 (−2.5, 2.7) [0.95] [−18.9, 19.1]

Radars ceiling to 
nightstand

−3.2 (−6.0, −0.3) [0.03] [−24.3, 18.0]

WASO [min]
Actigraphy to radar 

nightstand
16.8 (10.2, 23.4) [<0.001] [−34.2, 67.9]

Actigraphy to radar 
ceiling

11.5 (1.5, 21.4) [0.03] [−62.1, 85.0]

Radars ceiling to 
nightstand

5.8 (−1.3, 13.0) [0.11] [−47.2, 58.9]

SE [%]
Actigraphy to radar 

nightstand
−2.6 (−4.0, −1.2) [<0.001] [−13.6, 8.4]

Actigraphy to radar 
ceiling

−2.1 (−4.3, 0.1) [0.06] [−18.2, 14.0]

Radars ceiling to 
nightstand

−0.5 (−1.8, 0.8) [0.43] [−10.1, 9.1]

NW [num]
Actigraphy to radar 

nightstand
6.1 (4.1, 8.1) [<0.001] [−9.3, 21.5]

Actigraphy to radar 
ceiling

8.3 (6.3, 10.4) [<0.001] [−6.7, 23.3]

Radars ceiling to 
nightstand

−2.8 (−4.5, −1.1) [0.01] [−15.2, 9.6]

Sleep parameters extracted from the sleep/wake state sequences resulting 
from the application of a real-time classi+cation model that includes infor-
mation from +ve past and zero future epochs, for all nights in the DS1-test 
(including the ones without consecutive PSG‡ recordings). Since no user marker 
was available for the nights without PSG, sleep onset latency was calculated 
from the set bedtime at 23:00 h.
Positive values of bias indicate underestimation by the second sensor rela-
tive to the +rst (p-values from Student's t-test for the null-hypothesis that the 
bias is zero). Limits of Agreement given as [bias −1.96*SD, bias +1.96*SD]; SD, 
standard deviation for paired differences.
 *n = 12, mean age ± SD: 23.0 ± 3.1 years, 5 male, 11 nights of actigraphy + two 
radars per participant. The participants were randomly assigned into a training 
set for model development (n = 63/59 for nightstand/ceiling), and a testing set 
for validation (n = 63/58 for nightstand/ceiling).
†SOL, Sleep Onset Latency; TST, Total Sleep Time; WASO, Wake After Sleep 
Onset; SE, Sleep Ef+ciency; NW, Number of awakenings.
‡PSG, polysomnography.
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Figure 4. Forest plots comparing the performance of the radar to that of actigraphy, using the real-time models that score the present epoch by considering it and 
+ve past epochs. Means and 95% con+dence intervals of the differences. Skewing to the left of zero favours the radar. Skewing to the right favours the actigraph. From 
this +gure, it can be inferred that hypothetical non-inferiority margins equal to 20 min for TST and 5 min for SOL would have resulted in conclusions of noninferiority 
for SOL in all three groups and for TST in healthy volunteers, while noninferiority could not have been claimed for patients since the upper right margin for the CI 
exceeds 20 min. PSG, polysomnography; SOL, sleep onset latency; TST, total sleep time; WASO, wake after sleep onset; SE, sleep ef+ciency; NW, number of awakenings.

Figure 5. Temporal raster plot generated by the ceiling-mounted radar sensor for a single healthy volunteer. The probability estimate output from the past-+ve-future-
zero regression model is plotted as a line. Each epoch is classi+ed as sleep/wake by comparing the probability estimate to a threshold of p = 0.5 and then re-scoring with 
the Cole–Kripke rules, and the resulting classi+cation is represented by blue (wake) and red (sleep) sections in the raster plot. For reference, this participant underwent 
PSG on September 28th and 29th, and on October 4th and 5th, achieving a mean (±SD) epoch-by-epoch classi+cation accuracy against PSG sleep/wake of 93.3 (±0.46) 
percent with corresponding Cohen's kappa values of 0.85 (±0.005) over those days.
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Impulse radio ultra-wideband (IR-UWB) radar 

An impulse radar generates pulses of radio frequency (RF) signals and measures their reflections from 

objects in the environment. The teƌŵ�͚ƵůƚƌĂ-ǁŝĚĞďĂŶĚ͛�ŝƐ�ƵƐĞĚ�ƚŽ�ƌĞĨĞƌ�ƚŽ�ƚŚĞ�ϯ͘ϭ-10.6 GHz band of 

radio frequency waves. The large bandwidth of UWB enables high resolution in spite of very low 

power, and the high frequencies easily penetrate soft materials such as clothes and beddings while 

being reflected by more solid objects such as walls and human bodies1. With pulse-Doppler signal 

processing both distance to and velocity of targets can be measured, from the time-of-flight and the 

Doppler shift of the received signals respectively, and the high resolution means that very fine motions 

can be detected. The result of this is that the movement of a target within range can be detected 

without any sensors placed on the target itself. 

XeThru X4M200 
The XeThru model X4M200 used in this work is a system on chip (SoC) CMOS IR-UWB radar with built-

in TX and RX antennas, developed by Novelda AS. All radar data for this ǁŽƌŬ�ǁĂƐ� ƐƚŽƌĞĚ� ŝŶ� ͚ƌĂǁ͛�

baseband IQ form to enable different or improved digital signal processing (DSP) at a later date. In this 

work we have employed the pulse-Doppler DSP provided by the manufacturer, specifically their 

Respiration_2 profile. This profile has a detection zone of 0.40-5.00m, and a respiration detector with 

a range of detectable respiration-per-minute (RPM) of 8-30RPM2.  

Static objects in the environment are eliminated by computing a noise map of static reflectors and 

subtracting these during further processing. The DSP then subjects the data to two parallel sliding-

window short-ƚŝŵĞ�&ŽƵƌŝĞƌ�ƚƌĂŶƐĨŽƌŵƐ͖�ŽŶĞ� ͚ƐŚŽƌƚ͕͛�ĂŶĚ�ŽŶĞ�͚ůŽŶŐ͛. The long window integrates 20 

seconds of data. Stable periodic motions that are repeated several times within this time window 

become amplified ʹ even small and relatively slow oscillations like respiration can be seen clearly in 

the frequency spectrum. This is then given to a respiration detection algorithm designed to recognize 

the characteristically symmetrical peaks formed by these movements. Non-repeated fast movements 

(like a single motion of the arm of a person who is otherwise still) are dampened by the long window, 

ĂƐ�ƚŚĞǇ�ŐĞƚ�͚ĂǀĞƌĂŐĞĚ�ŽƵƚ͛͘�dŽ�ƐĞĞ�ƚŚĞƐĞ�ƉƌŽƉĞƌůǇ͕�ƚŚĞ�ƐŚŽƌƚ�ǁŝŶĚŽǁ�ŝŶƚĞŐƌĂƚĞƐ�ϲ�ƐĞĐŽŶĚƐ�ŽĨ�ĚĂƚĂ�ĂŶĚ�

is able to quickly react to fast movements3. An index of overall slow and fast body movement is 

obtained by summarizing the energy of all observed movements over a range covering the whole 

person (or the closest target, if more than one non-static reflector is observed within the detection 

zone). Finally, since reflections from further away will appear weaker than reflections from closer 

targets, the fast and slow movement outputs are normalized by their distance from the radar. The 

final result is three data types output at a rate of 1Hz: normalized fast movement, normalized slow 

movement, and RPM.  



The XeThru model X4M200 is designed to meet UWB RF specifications of ETSI (Europe), FCC (USA) and 

ISED (Canada). 

 

Time alignment 
As all three recording types had been running on separate clocks, data had to be time aligned before 

further analysis could take place. For nights with radar and actigraphy, the radar was aligned to the 

actigraph. For nights with radar, actigraphy, and PSG, the radar and the actigraph were both aligned 

to the leg EMG sensors of the PSG. An automated matlab procedure using the xcorr function was used 

to calculate the time shift of maximum correlation between sensors, and data was shifted by this 

amount. Every alignment was visually inspected - in most cases the automated procedure identified 

the visually obvious best result, but in some cases manual adjustment was required due to sensor 

noise in one of the two PLM-sensors, or due to the procedure locking on the wrong local maximum of 

the correlation sequence.  

The resultant average temporal shifts are indicated in Table S1. An example of movement data before 

and after alignment, along with the cross-correlation sequences, can be found in supplementary 

Figure S1. 

 

Model development 
General formulation 
The sleep/wake classification models used in this work were heavily inspired by actigraphy. There are 

many different actigraphy devices available, using different interpretation schemes, but their basic 

functionality can usually be described as follows: accelerometer sensor data is recorded, then 

processed and rate reduced in some way (summation, integration, counting of zero crossings, or some 

other method) over an epoch of often configurable length (15, 30, or 60 seconds are common). After 

this, the schemes share the same basic logic: a score of sleep or wake is assigned to an epoch by 

calculating a weighted sum of activity scores over some time window surrounding that epoch, and 

then comparing this sum to some threshold. Algorithms with both specific fixed weights4,5 and general 

parametric weights6 have been published, where the latter in effect are generalizations of the former.  

These models can be summarized as follows: 

Definition 1. Consider a window of size ሾܲǡ  ሿ be a vector ofݐLet ܽሾ .ݐ ሿ surrounding the current timeܨ

the epoch activity counts within the window ܽሾݐሿ ൌ ܽሾܽ௧ି௉ǡ ܽ௧ି௉ାଵǡǥܽ௧ǡǥ ǡ ܽ௧ାிିଵǡ ܽ௧ାிሿ. Let ɔ be 



a (constant) vector of parameters1, and ܵ some threshold value. Let Ͳ represent sleep and ͳ represent 

wake. A general actigraphy classification function for the epoch at time ݐ can then be written as  

ሿݐሾݕ ൌ � ൜Ͳǡ ݂݅�ɔ�ሾ�ሿ ൌ �ሾ�ሿ ൏ ܵ�
ͳǡ ݁ݏ݅ݓݎ݄݁ݐ݋  

In the case of the radar data, we expand this general formulation order to include the three data types 

(slow movement, fast movement, and RPM). A similar expansion could be used i.e. to include data 

from multiple simultaneous sensors, and/or other features of the data such as measures of variability. 

Generate a feature vector ܽሾݐሿǡ ܾሾݐሿǡ ܿሾݐሿǡ ǥ for each property or data type to be included over a time 

horizon, which does not necessarily have to be of equal length for each feature. Each feature vector 

has a corresponding vector of parameters Ƚǡ Ⱦǡ ɔǡǥ , and we expand our model accordingly, including 

a constant ݇ as an intercept term: 

ሿݐሾܮ ൌ �݇ ൅�Ƚ்�ሾ�ሿ ൅ Ⱦ்�ሾ�ሿ ൅ ɔ்�ሾ�ሿ ൅  ڮ

Definition 2. Let ݔሾݐሿ ൌ ሾͳǡ ܽሾݐሿ்ǡ ܾሾݐሿ்ǡ ܿሾݐሿ்ǡ ǥ ሿ்�be a vector of all the feature vectors we want to 

include in our model, adopting the convention of letting the first term ݔ଴ ൌ ͳ to accommodate the 

intercept. Let the corresponding parameter vector be�Ʌ ൌ ሾ݇ǡ Ƚ்ǡ Ⱦ்ǡ ɔ்ǡǥ ሿ் .  

The sum ܮሾݐሿ can then be written in a condensed form as ܮሾݐሿ ൌ Ʌ்ݔሾݐሿ�. 

Parameter estimation 
In the previous literature on actigraphy the decision about the epoch at timeݐ� was made based on 

how a linear combination ܮሾݐሿ of predictors (features) and parameters ߠ compared to some threshold 

ܵ. However, this method does not conserve any information about how close the sum ܮሾݐሿ is to the 

threshold, nor does it contain any intrinsically obvious interpretation of the meaning of this threshold. 

We suggest to let the sum ܮሾݐሿ�represent some version of the probability ݌ሾݐሿ of the epoch at time t 

being scored as wake (the converse ሺͳ െ  ሿሻ represents the probability of the epoch being scoredݐሾ݌

as sleep). Specifically, let us assume that ܮሾݐሿ represents the log-odds of wake:  

ሿሻݐሾ݌ሺݐ݅݃݋݈ ൌ ݃݋݈ ൬
ሿݐሾ݌

ͳ െ ሿ൰ݐሾ݌ ൌ Ʌ்ݔሾݐሿ 

The probability ݌ሾݐሿ is then expressed by the inverse ݈ିݐ݅݃݋ଵሺܮሾݐሿሻ of the log-odds, 

ሿݐሾ݌ ൌ
ͳ

ͳ ൅ ݁஘೅௫ሾ௧ሿ
 

 
1 The overall scale factor used by Webster and Cole is simply included into this parameter vector. 



This function is known as the logistic function, or the sigmoid function. Among many other useful 

properties, it is the most common hypothesis function used in logistic regression.  

The problem of parameter estimation for the models now becomes rather easy. In MATLAB, one can 

use the fitglm or glmfit functions to solve the problem for a given data set in a single line of code. 

When the model has been fitted and applied to data, the output will be a continuous value in the 

range ሾͲǡͳሿ that can be interpreted as a probability ݌ሾݐሿ. To make class predictions, we employed a 

simple decision rule of a threshold of ͲǤͷ for each epoch (i.e. choose the class with highest probability 

for that epoch) in the present study. 

Cole-Kripke rescoring rules 
These heuristic rescoring rules act as a nonlinear time series filter on the sleep/wake state sequence, 

converting initially scored sleep epochs to wake if they occur after or within a specified interval of a 

given number of awake epochs7. First introduced by Webster et al. in 19824, they were concretized 

and used by Cole et al. ten years later6. These rules are:  

a. after at least 4 minutes scored as wake, the next 1 minute scored as sleep is rescored wake 

b. after at least 10 minutes scored as wake, the next 3 minutes scored as sleep are rescored wake 

c. after at least 15 minutes scored as wake, the next 4 minutes scored as sleep are rescored wake 

d. 6 minutes or less scored as sleep surrounded by at least 10 minutes of wake (before and after) 

are rescored wake 

e. 10 minutes or less scored as sleep surrounded by at least 20 minutes of wake (before and 

after) are rescored wake.   

For our real-time models, rules d) and e) obviously had to be excluded. 

Additional data preparation 

The slow movement and fast movement data types from the radar tend to have values approximately 

two orders of magnitude larger than the respirations per minute (RPM) estimates from the same. For 

computational reasons it can be desirable to have the parameter vectors for the data types be of 

similar magnitudes, so the movement data types were accordingly scaled down by a factor 100 prior 

to preforming logistic regression, and must of course be correspondingly scaled before applying the 

resulting models. 

Final models 

The feature vectors ݔሾݐሿ for the radars were constructed as constructed as  



ሿݐ௥௔ௗ௔௥ሾݔ ൌ ቈͳǡ
ሿ்ݐሾݒ݋̴݉ݐݏ݂ܽ

ͳͲͲ ǡ
ሿ்ݐሾݒ݋̴݉ݓ݋݈ݏ

ͳͲͲ ǡ ሿ்቉ݐሾܯܴܲ
்

 

For the actigraph, they were simply  

ሿݐ௔௖௧௜௚௥௔௣௛ሾݔ ൌ ሾͳǡ ሿ்ሿ்ݐሾݕݐ݅ݒ݅ݐܿܽ  

The values of the corresponding parameter vectors,  Ʌ ൌ ሾ݇ǡ Ƚ்ǡ Ⱦ்ǡ ɔ்ሿ்  for the radar and Ʌ ൌ

ሾ݇ǡ Ƚ்ሿ்  for the actigraph, for the two time horizons presented in the main text (ሾെͶǡʹሿ and ሾെͷǡͲሿ), 

can be found in table S2. 

 

Classification performance, expanded tables 

This study created models that included 0 to 10 epochs into the past (5 minutes, with 30 second 

epochs), and 0 to 10 into the future, as well as every possible combination in between, for a total of 

121 possible models. The main text considers only the [-4, 2] and [-5, 0] time horizon; supplementary 

tables S3 and S4 show the classification performance of a wider range of possible time horizons over 

DS1-train and DS1-test. These results have not been subjected to the Cole-Kripke rescoring rules. 

An expanded version of Table 2 from the main text that also includes non-rescored results can be 

found in supplementary Table S5. An expanded version of Table 4 from the main text that also includes 

the p-values ĨƌŽŵ� ^ƚƵĚĞŶƚ͛Ɛ� ƚ-tests comparing the estimated sleep parameters to their PSG 

counterparts can be found in supplementary Table S6. 
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List of Supplementary Figure Captions 
 

Figure S1 
Example of data alignment for a healthy volunteer. For this recording, peaks in the cross-correlation 
sequences were found at t=-129 seconds for the radar, and t=20 seconds for the actigraph, and the 
data was correspondingly shifted by these amounts. 

 

  



List of Supplementary Table Captions 
Table S1. Average temporal shifts after sensor alignment 
Sensors were time-aligned by identifying the distance to maximum cross-correlation of movement 
and shifting by that amount. Data was aligned to PSG when available. When PSG was not available, 
radar data was aligned to actigraphy. 

 

1 n=12 individuals, mean age r SD: 23.0 r 3.1 years, 5 male. 

3 PSG: Polysomnography 

3 Ambulatory sleep disorder patients, mean age r SD: 46.25 r 13.98 years, 19 male 

 

Table S2. Parameter vectors for the two models (time horizons [-4, 2] and [-5, 0]) 
presented in the main text 
The probability of wake is calculated according to the formula ݌ሾ࢚ሿ ൌ ૚

૚ାࢋી࢞ࢀሾ࢚ሿ
, where ࢞ሾ࢚ሿ is a feature 

vector of data from the sensor in question. 

 

Table S3. Classification results over the healthy volunteers training and test sets 
for a selected range of time horizons 
Epoch-by-epoch classification performance statistics for ten selected models. Performance generally 
increases with the number of epochs included, at the cost of increased complexity in terms of number 
of parameters.  

n=12, mean age r SD: 23.0 r 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per 
participant. The participants were randomly assigned into a training set for model development 
(n=24/22 for nightstand/ceiling), and a testing set for validation (n=23/21 for nightstand/ceiling). 

 

Table S4. Classification results over the healthy volunteers training and test sets 
for a selected range of real-time horizons 
Epoch-by-epoch classification performance statistics for ten real-ƚŝŵĞ�ŵŽĚĞůƐ͘�/ŶĐůƵĚŝŶŐ�Ă�ůŽŶŐĞƌ�͚ƚĂŝů͛�
of past epochs in the scoring of the present epoch generally increases performance, at the cost of a 
higher number of parameters in the model. 

n=12, mean age r SD: 23.0 r 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per 
participant. The participants were randomly assigned into a training set for model development 
(n=24/22 for nightstand/ceiling), and a testing set for validation (n=23/21 for nightstand/ceiling). 

 



Table S5. Classification performance, with and without the Cole-Kripke rescoring 
rules.  
Epoch-by-epoch classification performance statistics for two models, with and without the heuristic 
Cole-Krike rescoring rules applied, compared to PSG3-determined sleep/wake. Mean (SD) over the 
participants in the data sets.  

The rescoring rules act as a nonlinear time series filter on the sleep/wake state sequence, converting 
initially scored sleep epochs to wake if they occur after or within a specified interval of a given number 
ŽĨ�ĂǁĂŬĞ�ĞƉŽĐŚƐ͘�tĞ�ŽďƐĞƌǀĞ�ƚŚĂƚ�ƚŚĞǇ�ŐĞŶĞƌĂůůǇ�ŝŵƉƌŽǀĞ�ƚŚĞ�ĂĐĐƵƌĂĐǇ͕�ƐƉĞĐŝĨŝĐŝƚǇ͕�ĂŶĚ��ŽŚĞŶ͛Ɛ�ŬĂƉƉĂ�
values, at the cost of a slight decrease in sensitivity. 

1 n=12, mean age r SD: 23.0 r 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per 
participant. The participants were randomly assigned into a training set for model development 
(n=24/22 for nightstand/ceiling), and a testing set for validation (n=23/21 for nightstand/ceiling). 

2 Ambulatory sleep disorder patients. n=28, mean age r SD: 46.25 r 13.98 years, 19 male. 

3 PSG, Polysomnography  



Table S1. Average temporal shifts after sensor alignment 
 
Healthy volunteers1  

aligned to PSG2 
Nightstand radar Ceiling radar Actigraph 

 Number of nights (n) 47 43 47 
 Avg. temp. shift (seconds) -139 -139 -14 
Healthy volunteers  
aligned to actigraph 

   

 Number of nights (n) 78 74  
 Avg. temp. shift (seconds) -188 -192 
Patients with sleep disorders3 
aligned to PSG 

 

 Number of nights (n) 28  28 
 Avg. temp. shift (seconds) -150 -134 
Sensors were time-aligned by identifying the distance to maximum cross-correlation of movement and 
shifting by that amount. Data was aligned to PSG when available. When PSG was not available, radar data 
was aligned to actigraphy. 

 

1 n=12 individuals, mean age r SD: 23.0 r 3.1 years, 5 male. 
3 PSG: Polysomnography 
3 Ambulatory sleep disorder patients, mean age r SD: 46.25 r 13.98 years, 19 male 

  



Table S2. Parameter vectors for the two models (time horizons [-4, 2] and [-5, 0]) presented in the main text 
 

�ી ൌ ሾ࢑ǡ હࢀǡ ઺ࢀǡ૎ࢀሿࢀ 
Past 4 future 2 Past 5 future 0  

Radar nightstand Radar ceiling Actigraph 
 

Radar nightstand Radar ceiling Actigraph 

k 2.29541696 2.321924235 -2.537046376 k 2.224988488 2.245238055 -2.476 
 ૙ିହ 0.018935199 -0.009281824 0.03211ࢀࢻ ૙ି૝ 0.02622775 -0.004505437 0.031183202ࢀࢻ
 ૙ି૝ 0.003475304 0.001758058 0.017627ࢀࢻ ૙ି૜ -0.023148076 -0.001745622 0.0182493ࢀࢻ
 ૙ି૜ -0.073075754 -0.007755465 0.01916ࢀࢻ ૙ି૛ -0.071644213 -0.001989473 0.021077142ࢀࢻ
 ૙ି૛ -0.083749488 -0.008823601 0.021216ࢀࢻ ૙ି૚ -0.150782331 -0.012469094 0.021357249ࢀࢻ
 ૙ି૚ -0.169776146 -0.019129144 0.022211ࢀࢻ ૙ 0.21061496 0.04178506 0.066003221ࢀࢻ
 ૙ 0.156942021 0.031064786 0.079858ࢀࢻ ૙ା૚ -0.112249191 -0.023791666 0.013722412ࢀࢻ
 ૙ିହ -0.035354117 -0.019951623ࢀࢼ ૙ା૛ -0.020656002 -0.013717754 0.026738597ࢀࢻ

 

 ૙ି૝ 0.003331279 -0.015442191ࢀࢼ
 

 ૙ି૝ 0.039690519 -0.017181948ࢀࢼ
 ૙ି૜ 0.074528809 -0.003136177ࢀࢼ ૙ି૜ 0.080393217 -0.006251548ࢀࢼ
 ૙ି૛ 0.137373216 0.011366725ࢀࢼ ૙ି૛ 0.135411303 0.005556379ࢀࢼ
 ૙ି૚ 0.173963083 0.024794082ࢀࢼ ૙ି૚ 0.239867406 0.029647434ࢀࢼ
 ૙ 0.393472906 0.043739137ࢀࢼ ૙ 0.247616806 0.018632057ࢀࢼ
 ૙ିହ -0.119278492 -0.102028533ࢀ૙ା૚ -0.002014974 -0.007881165 ɔࢀࢼ
 ૙ି૝ -0.049013576 -0.057099199ࢀ૙ା૛ 0.0196491 0.004586354 ɔࢀࢼ
૎ࢀ૙ି૝ -0.106780696 -0.095298851 ɔࢀ૙ି૜ -0.057543126 -0.051653191 
૎ࢀ૙ି૜ -0.043580648 -0.046111285 ɔࢀ૙ି૛ -0.05650131 -0.055757739 
૎ࢀ૙ି૛ -0.048270835 -0.046182456 ɔࢀ૙ି૚ -0.061134167 -0.054659852 
૎ࢀ૙ି૚ -0.051752769 -0.043281062 ɔࢀ૙  -0.149422212 -0.139319612 
૎ࢀ૙ -0.089895371 -0.082723051 

   

૎ࢀ૙ା૚ -0.065330391 -0.072010432 
૎ࢀ૙ା૛ -0.094796015 -0.082603652 
The probability of wake is calculated according to the formula ࢖ሾ࢚ሿ ൌ ૚

૚ାࢋી࢞ࢀሾ࢚ሿ
, where ࢞ሾ࢚ሿ is a feature vector of data from the sensor in 

question. 
 

  



Table S3. Classification results over the healthy volunteers training and test sets for a selected range of time horizons 
 
 past future Error 

train 
[%] 

Sensitivity 
training 

Specificity 
training 

�ŽŚĞŶ͛Ɛ�
kappa 
training 

Error 
test 
[%] 

Sensitivity 
test 

Specificity 
test 

�ŽŚĞŶ͛Ɛ�
kappa 
test 

Radar 
nightstand 

0 0 9.86 0.91 0.88 0.77 8.62 0.94 0.86 0.80 
1 1 7.88 0.95 0.86 0.81 6.94 0.97 0.84 0.83 
2 2 7.19 0.96 0.86 0.83 6.50 0.98 0.83 0.84 
3 3 6.89 0.96 0.86 0.83 6.18 0.99 0.83 0.85 
4 4 6.53 0.97 0.86 0.84 6.08 0.99 0.83 0.85 
5 5 6.35 0.97 0.86 0.85 5.89 0.99 0.83 0.85 
6 6 6.26 0.97 0.87 0.85 5.76 0.99 0.83 0.86 
7 7 6.22 0.97 0.87 0.85 5.74 0.99 0.83 0.86 
8 8 6.13 0.97 0.87 0.85 5.68 0.99 0.84 0.86 
9 9 6.01 0.97 0.87 0.85 5.67 0.99 0.84 0.86 
10 10 5.83 0.97 0.87 0.86 5.58 0.99 0.84 0.86 

Radar 
ceiling 

0 0 10.83 0.91 0.86 0.75 9.82 0.93 0.83 0.77 
1 1 8.73 0.94 0.85 0.79 8.12 0.97 0.80 0.80 
2 2 8.38 0.95 0.84 0.80 7.80 0.98 0.79 0.81 
3 3 8.03 0.95 0.84 0.81 7.63 0.98 0.79 0.81 
4 4 7.84 0.95 0.84 0.81 7.60 0.99 0.78 0.81 
5 5 7.74 0.96 0.84 0.81 7.66 0.99 0.78 0.81 
6 6 7.67 0.96 0.84 0.81 7.68 0.99 0.78 0.81 
7 7 7.67 0.96 0.84 0.81 7.62 0.99 0.78 0.81 
8 8 7.59 0.96 0.84 0.82 7.56 0.99 0.78 0.81 
9 9 7.53 0.96 0.84 0.82 7.51 0.99 0.78 0.81 
10 10 7.57 0.96 0.84 0.82 7.51 0.99 0.78 0.81 

Actigraph 0 0 13.24 0.98 0.61 0.65 12.67 0.13 0.98 0.62 
1 1 11.76 0.97 0.67 0.70 10.91 0.11 0.98 0.69 
2 2 10.69 0.97 0.70 0.73 9.65 0.10 0.98 0.73 
3 3 9.81 0.97 0.73 0.75 8.85 0.09 0.98 0.75 
4 4 9.10 0.98 0.75 0.77 8.19 0.08 0.98 0.77 
5 5 8.55 0.98 0.77 0.78 7.76 0.08 0.98 0.79 
6 6 8.18 0.98 0.78 0.79 7.37 0.07 0.98 0.80 
7 7 7.72 0.98 0.79 0.81 7.02 0.07 0.98 0.81 
8 8 7.34 0.98 0.80 0.82 6.72 0.07 0.98 0.82 
9 9 6.95 0.98 0.82 0.83 6.41 0.06 0.98 0.83 
10 10 6.65 0.98 0.82 0.84 6.26 0.06 0.98 0.84 

Epoch-by-epoch classification performance statistics for ten selected models. Performance generally increases with the number of 
epochs included, at the cost of increased complexity in terms of number of parameters.  
 
n=12, mean age r SD: 23.0 r 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per participant. The participants were 
randomly assigned into a training set for model development (n=24/22 for nightstand/ceiling), and a testing set for validation 
(n=23/21 for nightstand/ceiling). 

 

 

  



Table S4. Classification results over the healthy volunteers training and test sets for a selected range of real-time 
horizons 
 
 past future Error 

train 
[%] 

Sensitivity 
training  

Specificity 
training 

�ŽŚĞŶ͛Ɛ�
kappa 
training 

Error 
test 
[%] 

Sensitivity 
test 

Specificity 
test 

�ŽŚĞŶ͛Ɛ�
kappa 
test 

Radar 
nightstand 

0 0 8.56 0.94 0.87 0.80 7.56 0.96 0.84 0.82 
1 0 7.85 0.95 0.86 0.81 7.03 0.97 0.83 0.83 
2 0 7.51 0.95 0.86 0.82 6.87 0.98 0.83 0.83 
3 0 7.26 0.96 0.86 0.82 6.61 0.98 0.83 0.84 
4 0 7.08 0.96 0.86 0.83 6.52 0.98 0.82 0.84 
5 0 6.90 0.96 0.86 0.83 6.48 0.98 0.82 0.84 
6 0 6.82 0.96 0.86 0.83 6.44 0.99 0.82 0.84 
7 0 6.68 0.96 0.86 0.84 6.30 0.99 0.82 0.84 
8 0 6.64 0.97 0.86 0.84 6.27 0.99 0.82 0.84 
9 0 6.62 0.97 0.86 0.84 6.22 0.99 0.82 0.85 
10 0 6.62 0.97 0.86 0.84 6.22 0.99 0.82 0.85 

Radar 
ceiling 

0 0 9.46 0.93 0.84 0.77 8.78 0.96 0.81 0.79 
1 0 9.03 0.94 0.84 0.78 8.41 0.97 0.80 0.79 
2 0 8.69 0.95 0.84 0.79 8.17 0.97 0.79 0.80 
3 0 8.43 0.95 0.84 0.80 8.17 0.98 0.78 0.80 
4 0 8.29 0.95 0.84 0.80 8.09 0.98 0.78 0.80 
5 0 8.12 0.95 0.84 0.80 8.02 0.98 0.78 0.80 
6 0 8.03 0.95 0.84 0.81 8.01 0.98 0.77 0.80 
7 0 7.97 0.96 0.84 0.81 8.04 0.98 0.77 0.80 
8 0 7.94 0.95 0.84 0.81 7.98 0.99 0.77 0.80 
9 0 7.91 0.96 0.84 0.81 7.99 0.99 0.77 0.80 
10 0 7.91 0.96 0.84 0.81 7.99 0.99 0.77 0.80 

Actigraph 0 0 12.34 13.24 0.98 0.61 0.65 12.67 0.98 0.62 
1 0 11.58 12.34 0.97 0.65 0.68 11.44 0.98 0.67 
2 0 10.89 11.58 0.97 0.67 0.70 10.56 0.98 0.70 
3 0 10.43 10.89 0.97 0.70 0.72 9.85 0.98 0.72 
4 0 9.96 10.43 0.97 0.71 0.73 9.49 0.98 0.73 
5 0 9.45 9.96 0.98 0.72 0.75 8.96 0.98 0.75 
6 0 9.13 9.45 0.98 0.74 0.76 8.69 0.98 0.76 
7 0 8.75 9.13 0.98 0.75 0.77 8.36 0.98 0.77 
8 0 8.47 8.75 0.98 0.76 0.78 8.18 0.98 0.78 
9 0 8.22 8.47 0.98 0.77 0.79 7.93 0.98 0.78 
10 0 8.22 8.22 0.98 0.78 0.79 7.58 0.98 0.80 

Epoch-by-epoch classification performance statistics for ten real-ƚŝŵĞ�ŵŽĚĞůƐ͘�/ŶĐůƵĚŝŶŐ�Ă�ůŽŶŐĞƌ�͚ƚĂŝů͛�ŽĨ�ƉĂƐƚ�ĞƉŽĐŚƐ�ŝŶ�ƚŚĞ�ƐĐŽƌŝŶŐ�ŽĨ�
the present epoch generally increases performance, at the cost of a higher number of parameters in the model. 
 
n=12, mean age r SD: 23.0 r 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per participant. The participants were 
randomly assigned into a training set for model development (n=24/22 for nightstand/ceiling), and a testing set for validation (n=23/21 
for nightstand/ceiling). 

  



Table S5. Classification performance, with and without the Cole-Kripke rescoring rules.  
 
Time 
horizon 

Rescored Data set Sensor 
type/placement 

Accuracy 
[%] 

Specificity 
[%] 

Sensitivity 
[%] 

�ŽŚĞŶ͛Ɛ�
kappa*100 

[-4, 2] Yes Healthy 
volunteers  
test set 1 

Radar nightstand 94.7 (2.7) 88.5 (10.3) 96.6 (3.2) 85.8 (8.5) 
Radar ceiling 93.6 (3.3) 84.6 (12.3) 96.4 (3.8) 82.5 (10.5) 
Actigraph 93.2 (3.0) 85.1 (11.4) 95.9 (3.7) 82.0 (8.0) 

[-4, 2] No Healthy 
volunteers  
test set 

Radar nightstand 92.9 (2.5) 78.8 (12.2) 97.9 (2.5) 80.2 (9.7) 
Radar ceiling 91.4 (3.5) 73.5 (14.5) 97.7 (3.1) 75.5 (12.7) 
Actigraph 90.6 (2.7) 71.8 (13.5) 97.3 (2.6) 73.5 (9.8) 

[-5, 0] Yes Healthy 
volunteers  
test set 

Radar nightstand 94.5 (2.7) 88.6 (8.6) 96.3 (3.1) 85.6 (7.4) 
Radar ceiling 93.1 (3.4) 83.7 (12.3) 96.2 (3.7) 81.3 (10.6) 
Actigraph 92.8 (3.0) 83.8 (10.8) 96.0 (3.5) 81.1 (7.4) 

[-5, 0] No Healthy 
volunteers  
test set 

Radar nightstand 92.8 (2.7) 78.8 (11.5) 97.7 (2.6) 80.0 (9.2) 
Radar ceiling 91.0 (3.5) 73.2 (13.8) 97.4 (3.1) 74.8 (12.1) 
Actigraph 90.5 (2.8) 71.3 (13.1) 97.4 (2.5) 73.2 (9.4) 

[-4, 2] Yes Patients with 
sleep disorders 2 

Radar nightstand 80.9 (15.7) 53.7 (18.4) 89.5 (16.9) 44.8 (25.6) 
Actigraph 83.8 (9.0) 74.3 (20.0) 89.4 (7.3) 53.3 (15.8) 

[-4, 2] No Patients with 
sleep disorders 

Radar nightstand 81.1 (14.9) 47.8 (17.0) 91.4 (14.4) 42.7 (24.2) 
Actigraph 83.6 (9.4) 65.2 (19.2) 91.6 (5.6) 50.3 (14.4) 

[-5, 0] Yes Patients with 
sleep disorders 

Radar nightstand 80.9 (15.3) 53.4 (18.7) 89.7 (16.5) 44.3 (24.8) 
Actigraph 84.1 (9.0) 74.0 (20.2) 89.9 (6.9) 53.8 (16.2) 

[-5, 0] No Patients with 
sleep disorders 

Radar nightstand 81.0 (14.6) 48.1 (17.3) 91.3 (14.1) 42.2 (23.5) 
Actigraph 84.0 (9.4) 65.6 (19.5) 92.1 (5.4) 51.4 (14.9) 

Epoch-by-epoch classification performance statistics for two models, with and without the heuristic Cole-Krike rescoring rules 
applied, compared to PSG3-determined sleep/wake. Mean (SD) over the participants in the data sets.  
 
The rescoring rules act as a nonlinear time series filter on the sleep/wake state sequence, converting initially scored sleep epochs 
to wake if they occur after or within a specified interval of a given number of awake epochs. We observe that they generally 
ŝŵƉƌŽǀĞ�ƚŚĞ�ĂĐĐƵƌĂĐǇ͕�ƐƉĞĐŝĨŝĐŝƚǇ͕�ĂŶĚ��ŽŚĞŶ͛Ɛ�ŬĂƉƉĂ�ǀĂůƵĞƐ͕�Ăƚ�ƚŚĞ�ĐŽƐƚ�ŽĨ�Ă�ƐůŝŐŚƚ�ĚĞĐƌĞĂƐĞ�ŝŶ�ƐĞŶƐitivity. 
 
1 n=12, mean age r SD: 23.0 r 3.1 years, 5 male, 4 nights of PSG + actigraphy + two radars per participant. The participants were randomly 
assigned into a training set for model development (n=24/22 for nightstand/ceiling), and a testing set for validation (n=23/21 for 
nightstand/ceiling). 
2 Ambulatory sleep disorder patients. n=28, mean age r SD: 46.25 r 13.98 years, 19 male. 
3 PSG, Polysomnography 
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Mode of delivery of Cognitive Behavioral Therapy for Insomnia: 

a randomized controlled non-inferiority trial of digital and  

face-to-face therapy
Håvard Kallestad1,2,*, , Jan Scott2,3, , Øystein Vedaa2,4, Stian Lydersen2, Daniel Vethe2, , 
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Abstract
Study Objectives: Digital Cognitive Behavioral Therapy for Insomnia (dCBT-I) has demonstrated ef+cacy in reducing insomnia severity in self-referred and 

community samples. It is unknown, however, how dCBT-I compares to individual face-to-face (FtF) CBT-I for individuals referred to clinical secondary services. We 

undertook a randomized controlled trial to test whether fully automated dCBT-I is non-inferior to individual FtF CBT-I in reducing insomnia severity.

Methods: Eligible participants were adult patients with a diagnosis of insomnia disorder recruited from a sleep clinic provided via public mental health services in 

Norway. The Insomnia Severity Index (ISI) was the primary outcome measure. The non-inferiority margin was de+ned a priori as 2.0 points on the ISI at week 33.

Results: Individuals were randomized to FtF CBT-I (n = 52) or dCBT-I (n = 49); mean baseline ISI scores were 18.4 (SD 3.7) and 19.4 (SD 4.1), respectively. At week 33, the 

mean scores were 8.9 (SD 6.0) and 12.3 (SD 6.9), respectively. There was a signi+cant time effect for both interventions (p < 0.001); and the mean difference in ISI at 

week 33 was −2.8 (95% CI: −4.8 to −0.8; p = 0.007, Cohen’s d = 0.7), and −4.6 at week 9 (95% CI −6.6 to −2.7; p < 0.001), Cohen’s d = 1.2.

Conclusions: At the primary endpoint at week 33, the 95% CI of the estimated treatment difference included the non-inferiority margin and was wholly to the left 

of zero. Thus, this result is inconclusive regarding the possible inferiority or non-inferiority of dCBT-I over FtF CBT-I, but dCBT-I performed signi+cantly worse than 

FtF CBT-I. At week 9, dCBT-I was inferior to FtF CBT-I as the 95% CI was fully outside the non-inferiority margin. These +ndings highlight the need for more clinical 

research to clarify the optimal application, dissemination, and implementation of dCBT-I.

Clinicaltrials.gov: NCT02044263: Cognitive Behavioral Therapy for Insomnia Delivered by a Therapist or on the Internet: a Randomized Controlled Non-inferiority Trial.

Key words:  Cognitive Behavioral Therapy for Insomnia; digital; face-to-face; non-inferiority; randomized controlled trial; insomnia disorder

Statement of Signi"cance
Direct comparisons between the current gold-standard and new digital therapeutics in clinical populations are needed to benchmark the effectiveness of digital 

therapeutics. This is the +rst study to compare a fully automated digital Cognitive Behavioral Therapy for Insomnia (CBT-I) with individual Face-to-Face (FtF) CBT-I 

in a clinical population. In this context, we could not conclude about long-term non-inferiority, although dCBT-I performed signi+cantly worse than FtF CBT-I in 

reducing insomnia severity. Further research on dCBT-I may be useful to understand how best to deliver this treatment and who might best be served by it. Future 

developments may include tailoring the dCBT-I intervention to different populations.
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Introduction
Insomnia is a signi+cant health problem, affecting 10%–15% of 
the general population [1]. Its diagnosis is primarily dependent 
on the presence of three phenomena: persistent sleep dif+culty, 
adequate sleep opportunity, and associated daytime dysfunction 
for more than 3 months [2]. There is a consensus that Cognitive 
Behavioral Therapy for Insomnia (CBT-I) is the best interven-
tion for insomnia and should be a +rst-line treatment option [3]. 
However, there is a signi+cant gap between supply and demand 
which is largely attributable to the lack of availability of therap-
ists trained in CBT-I [4]. To overcome barriers regarding access 
to face-to-face (FtF) therapy, CBT-I has been adapted for delivery 
via digital means such as websites or apps. These digital ap-
proaches (which we will refer to as dCBT) differ in the amount 
of support from clinicians that is offered, ranging from materials 
included only as a supplement to a course of FtF therapy, via 
therapist-guided programs, to fully automated dCBT [5].

Although dCBT-I models vary, a recent meta-analysis of 11 
randomized controlled trials (RCTs) indicated statistically sig-
ni+cant effects on insomnia severity (pooled effect size (ES) > 
1.0) for dCBT-I compared with control interventions such as 
sleep hygiene [6]. Further, in a recent large-scale RCT of fully 
automated dCBT-I in the general population, we observed an ES 
(Cohen’s d) of 1.2 for insomnia severity, which is similar to that 
reported in trials of FtF CBT-I [7]. These data offer robust sup-
port for the wider community access to fully automated dCBT-I 
[8]. However, a critical issue still needs to be addressed: While 
the development of dCBT-I was never intended to replace FtF 
treatment in clinical settings, the issue of therapist availability 
has increased calls for investigators to establish how dCBT-I per-
forms relative to gold-standard FtF therapies [9] in patients with 
a diagnosis of insomnia disorder rather than focusing solely 
on convenience samples of individuals with symptoms of in-
somnia recruited from the community [6].

Cognitive behavioral therapies are established interventions 
for most common mental disorders, which has encouraged the 
development and analysis of different modalities for delivery. 
One recent meta-analysis of guided and unguided digital, and 
FtF delivery of CBT for depression found that digital CBT was 
superior to FtF CBT in improving depressive symptoms [10]; fur-
thermore, other reviews of therapist-guided digital CBT versus 
FtF CBT for psychiatric or somatic disorders found no differ-
ences in outcomes between the two modalities [11, 12]. Overall, 
this suggests that digital CBT may have similar effects as FtF 
CBT for individuals with various psychiatric and somatic dis-
orders. However, for individuals with insomnia, there are only 
three published RCTs comparing dCBT-I with FtF CBT-I [13–15]. 
Taken together, the RCT +ndings are inconclusive regarding the 
effects on insomnia severity, as one found a trend favoring indi-
vidual FtF CBT-I but no signi+cant differences between the two 
modalities [15], one trial indicated that guided dCBT-I achieved 
similar improvements to group FtF CBT-I [13], and one reported 
that individual FtF CBT-I was superior to guided dCBT-I [14]. 
These trials recruited convenience samples via media [13, 14] 
or, for example, subpopulations of active military personnel 
[15], which means that the +ndings may not be generalizable to 
secondary care patients. Another two trials used guided rather 
than a fully automated dCBT-I. In some ways, a guided version 
of dCBT-I can be regarded as a hybrid between FtF and a fully 
automated dCBT-I, as guided dCBT-I provides additional direct 

therapeutic input and support to the individual (rather than 
being practiced independently).

The current study focuses on the critical gaps in the evidence-
base regarding dCBT-I, namely, how does a fully automated 
dCBT-I intervention compare with individual FtF CBT-I when 
applied to a clinical secondary care population? To address this 
issue, we used an established, ef+cacious dCBT-I program called 
Sleep Healthy Using The internet (SHUTi) [16] and compared it 
with individual FtF CBT-I delivered by experienced therapists. 
Further, we recruited adult patients with sleep problems that 
met diagnostic criteria for insomnia disorder who were referred 
to a sleep clinic because these dif+culties were impairing their 
functioning and/or quality of life.

Given the lack of comparative RCTs of gold standard indi-
vidual FtF CBT-I (reference therapy) and fully automated dCBT-I 
(new therapy), we opted to conduct a non-inferiority trial with 
two arms. This design is warranted when a new treatment has 
advantages such as greater availability or reduced cost than an 
established gold standard (reference) [17], as the premise is that 
a non-inferiority RCT can determine that the new intervention 
is no worse than the reference intervention by a prede+ned “ac-
ceptable amount” [17].

In sum, the primary aim of this RCT was to test if dCBT-I 
is non-inferior to individual FtF CBT-I on insomnia severity as 
measured at six-months follow-up. The six-month follow-up 
was chosen as the primary endpoint for the trial because 
longer-term outcomes were regarded to be of higher relevance 
for both patients and health care systems. Secondary aims (de-
+ned a priori), involved superiority analyses to (1) estimate rates
of clinical response and remission of insomnia according to the
group, and (2) explore if there were any between-group differ-
ences in psychological distress, fatigue, or self-reported sleep-
wake patterns.

Methods
Study design

A parallel-group randomized controlled non-inferiority trial of 
dCBT-I versus FtF CBT-I, with participants assigned in a 1:1 ratio. 
The protocol was approved by the Regional Ethical Committee 
of South-East Norway (Reference: 2013/1836) and the RCT was 
registered on the Clinical Trials website (ClinicalTrials.gov: 
NCT02044263).

The trial follows the CONSORT guidelines for a non-
inferiority trial [17]. The -owchart is shown in Figure 1 and the 
CONSORT checklist is provided in the online Supplementary 
Materials (see Appendix 1).

Participants

All RCT participants provided written informed consent. 
Between October 2014 and January 2016, patients referred for 
treatment of insomnia to a secondary care sleep clinic at St. 
Olavs University Hospital, Trondheim, Norway were offered the 
opportunity to be involved in the RCT. Participants who com-
pleted all assessments were offered a gift voucher worth NOK 
500 (equivalent to EUR 50) as a reimbursement for their time, etc.

Eligibility criteria: Eligible participants were all patients who 
had been referred to the sleep clinic with a presentation of 

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab185#supplementary-data
http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab185#supplementary-data
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insomnia. Participants could be included if they were aged >= 
18, the presentation met diagnostic criteria for insomnia dis-
order as described in the DSM-5 [2], they had regular internet 
access and self-reported pro+ciency in basic computer/internet 
skills (as required to participate in the RCT and complete online 

assessments, etc.), and they were willing and able to provide 
written informed consent.

The diagnosis of insomnia disorder was assessed by (1) a 
trained psychiatrist or licensed clinical psychologist using a 
semi-structured interview based on the Insomnia Interview 

Figure 1. Flow diagram of trial: participant inclusion, timing of assessments, and completion rates.



4 | SLEEPJ, 2021, Vol. XX, No. XX

Schedule [18], supplemented by a module assessing circadian 
rhythm disorders, and (2) completion of a pre-assessment sleep 
diary that recorded sleep-wake cycle patterns for the 14  days 
prior to the interview. The interview also assessed current sleep-
wake pattern, sleep history, previous history and treatment of 
sleep problems (including medication), functional sleep ana-
lysis (e.g. daytime consequences of sleep problems and perpetu-
ating factors), and history of somatic and psychiatric illness and 
treatment.

Individuals were excluded if they met one or more of the 
following criteria: evidence of circadian rhythm disorder, or an 
organic sleep disorder as assessed in the Insomnia Interview 
Schedule; or, for sleep apnea speci+cally (established via evi-
dence of sleep apnea at interview assessment or an Oxygen 
Desaturation Index above a cutoff of 9 as assessed by oxim-
etry recordings) [19]; and/or a current alcohol and/or substance 
misuse problem. Also excluded were individuals: working night 
shifts and unable to discontinue this work pattern during the 
RCT, with previous exposure to CBT-I, or with a medical con-
dition where sleep restriction is deemed inappropriate due to 
a potential for worsening of the medical condition (e.g. an at-
tack phase of multiple sclerosis or epilepsy), and/or with insuf-
+cient -uency in Norwegian (i.e. unlikely to be able to complete
interventions).

Randomization

The randomization program was designed and implemented 
by the Section of Applied Clinical Research, at the Faculty of 
Medicine and Health, the Norwegian University of Science and 
Technology (NTNU). The randomization utilized a balanced al-
location sequence using blocks of randomly varying size. After 
trial completion, it was revealed that the range of blocks was 
between 6 and 20. Speci+cally, the +rst block was 20 (10 + 10), 
and the subsequent blocks varied between 6 (3 + 3) and 8 (4 + 
4). Participants were randomized by the three clinicians who 
undertook the screening assessment (and who delivered FtF 
CBT-I). The clinicians logged on to an online portal and eligible 
participants were then assigned to one of the two groups. The 
clinicians could not in-uence the process in any way and the 
result of the randomization was communicated directly to the 
patient via email.

Individuals randomized to FtF CBT-I received an outpatient 
appointment for the sleep clinic. Participants randomized to 
dCBT-I were provided with a link to allow them to login to the 
online program. As this intervention was fully automated and 
delivered online, there was no contact between participants 
and the professional at the sleep clinic. If problems arose with 
the delivery of the online program or the completion of assess-
ments, a technician could offer support to the participant.

Procedures

Individual face-to-face CBT-I. CBT-I is a multicomponent treatment 
and consisted of the following interventions: psychoeducation 
about sleep and sleep hygiene, sleep restriction, stimulus 
control, and challenging beliefs and perception of sleep 
[18, 20]. Table 1 provides a description of the week-by-week 
interventions. The course of FtF CBT-I involved three to eight 
sessions delivered over 6–9 weeks [18, 20], although the exact 

number of sessions provided is dictated by client progress. Three 
therapists provided FtF CBT-I (two authors [H.K. and K.L.]; and 
another a licensed psychologist); all had participated in training 
courses, had 3–10 years post-graduate experience in CBT-I and 
received ongoing supervision in CBT-I. Their adherence to the 
therapy protocol during the RCT was monitored via weekly 
review meetings.

Digital CBT-I.  We employed a dCBT-I program entitled SHUTi [21] 
that was created by investigators at the University of Virginia 
and was translated into Norwegian by the Norwegian Institute 
of Public Health. The program incorporates the same approaches 
used in standard (FtF) CBT-I packages, but the educational, 
behavioral, and cognitive interventions are conceptualized as six 
“cores” [22]. Participants with a goal of reducing or eliminating 
sleep medication use were informed that they should discuss 
this with the prescribing physician. Each core is accessed in 
a prede+ned sequence and admittance to subsequent cores 
is based on time (1 week after the completion of the previous 
core), and a required +ve diaries must be entered in the previous 
7 days to move from core 1 to core 2 to set the program sleep 
window. Each core typically takes 45 to 60 min to complete, but 
there were no speci+c instructions about how long time the 
participants should take, and again completion may be partly 
affected by comprehension, attention, etc. Participants had 
access to the intervention for 6 months.

Assessments

Prior to randomization, background information was collected 
regarding demography (age, sex, socioeconomic, and em-
ployment status), while comorbid mental disorders were as-
sessed with the self-reported Psychiatric Diagnostic Screening 
Questionnaire Comorbid Mental Disorders (PDSQ) [23]. The 
PDSQ consists of 111 items assessing symptoms of common 
DSM-IV Axis I  disorders encountered in outpatient mental 
health settings (see Supplementary Table S1). Comorbid phys-
ical disorders, past and/or current mental health treatment, and 
past and/or current use of sleep medications, and number of 
different agents prescribed were identi+ed via the clinical inter-
view augmented by medical casenote recordings.

At baseline, 9 weeks after randomization (post-
intervention), and 33 weeks after randomization (6  months 
post-intervention), participants were asked to complete 
self-report assessments. Insomnia severity was assessed 
using the Insomnia Severity Index (ISI) [24]. Scores on this 
7-item questionnaire range from 0 to 28 with higher scores
indicating greater symptom severity. The ISI has good psy-
chometric properties, is widely used, and is a recommended
primary outcome measure in insomnia research [25]. A  re-
duction in ISI scores of 8 or more points from baseline is re-
garded as a response to treatment, and an absolute score on
the ISI of 7 points or less is regarded as remission. Data on
daily sleep-wake parameters were collected using an online
version of the consensus sleep diary [26]. Individuals were
asked to record information about sleep onset latency (SOL), 
wake after sleep onset (WASO), early morning awakenings
(EMA), number of nocturnal awakenings, total sleep time, and
sleep ef+ciency for 10 days (out of the previous 14 consecutive
days). Psychological distress was assessed using the 14-item

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab185#supplementary-data
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version of the Hospital Anxiety and Depression Scale (HADS). 
The HADS has been shown to reliably rate symptoms of psy-
chological distress in hospital outpatient clinics [27]. Scores 
range from 0 to 42 with higher scores indicative of greater dis-
tress. Daytime fatigue was assessed using the 13-item Chalder 
Fatigue Scale (CFS). Scores range from 0 to 39, with higher 
scores indicative of greater psychological and physical fatigue 
[28]. Dysfunctional beliefs about sleep were assessed using 
the Dysfunctional Beliefs and Attitudes about Sleep scale—16 
items (DBAS-16) [29]. Mean scores on these items range from 
1 to 10 with higher scores indicating a higher endorsement of 
dysfunctional beliefs about sleep.

Statistical analyses

All primary and secondary outcomes reported here are based on 
Intent-To-Treat (ITT) analyses. The primary outcome was the ISI, 
and the primary endpoint was at week 33. The non-inferiority 
margin for the mean difference in ISI scores between the two 
interventions was de+ned a priori as <2-points.

With an assumed standard deviation (SD) of 4.0, a difference 
of 2 points on the ISI corresponds to a moderate ES (Cohen’s 
d = 0.5). Given the usual magnitude of ES in RCTs of interven-
tions for insomnia (>1.0) and the previously employed margins 
for non-inferiority (e.g. 4 points on the ISI), this margin is likely 
to be enough to separate a change in mean ISI scores that is 
clinically important from a change that has limited clinical rele-
vance [6, 13, 14, 30]. Under these assumptions, we estimated that 
a sample size of 100 participants commencing the RCT would 

give a power of 80% for non-inferiority of dCBT-I (α = 0.05) in the 
ITT analyses.

We interpreted the primary outcome from the 95% 
Con+dence Interval (CI) of the estimated between-group differ-
ences on the ISI as recommended in the CONSORT guidelines 
for non-inferiority trials [17]. That is, if the 95% CI for the mean 
difference between the two intervention groups was between 
−2 and ∞, then we would declare that dCBT-I is non-inferior to
individual FtF CBT-I. If the 95% CI was between −∞ and 0, then
we would declare that individual FtF CBT-I is superior to dCBT-I. 
If the 95% CI was between 0 and ∞, then we would declare that
dCBT-I is superior to individual FtF CBT-I. The secondary outcome
of between-group differences on the ISI at week 9 was also inter-
preted using the same non-inferiority margin. Other secondary
outcomes included between-group differences in HADS, CFS, 
and sleep variables recorded in the diary on the assessment at
week 9 and week 33, and differences in numbers of remitters
and responders based on ISI scores at weeks 9 and 33. These
secondary outcomes were interpreted with standard super-
iority guidelines as suggested in the CONSORT non-inferiority
guidelines [17].

We used SPSS version 25 for analysis of the primary and 
secondary outcomes. These analyses were performed by a stat-
istician (SL) who was blinded to group allocation. We used a 
linear mixed model with individual as the random effect, time 
and group and their interaction as categorical covariates, and 
ISI score as the dependent variable. This approach implicitly 
accounts for missing-at-random data. We adjusted for the base-
line value of the outcome variable, and estimated the difference 

Table 1. An overview of the content of each core of dCBT-I and the content of sessions in the FtF CBT-I

Core/session dCBT-I FtF CBT-I

1 Overview: Reviews the nature of insomnia and how 
the program works; participants identify their sleep 
problems and set up personal treatment goals.

Motivation and personal treatment goals. Psychoeducation about 
sleep architecture and the two-process theory of sleep-wake 
regulation. Education about sleep hygiene if patient is engaging 
in activities that could obviously interfere with the effect of sleep 
restriction (e.g. excessive caffeine use). Setting up sleep  
restriction (lower limit of 5 h). Setting up a plan for tapering of 
sleep medication if a treatment goal for the patient is to stop or 
reduce medication use.

2 Behavior and sleep: Focuses on how behavioral 
changes can improve sleep, with special emphasis 
on sleep restriction (lower limit of 5 h).

Review of adherence to sleep restriction and problem solving if 
needed. Socratic dialogue about changes in beliefs and behaviors 
about sleep, particular changes that have occurred as a function 
of sleep restriction (e.g. the need for safety behaviors in order to 
sleep). Motivational work to keep the patient adhering to sleep 
restriction.

3 Behavior and sleep 2: Focuses on behavioral changes 
that can improve sleep, with special emphasis on 
stimulus control

As week 2. Adding stimulus control if necessary.

4 Sleep and thoughts: Focuses on addressing and  
changing beliefs and thoughts that might impair 
sleep.

As weeks 2 and 3. 

5 Sleep hygiene: Teaches about lifestyle and environ-
mental factors that might interfere with sleep (e.g. 
caffeine and nicotine intake, electronic media use 
in bed).

As weeks 2 and 3.

6 Relapse prevention: Focuses on integrating the  
behavioral, educational, and cognitive components 
from the previous cores to develop strategies to 
prevent future episodes of poor sleep to develop into 
full-blown chronic insomnia.

Final session. Evaluation of current status relative to treatment 
goals in session 1. Relapse prevention: Check that the patient 
has understood the rationale behind sleep restriction and can 
implement use of sleep diaries and sleep restriction should sleep 
problems occur later. Implement stimulus control if the patient 
wants to stop sleep restriction.
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in ISI scores between groups at week 9 and week 33 from the 
interaction terms, as recommended by Twisk et al. [31].

Superiority analyses of group differences in CFS, HADS and 
DBAS mean scores, and self-reported sleep-wake cycle patterns 
(i.e. sleep diary parameters) were performed using similar linear 
mixed models as above. Further, the proportions of participants 
per group who met ISI criteria for response and remission were 
compared using Pearson’s chi-squared test and the Newcombe 
Hybrid Score CI [32].

The above approaches for the continuous variables were re-
peated for the per protocol (PP) analyses restricted to patients 
who completed all therapy sessions they were offered and all 
modules of dCBT-I as recommended in the CONSORT non-
inferiority guidelines [17].

Cohen’s d was estimated as the difference in mean scores 
divided by the baseline SD [33]. For the between-group effect 
sizes, this was calculated using the difference estimate from 
the mixed model analyses divided by the pooled SD at baseline. 
For the within-group effect sizes, this was calculated using the 
difference in mean scores at baseline and each follow-up as-
sessment divided by the within-group SD at baseline for each 
condition.

Results
Of 288 potential participants, 101 individuals met eligibility cri-
teria and were randomized to the RCT (see Figure 1, Tables 2 
and 3). The sample was predominantly female (75%), most had 
attended tertiary education and 59% were currently employed. 
Over 50% reported current physical comorbidity, and a similar 
proportion had a history of psychiatric treatment. Nearly 9 out 
of 10 reported previously taking >=1 sleep medication.

Fifty-one (of 52)  patients assigned to FtF CBT-I completed 
the course of therapy (98%). One patient was excluded after two 
sessions of FtF CBT-I by the therapist (when the patient dis-
closed meeting exclusion criteria, namely working night shifts, 
and having a severe substance misuse problem). The average 
number of FtF sessions was 6 (range 3–8 sessions). In the dCBT-I 
group, 43 of 49 patients (88%) completed 4 or more CBT-I cores, 
and 31 patients (63%) completed all the cores.

Non-inferiority analyses on the primary outcome

There was a signi+cant time effect for both interventions on 
the ISI score (p < 0.001). At the primary endpoint at week 33, 
participants receiving FtF CBT-I scored 2.8-points lower on the 
ISI compared with participants receiving dCBT-I (95% CI −4.8 
to −0.8; p = 0.007; Cohen’s d = 0.7). At week 9, the FtF group had 
a mean ISI score that was 4.6 points lower than the dCBT-I 
group (95% CI −6.6 to −2.7; p < 0.001), Cohen’s d = 1.2. As shown 
in Figure 2, the 95% CI of the estimated mean difference be-
tween the two intervention groups at week 33 demonstrates 
that FtF meet criteria for superiority over dCBT-I (and at 
9-week follow-up).

Planned superiority analyses of secondary outcomes

 1. Response and Remission

The response rate at week 9 was signi+cantly higher for FtF 
CBT-I (n  =  35/50; 70%) compared with dCBT-I (n  =  19/44; 43%), 
which represents a 27% difference in the proportion of re-
sponders (95% CI: 7% to 44%; p = 0.009). At week 33, there was 

Table 2. Baseline characteristics of participants assigned to digital Cognitive Behavioral Therapy for Insomnia (dCBT-I) or face-to-face Cognitive 
Behavioral Therapy for Insomnia (FtF CBT-I)

dCBT-I (n = 49) FtF CBT-I (n = 52)

Age in years, mean (SD) 41.4 (10.5) 41.3 (12.5)
Sex, n (%)

Female 35 (71%) 41 (79%)
 Male 14 (29%) 11 (21%)
Marital status, n (%)

Married or cohabiting 30 (61%) 31 (60%)
Never married, divorced or separated 19 (39%) 21 (40%)

Education attainment, n (%)
Below high school 1 (2%) 4 (8%)
Completed high school 16 (33%) 16 (31%)
College or higher 32 (65%) 32 (62%)

Employment status, n (%)
Full or part time employment 31 (63%) 29 (56%)
Unemployed seeking work 0 (0%) 1 (2%)
Sick leave or disability pension 14 (29%) 15 (29%)
Student 4 (8%) 7 (13%)

Duration of insomnia, years (SD) 12.6 (11.5) 13.0 (11.4)
Comorbidities
>=1 Physical disorder, n (%) 25 (51%) 30 (58%)
Current psychiatric outpatient, n (%) 10 (20%) 10 (19%)
Previous psychiatric treatment, n (%) 26 (53%) 25 (48%)
Prescribed sleep medications
Current sleep medication, n (%) 31 (63%) 33 (64%)
Previous sleep medication, n (%) 42 (86%) 46 (89%)
Number of previous sleep medications, mean (SD) 2.5 (1.7) 2.5 (1.6)
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a marginal change in these response rates (FtF: n = 31/48, 65%); 
dCBT-I: n = 19/41, 46%), but the disparity was no longer statistic-
ally signi+cant (difference = 18%; 95% CI: −2% to 37%; p = 0.084).

The remission rate at week 9 for was signi+cantly higher for 
FtF CBT-I (n = 26/50; 52%) than dCBT-I (n = 8/44; 18%), with a 34% 
difference in the proportion of remitters (95% CI: 15% to 50%; 
p = 0.001). At week 33, the difference remained statistically sig-
ni+cant (FtF = 27/48 (56%); dCBT-I = 10/42 (24%)), with a differ-
ence of 32%; 95% CI: 12% to 49%; p = 0.002.

 2. Other Clinical Outcomes

Table 4 summarizes +ndings for psychological distress, fatigue, 
dysfunctional beliefs, and self-reported sleep-wake parameters 
according to group and timing of follow-up. There was a sig-
ni+cant time-effect for all secondary outcomes (p < 0.001), but 
no between-group differences. Changes show medium to large 
within-group ES.

PP analyses

As shown in Supplementary Table S1, the +ndings of the PP 
mixed model analyses were substantially the same as the ITT 
analyses.

Discussion
This RCT addressed a critical issue about the effectiveness of 
dCBT-I, namely the lack of data comparing fully automated 
dCBT-I with FtF CBT-I in a clinical population of patients with 
insomnia disorder [9]. We hypothesized that dCBT-I would be 
non-inferior to FtF CBT-I in reducing insomnia severity based 

on RCT +ndings indicating that dCBT-I has similar effect sizes 
to FtF CBT-I [6–8, 16, 34]. However, this RCT did not support 
this as we found that FtF CBT-I was superior to dCBT-I in re-
ducing insomnia severity in patients referred to a sleep clinic 
provided by secondary care public mental health services in 
Norway. This +nding is contrary to those reported from studies 
of other +elds, where digital and FtF delivery of CBT has been 
shown to have similar effectiveness [10–12]. This discrepancy 
may be due to differences in various elements of the method-
ology, most notably sampling frames (e.g. recruitment of con-
venience vs. clinical populations) and the mode of the digital 
model studied (e.g. therapist guided vs. fully automated). 
Compared with the three previous trials in insomnia, our +nd-
ings are similar to a trial of guided dCBT-I compared with FtF 
CBT-I undertaken in a sample of self-referrals recruited via 
social and other media [14]. Our +ndings also add to those 
reported in a trial in active military personnel, where there 
was a trend favoring individual FtF CBT-I over fully automated 
dCBT-I. That trial did not show any signi+cant differences 
between the two modalities of delivery, but this may be due 
to low statistical power [15]. However, a third RCT reported 
that guided dCBT-I was non-inferior to FtF CBT-I delivered 
in a group format [13]. This is interesting as previous meta-
analyses have shown that, whilst group CBT-I is effective [35], 
it is less effective than individual CBT-I [36]. If con+rmed by 
further trials, this would be an important insight into how 
dCBT-I might be incorporated into clinical management or 
stepped-care models. Namely, while dCBT-I is less ef+cacious 
than individual FtF CBT-I, it may be as ef+cacious as group 
CBT-I and so could offer a viable alternative option, especially 
as resource availability and cost-bene+t considerations would 
be likely to favor dCBT-I.

Table 3. Self-reported mental disorders at baseline as identi+ed by the Psychiatric Disorders Screening Questionnaire of participants allocated 
to digital Cognitive Behavioral Therapy for Insomnia (dCBT-I) or face-to-face Cognitive Behavioral Therapy for Insomnia (FtF CBT-I)

dCBT-I (n = 49) FtF CBT-I (n = 52)

Comorbid mental disorders, n (%)
Any mental disorder 40 (82%) 40 (77%)
>=1 Affective disorder(s) 16 (33%) 15 (29%)
>=1 Anxiety disorder(s) 39 (80%) 37 (71%)
>=1 Alcohol and/or substance misuse disorder(s) 12 (24%) 9 (17%)
Other mental disorder(s) 7 (14%) 5 (10%)

Figure 2. Difference in estimated mean scores on the Insomnia Severity Index between the two interventions and their 95% CI relative to the non-inferiority margin. 
Figure adapted from the CONSORT statement for non-inferiority trials [17].

http://academic.oup.com/sleep/article-lookup/doi/10.1093/sleep/zsab185#supplementary-data
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Obviously, individuals referred to a sleep clinic for treatment 
usually have an expectation that they will be offered FtF therapy. 
So, it is useful to review the data available from this RCT to shed 
light on the acceptability of dCBT-I and to examine levels of ad-
herence with the intervention. From the CONSORT -owchart, 
we note that about 9% of the individuals invited to join the RCT 
declined to participate because they were only willing to accept 
FtF CBT-I. Although adherence rates for dCBT-I in this RCT are 
somewhat higher than those reported in previous trials [7, 16, 

37], dCBT-I had a lower uptake and completion rate compared 
with FtF delivered therapy. In the dCBT-I group, 63% completed 
all elements of the program (six cores) compared with the FtF 
CBT-I group, where 98% attended all the sessions that were 
offered. However, our +ndings regarding difference in insomnia 
severity according to the group in the ITT analyses were also 
mirrored by the PP analyses. We suggest that this indicates that 
the differences we found were not only due to differences in 
adherence.

Table 4. Primary and secondary outcomes for participants assigned to digital Cognitive Behavioral Therapy for Insomnia (dCBT-I) or face-to-face 
Cognitive Behavioral Therapy for Insomnia (FtF CBT-I)

dCBT-I (n = 49) FtF CBT-I (n =52) Difference (group × time)

n Mean SD d n Mean SD d Estimate 95% CI d* P

ISI
Baseline 49 19.4 4.1 52 18.4 3.7
Week 9 44 13.7 7.0 1.4 50 8.4 5.1 2.7 -4.6 −6.6 to −2.7 −1.2 <0.0001
Week 33 41 12.3 6.9 1.7 48 8.9 6.0 2.6 −2.8 −4.8 to −0.8 −0.7 0.007
HADS
Baseline 49 15.2 6.8 52 12.9 6.6
Week 9 44 13.6 7.8 0.2 48 9.8 6.6 0.5 −1.9 −3.8 to 0.04 −0.3 0.06
Week 33 41 12.2 8.4 0.4 47 9.0 7.1 0.6 −1.2 −3.2 to 0.7 −0.2 0.2
CFS
Baseline 49 36.1 6.7 52 35.2 5.8
Week 9 44 31.6 8.2 0.7 49 29.9 6.4 0.9 −0.9 −3.2 to 1.4 −0.1 0.5
Week 33 41 30.6 8.7 0.8 48 28.3 6.8 1.2 −1.3 −3.7 to 1.0 −0.2 0.3
DBAS-16
Baseline 48 5.50 1.7 51 5.51 1.9
Week 9 38 4.00 2.1 0.8 47 3.91 1.9 0.8 −0.3 −0.85 to 0.28 −0.1 0.3
Week 33 31 4.00 2.5 0.8 41 3.42 1.9 1.1 −0.7 −1.3 to −0.1 −0.3 0.02
Sleep diaries
SOL (min)
Baseline 49 58.0 48.8 51 51.0 41.7
Week 9 39 30.0 26.0 0.6 48 24.4 21.6 0.6 0.1 −12.3 to 12.6 <0.1 0.9
Week 33 30 28.6 31.2 0.6 40 27.1 21.9 0.6 4.7 −9.1 to 18.5 0.1 0.5
WASO (min)
Baseline 49 63.9 46.3 51 53.9 38.1
Week 9 39 32.2 31.2 0.7 48 27.0 28.1 0.7 −1.9 −17.1 to 12.3 <−0.1 0.8
Week 33 30 34.2 27.8 0.6 40 39.1 53.6 0.4 8.3 −8.5 to 25.2 0.2 0.3
EMA (min)
Baseline 49 63.2 66.9 51 44.1 33.5
Week 9 39 21.7 22.7 0.6 48 28.1 30.8 0.5 11.1 −4.7 to 26.9 0.2 0.2
Week 33 30 21.1 18.3 0.6 40 24.3 21.8 0.6 4.8 −12.9 to 22.4 <0.1 0.6
TST (hours)
Baseline 49 5.23 1.50 51 5.50 1.13
Week 9 39 5.56 1.59 0.2 48 5.85 1.20 0.3 0.04 −0.40 to 0.47 <0.1 0.9
Week 33 30 6.05 1.45 0.5 40 6.08 1.34 0.5 −0.03 −0.51 to 0.44 <−0.1 0.9
No. awak.
Baseline 49 2.42 1.58 51 2.56 1.83
Week 9 39 1.90 2.09 0.3 48 1.52 1.07 0.6 −0.47 −0.95 to 0.01 −0.3 0.06
Week 33 30 1.81 1.59 0.4 40 1.85 1.39 0.4 −0.16 −0.69 to 0.37 <−0.1 0.6
SE (%)
Baseline 49 63.8 17.1 51 69.0 12.5
Week 9 39 77.7 16.1 0.8 48 81.4 12.4 1.0 0.03 −5.06 to 5.13 <0.1 0.9
Week 33 30 79.9 14.3 0.9 40 80.3 15.6 0.9 −1.79 −7.42 to 3.83 −0.1 0.5
Sleep med
Baseline 48 3.5 4.20 51 3.9 4.34
Week 9 38 2.8 4.18 0.2 47 1.7 3.36 0.5 −1.3 −2.57 to 0.03 0.3 0.06
Week 33 31 3.7 4.53 <0.1 41 2.6 3.80 0.3 −1.5 −2.95 to −0.08 0.4 0.04

Means and SD are descriptive statistics. The difference estimates are results from the baseline-adjusted linear mixed models (positive values favors dCBT-I).
d, within-group effect size, Cohen’s d; d*, between-group effect size, Cohen’s d; ISI, Insomnia Severity Index; HADS, Hospital Anxiety and Depression Scale; CFS, 
Chalder Fatigue Scale; DBAS, Dysfunctional Beliefs About Sleep Scale—16 items; SOL, sleep onset latency; WASO, wake after sleep onset; EMA, early morning 
awakening; TST, total sleep time; No. awak., number of nocturnal awakenings; SE, sleep ef+ciency; Sleep med, number of nights with sleep medication.
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Importantly, although FtF CBT-I was superior on the primary 
outcome of insomnia severity, participants in the two groups did 
not signi+cantly differ on any of the sleep-wake variables as re-
corded in the self-report diaries, apart from fewer nights use of 
sleep medication in FtF CBT-I. In addition, no differences were 
found in the other secondary outcomes of psychological distress 
and fatigue. The lack of differences across the secondary vari-
ables is particularly intriguing. First, insomnia is not necessarily 
a condition of having too little sleep, but rather having SOL or 
WASO which causes daytime distress [2]. These are subtly dif-
ferent concepts and the ISI speci+cally taps into this by asking 
individuals to report how severe their problems are (e.g. with 
SOL and WASO), not the duration of SOL or WASO. Thus, it is 
possible to improve the insomnia severity beyond improving the 
sleep-wake variables.

Determining who might be a candidate for fully automated 
dCBT-I and who might need additional support may help improve 
its effectiveness and clinical utility [6]. We recently completed a 
large-scale trial of dCBT-I compared with a control intervention 
of Patient Education in a self-referred community-based sample 
in Norway [7]. In that trial, we utilized the same dCBT-I inter-
vention, and the same outcome measures (i.e. ISI, HADS, CFS, 
and sleep diaries), at the same time points, although the current 
trial also adds data at week 33. This allows some comparison of 
the two trials in these two populations. First, we note that about 
one-third of the participants in the current trial were either on 
sick leave or had permanent disability pension, compared with 
about 10% of the community-based sample, indicating that the 
current sample had lower general levels of functioning. At base-
line, the clinical sample also had notably higher levels of daytime 
fatigue, and higher levels of comorbidities and sleep medication 
use, while the levels of insomnia severity were similar. This in-
dicates that it may not be the insomnia severity itself, but the 
complexity of the clinical presentation which could inform clin-
icians about whether the patient may be a candidate for fully 
automated dCBT-I or FtF CBT-I, or who might bene+t from more 
personally tailored information. Future research should explore 
if targeted human support can increase success rates of fully 
automated dCBT-I in more complex cases. Developments have 
been made with adaptive strategies to prevent failure in guided 
digital CBT-I [38]. These may also be integrated into fully auto-
mated versions of dCBT-I where “red -ags” at various points in 
the course of dCBT-I may identify individuals who may bene+t 
additional techniques and strategies from the system or even 
some level of human support.

Although we found that the reduction in insomnia severity 
in the dCBT-I group was lower in this clinical sample (within-
group Cohen’s d  =  1.4) compared with the above-mentioned 
community sample (d = 2.3) [7], it is noteworthy that the ES for 
the impact of dCBT-I on insomnia severity was large in the cur-
rent sample, as was the within-group ES for fatigue and sleep 
diary variables (Cohen’s d > 0.8) whereas the ES on psychological 
distress was lower (Cohen’s d = 0.4). These within-group ES are 
similar to other trials of dCBT-I [8]. Given these observations, we 
would argue that the importance of the ES reported for dCBT-I 
in this RCT should not be underestimated as it exceeds that 
reported for many other medications or therapies [39] and in-
dicates that this fully automated dCBT-I intervention has im-
portant bene+ts in a clinical sample as well. Thus, future studies 
should aim to further investigate the effectiveness of dCBT-I in 
other clinical samples.

The content of CBT-I was similar in the two modalities and 
participants were exposed to the same major treatment compo-
nents. Our +ndings also show that patients in both groups had 
large reductions in dysfunctional beliefs about sleep during the 
intervention, with similar effect sizes as typically found in trials 
of CBT-I [40] and no difference between the two groups at week 
9, indicating that both interventions addressed core therapeutic 
components of CBT-I. However, at week 33, the FtF interven-
tion was superior to dCBT-I in reducing dysfunctional beliefs. 
Despite the similarities in therapy components, there were dif-
ferences in how the therapeutic content was delivered. This is 
important, as it ensured that each intervention is representative 
of the content and process of therapy delivery in real-world set-
tings. For instance, FtF is delivered by therapists who of course 
are allowed to personalize the CBT-I to meet the needs of an in-
dividual. This might involve changing the sequence of delivery 
or the emphasis placed on some interventions. Also, patients 
and therapists can collaboratively review progress toward the 
patients’ goals (regarding overcoming their sleep problems) and 
more options to tailor the CBT-I to the individual and/or greater 
-exibility in the number of sessions offered and/or overall dur-
ation of therapy. Obviously, whilst patients may bene+t from the
convenience of engaging with dCBT-I (-exibility in scheduling
self-appointments, etc.), the process is fully automated and
patients do not have the option of more subtle or individual-
ized delivery of the intervention. Related to this, if the patient
has a goal to taper sleep medication use, therapists can offer
an individualized plan whereas dCBT-I does not have a speci+c
module for this. Although it has previously been shown that use
of sleep medication is reduced after dCBT-I [7], it is possible that
the magnitude of the decrease is greater with FtF CBT-I; which
would explain (at least in part) the difference in the use of sleep
medication between FtF and dCBT-I. Similarly, the sleep restric-
tion intervention followed the same protocol in both modalities, 
but it was introduced slightly earlier in FtF CBT-I (in session
1) compared with “Core 2” in dCBT-I. Whilst it is unlikely that
this difference affected outcomes during the follow-up phase (at
week 33), it may explain larger immediate treatment effects in
the FtF group (at week 9). Overall, these subtle differences in the
delivery of each therapy program may have contributed to the
reported differences between dCBT-I and FtF CBT-I in reducing
insomnia severity despite no differences in sleep-wake vari-
ables from the sleep diaries. Moreover, the option to personalize
CBT-I more when using FtF therapy and the ability of therapists
to adapt the interventions to suit the needs of each case in a
-exible manner may be a contributing factor that helps to ex-
plain why more individuals completed the FtF condition.

Strengths of the current trial include the use of a non-
inferiority design with stringent criteria alongside a more 
rigorous methodology than some earlier publications on dCBT-I 
(e.g. we used a clinical screening interview, targeted clinical cases 
of DSM-5 insomnia disorder, and employed of objective tests to 
assess sleep apnea, such as oximetry), the recruitment of a clin-
ically representative sample of patients who reported a range of 
comorbidities that are typically associated with insomnia, use of 
established clinical professionals with long-standing experience 
in FtF CBT-I as the trial therapists and low levels of missing data. 
However, we acknowledge several limitations to this RCT.

For example, all the patients participated in an initial diag-
nostic interview that was undertaken by the CBT-I therapists. 
Although there was no possibility that the therapists could 
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in-uence the randomization procedure, it can be viewed as a 
weakness in the trial design (e.g. post-interview allocation to 
dCBT-I could seem less acceptable to a participant because they 
had prior contact with the FtF therapists). Importantly, the se-
lection of a 2-point non-inferiority margin was different from 
the 4-point non-inferiority margin on the ISI score used in other 
non-inferiority trials of CBT-I [13, 30], and the 1.67-point margin 
in ISI change used in a recent non-inferiority trial comparing dif-
ferent modalities of CBT-I delivery [41]. Thus, there is currently no 
agreed-upon margin of non-inferiority in the literature. We based 
our argument for this 2-point difference on an a priori assump-
tion about what we would consider a clinically relevant differ-
ence (i.e. Cohen’s d = 0.5). This difference is also congruent with a 
meta-analysis by Norman et al. who concluded that d = 0.5 seems 
to be a universal threshold for determining the minimally im-
portant difference for health-related quality of life [42]. However, 
neither a 4-point non-inferiority margin nor a 1.67-point margin, 
would not have changed the conclusions from the current trial 
as the 95% CI of the estimated mean difference on the ISI was 
−4.8 to −0.8 at follow-up. Because the 95% CI includes the margin
of non-inferiority we cannot conclude about non-inferiority. 
Still, the 95% CI is wholly outside 0, we can conclude that FtF
CBT-I is superior to dCBT-I. We did not +nd differences for any of
the secondary outcomes, apart from sleep medication use and
long-term dysfunctional beliefs. This could be because the trial
was not powered to detect small differences in the secondary
outcomes. The lack of a third arm with a control group prohibits
strong conclusions about the effects of each of the interventions, 
but there was a signi+cant reduction in scores on all measures
from baseline to follow-up for both interventions, and previous
research has demonstrated that both FtF CBT-I and dCBT-I is ef-
fective compared to control conditions [34]. The description of
comorbid mental disorders was based on a self-report of symp-
toms using the PDSQ. The assessment does not consider any
accompanying functional impairment nor does it include any
clinical evaluations of social factors, the patient history, and cur-
rent presentation. As such, the PDSQ +ndings are likely to be an
over-estimate of the number of patients with mental disorders, 
and the conditions reported do not necessarily meet speci+c
diagnostic criteria for the identi+ed problem [23]. Some evidence
to support this hypothesis can be derived from data collected
regarding substance use disorders which were evaluated using
the PDSQ at baseline but also by clinical interview (at the intake
assessment). This discrepancy between clinician evaluation and
self-reported substance use could be a result of the PDSQ not as-
sessing functional impairment due to substance misuse, but also
those patients did not fully disclose their substance use during
the interview. Other objective measures (such as blood tests, etc.)
were not available to this study, so currently, we cannot deter-
mine which explanation is most plausible. Moreover, the baseline
self-reported data on the PDSQ was unavailable to the therapists
performing the diagnostic assessment. The dCBT-I participants
had access to the intervention for 6 months and we do not know
the actual time the patients spent on each module in the dCBT-I
condition. It is possible that the continued improvement seen
in the dCBT-I group between weeks 9 and 33, is caused by the
patients continuing to use dCBT-I in this period. We also do not
have data on how many patients in the dCBT-I who wanted to
discontinue hypnotic medication and went on to discuss this
with their primary care physician after being presented with this
information during dCBT-I.

Conclusion
At the primary endpoint at week 33, in a direct comparison of 
differences between dCBT-I and individual FtF CBT-I in a clinical 
sample, the result is inconclusive regarding the possible inferiority 
or non-inferiority of dCBT-I over FtF CBT-I, but dCBT-I performed 
signi+cantly worse than FtF CBT-I. At week 9, dCBT-I was inferior 
to FtF CBT-I as the 95% CI was fully outside the non-inferiority 
margin. However, it is noteworthy that both groups demonstrated 
a statistically signi+cant and clinically meaningful reduction in in-
somnia severity. Furthermore, the two modalities of CBT-I did not 
differ in regard to outcomes related to sleep-wake variables, psy-
chological distress, or fatigue, but dCBT-I performed signi+cantly 
worse than FtF CBT-I in reducing sleep medication and long-term 
levels of dysfunctional beliefs. Our +ndings suggest that most, but 
not all, patients referred to secondary care clinical services for an 
insomnia disorder will accept a trial of dCBT-I and the majority of 
those who commence the intervention will complete the inter-
vention. However, as the bene+ts of dCBT-I are attenuated com-
pared with FtF CBT-I, we suggest that further research may be 
useful to shed light on how to optimize the delivery of dCBT-I and 
the selection of recipients most likely to bene+t.
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