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Abstract. Automatic text-based sentiment analysis and emotion detec-
tion on social media platforms has gained tremendous popularity recently
due to its widespread application reach, despite the unavailability of a
massive amount of labeled datasets. With social media platforms in the
limelight in recent years, it’s easier for people to express their opinions
and reach a larger target audience via Twitter and Facebook. Large tweet
postings provide researchers with much data to train deep learning mod-
els for analysis and predictions for various applications. However, deep
learning-based supervised learning is data-hungry and relies heavily on
abundant labeled data, which remains a challenge. To address this is-
sue, we have created a large-scale labeled emotion dataset of 1.83 million
tweets by harnessing emotion-indicative emojis available in tweets. We
conducted a set of experiments on our distant-supervised labeled dataset
using conventional machine learning and deep learning models for esti-
mating sentiment polarity and multi-class emotion detection. Our exper-
imental results revealed that deep neural networks such as BiLSTM and
CNN-BiLSTM outperform other models in both sentiment polarity and
multi-class emotion classification tasks achieving an F1 score of 62.21%
and 39.46%, respectively, an average performance improvement of nearly
2-3 percentage points on the baseline results.

Keywords: Sentiment polarity - Emotion detection - Distant supervi-
sion - Emoji - Deep learning - Twitter - Classification.

1 Introduction

Nowadays, microblogging and social networks are highly influential in a wide
range of settings, from daily communication, sharing ideas, opinions, emotions
and reactions with others, shopping behavior, political issues, and reacting to
crises, just to name a few [1]. Over the past few years, researchers have shown
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a growing interest in text-based emotion detection on online social networks,
notably Twitter and Facebook. The huge amount of text generated by Twitter
users is a rich source to obtain people’s emotions, which are an integral part of
human life and have a strong influence on people’s behaviors and actions [2].

Emotion detection from text is a sub-field of sentiment analysis that aims to
extract and analyse emotions that can be explicit or implicit in the sentence [3].
While sentiment analysis is concerned with classifying sentiments as positive,
negative, or neutral, emotion detection on the other hand deals with extracting
fine-grained emotions such as anger, disgust, fear, joy, sadness, and surprise.

There are various learning approaches used to detect emotions in text, in-
cluding the lexicon-based approach [4], the rule-based approach [5], the machine
learning-based approach [6-9], and the deep learning-based approach [10-14].

Machine learning and deep learning models are widely employed to build
sentiment analysis and emotion recognition systems [14-16]|. More recently, deep
neural networks such as CNN and RNN (including its variants LSTM and GRU)
have gained popularity due to the state-of-the-art performance obtained on vari-
ous natural language processing (NLP) tasks [17]. Supervised learning is the most
widely used approach in machine learning, including deep and shallow learn-
ing [18]. However, training supervised learning models require a large amount
of human-labeled data, which is not the case for several real-world applications,
and text emotion detection is no exception [7].

To address this issue, we have collected a large-scale emotion dataset of
tweets from Twitter. Inspired by the research study conducted in [19], emotion-
indicative emojis are used for automatic labeling of the dataset. Then, several
supervised conventional machine learning algorithms and deep learning models
are tested on the newly collected dataset to establish the baseline results and
examine an approach on sentiment polarity and emotion detection that better
suits the dataset in order to improve the performance of the classifier models.

The core contributions of this work are:

— Collecting and curating a real-world large-scale dataset of tweets that are
automatically labelled with categorical emotions based on Ekman’s model
[20] employing distant supervision using emotion indicative emojis.

— New knowledge with regard to performance comparison of supervised con-
ventional machine learning algorithms and deep neural networks for senti-
ment polarity classification and emotion detection on our created dataset.

The rest of the paper is organized as follows: Section 2 presents related work
on emotion analysis and approaches used for dataset creation. Section 3 presents
the research method followed by an overview of the experimental settings pro-
vided in Section 4. Section 5 presents the results and analysis, while conclusions
and directions for future work are given in Section 6.

2 Related Work

During the past decade, several studies have been conducted with regard to
the sentiment analysis tasks in Twitter posts. Most of these studies can gen-
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erally be grouped into two main research directions based on their core con-
tributions: i) data curation/labeling techniques for sentiment analysis tasks, ii)
polarity /emotion classification. The first group entails studies concerning data
collection and (semi)automatic labeling techniques. For instance, the research
work conducted in [21], introduced for the first time distant supervision labels
(emoticons) for classifying the sentiment polarity of tweets. The study presents
one of the most widely used Twitter sentiment datasets for sentiment analysis
tasks known as Sentiment140. Another similar study which uses distant supervi-
sion strategy for automatic labeling is presented in [22]. In particular, hashtags
and text emoticons for sentiment annotation are applied in both studies to gen-
erate labels. A similar study that applies emojis as distantly supervised labels
to detect Plutchik’s emotions is conducted in [23].

There is another strand of research which focuses on creating datasets for
emotion detection task. For example, the research study in [6] presents Twit-
ter Emotion Corpus annotated using distant supervision with emotion-specific
hashtags for emotion annotation. An extended dataset called Tweet Emotion
Intensity dataset is presented later in [8] where the authors created the first
dataset of tweets annotated for anger, fear, joy, and sadness intensities using
best—worst scaling technique. The researchers in [24] present the first emoji sen-
timent lexicon, known as the Emoji Sentiment Ranking as well as a sentiment
map that consists of 751 most frequently used emojis. The sentiment of the emo-
jis is computed from the sentiment of the tweets in which they occur. A similar
work is conducted in [19] where a large-scale dataset of tweets in Urdu language
for sentiment and emotion analysis is presented. The dataset is automatically
annotated with distant supervision using emojis. A list of 751 most frequently
used emojis are applied for annotation.

The second group of research works focuses on polarity and emotion classifi-
cation using conventional machine learning algorithms and deep neural networks.
Such a study is conducted in [12], where the authors proposed a classification
approach for emotion detection from text using deep neural networks including
Bi-LSTM, and CNN, with self-attention and three pre-trained word-embeddings
for words encoding. Another similar example where LSTM models are used for
estimating the sentiment polarity and emotions from Covid-19 related tweets is
proposed in [14] and in [25]. The later study also introduced a new approach em-
ploying emoticons as a unique and novel way to validate deep learning models on
tweets extracted from Twitter. Another study focusing on emotion recognition
using both emoticon and text with LSTM is conducted in [13].

3 Design and Research Methodology

This study uses a quantitative research approach composed of five major phases.
The first phase entails the collection of emoji tweets on Twitter, belonging to
the time period from 01 January until 31 December 2021. To be able to col-
lect enough tweets to meet our needs, we selected 41 emojis indicative of the
emotion used in [19] and collected tweets that contained at least one of the
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selected emojis, and only those tweets that were tagged by Twitter as English
(retweets excluded). In the second phase of the study, a text pre-processing
is performed to remove extra attributes related to tweets (author id, date of
creation, language, source, etc.), duplicate tweets, extract emojis from tweets,
remove hashtags/mentions, URLs, emails, phone number, non-ASCII characters
and tweets with length less or equal to five characters. Additionally, all tweets
were converted to lowercase. In the third phase, automatic labeling of collected
tweets is carried out through distant supervision using emotion-indicative emo-
jis. Consequently, all emoji tweets are properly classified into one of Ekman’s six
basic categorical emotions, including anger, disgust, fear, joy, sadness, sadness,
or surprise. In the fourth phase, a representation model to prepare and transform
the tweets to an appropriate numerical format to be fed into the emotion classi-
fiers is performed. A bag of word representation model with its implementation,
term frequency inverse document frequency (tf — idf) is employed.

The final phase of the study involves the sentiment analyser (binary classifi-
cation) and the emotion analyser for the multi-class classification of tweets along
the six basic categorical emotions, namely anger, disgust, fear, joy, sadness, or
surprise. The analyser involves several classifiers including conventional machine
learning algorithms and deep neural networks for emotion detection. A high-level
pipeline of the proposed sentiment and emotion analyser depicting all the five
phases elaborated above is illustrated in Figure 1.
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Fig. 1. High-level pipeline of the proposed solution.

4 Experimental Settings

This section briefly describes the dataset (emoji tweets) as well as the classifier
models used to perform the sentiment and emotion classification task.
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4.1 Dataset

The dataset consists of 1,832,279 tweets posted between January 1 and Decem-
ber 31, 2021, with the same distribution of tweets every day. The whole data
collection process was conducted through Twitter API v2 for academic research
product track using Python 3. The dataset is balanced for sentiment (51% for
positive and 49% for negative), but is imbalanced for emotion, and its statistics
are given in Table 1.

Table 1. Dataset statistics

Sentiment Polarity | # of instances % Emotion | # of instances %
. Joy 547,047 30
Positive 934,435 51 Surprise 337,388 51
Sadness 298,742 16

. Disgust 207,838 11
Negative 897,844 49 Anger 207 514 1
Fear 183,750 10
Total 1,832,279 | 100 Total 1,832,279 | 100

4.2 Conventional Machine Learning Models

The conventional machine learning models employed in this study for sentiment
and emotion classification include Naive Bayes (NB), Logistic Regression (LR),
Support Vector Machine (SVM), Decision Tree (DT), and AdaBoost, as they are
known for their good performance [26] and efficiency even for handling millions
of tweets [27]. All the algorithms are trained in scikit-learn library in Jupyter
Notebook in Anaconda, with default values for all parameters for all classifiers.

4.3 Deep Neural Networks

We selected DNN, BiLSTM, CNN (Conv-1D), GRU and CNN-BiLSTM com-
bined, as these models are well known for their state-of-the-art performance in
almost all NLP tasks, including sentiment and emotion analysis [12,17,28,29]. All
these models are trained and tested in google colab using Keras Python library
for deep learning using the TensorFlow backend. Table 2 presents various deep
neural networks along with their model configurations as well as their accuracy
obtained on the test set (on 10% test data) for each of the models.

5 Results and Analysis

We conducted a set of experiments to investigate the performance of both con-
ventional machine learning and deep learning models on the classification of
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Table 2. Configuration of the model and accuracy of the deep learning models tested.

Sentiment | Emotion

Classifier Model Configuration / Parameters Polarity | Detection

Embedding Layer with 100 Dimension,
GlobalMaxPooling1D,

Layers with 128, 64, 32 with ReL.U,

(Dense 2 with Sigmoid)/Dense 6 with Softmax.

DNN 61.61% 38.40%

Embedding Layer with 100 Dimension,
Layers with 64, 32 with ReLU,

CNN (1D) GlobalMaxPoolinglD, 60.29% 38.20%
Dense 32 with ReL.U,

(Dense 2 with Sigmoid)/Dense 6 with Softmax.

Embedding Layer with 100 Dimension,
BiLSTM Layers with 32, 32 with ReLU,

BILSTM GlobalMaxPooling1D, Dense 10 with ReL.U, 62.06% 39.69%
(Dense 2 with Sigmoid)/Dense 6 with Softmax.
Embedding Layer with 100 Dimension,

GRU GRU Layers with 32, 32 with ReLLU, 62.11% 39.38%

GlobalMaxPooling1D, Dense 10 with ReLU,
(Dense 2 with Sigmoid)/Dense 6 with Softmax.

Embedding Layer 100, SpatialDropout1D(0.3),
Conv1D with 32 with ReLU,

CNN-BIiLSTM | BiLSTM with 32 with ReL.U, 62.20% 39.27%
Flatten layer, Dense 64 with ReLU,

(Dense 2 with Sigmoid)/Dense 6 with Softmax.

sentiment polarity and emotions task. The following parameter settings are used
to conduct experiments. Dataset is divided in two sets: training and test sets,
with 10% samples used for testing the model. Model training was set to 50 epochs
and the 'FarlyStopping’ criteria with its arguments: monitor="val loss" and
patience = 3, is used to stop classifiers. The batch size of 2048 gave us the best
result.

The findings, illustrated in Figure 2 and Figure 3, show that the best per-
formance with regard to F1 score is achieved by deep learning models on both
sentiment polarity and emotion classification tasks.

Class-wise performance with respect to F1 score for the task of sentiment
polarity classification is shown in Figure 2. For the sake of space, we present
results obtained from only two best performing models, including one from con-
ventional machine learning (Logistic Regression) and one from deep learning
(CNN-BiLSTM). The results show that CNN-BiLSTM generally outperforms
the Logistic Regression model in sentiment polarity classification achieving an
F1 score of 62.21%. It is interesting to note that BiLSTM slightly performs bet-
ter than Logistic Regression, achieving an F1 score of 59.85% for the negative
class and 64.28% for the positive class. This slight improvement is accounted to
the network architecture and it might be higher if more complex architectures
would have been used to train the BiLSTM.
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Fig. 2. Performance of Logistic Regression and CNN-BiLSTM for sentiment polarity

Next, we examined the class-wise performance of classifiers on the task of
emotion classification. The obtained results from two best performing models,
one from conventional machine learning (SVM) and one from deep learning (BiL-
STM) are illustrated in Figure 3. The result show that BILSTM generally outper-
forms the SVM (LinearSVC) model in multi-class emotion classification achiev-
ing an F1 score of 39.46%. It is worth pointing out that a better performance is
achieved by BiLSTM at all classes of emotions.
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Fig. 3. Performance of LinearSVC and BiLSTM for emotion detection

Sentiment assessment. The next round of experiments is conducted to investi-
gate the performance of various classifiers on the task of sentiment polarity clas-
sification. The results summarized in Table 3 show that a better performance is
achieved by deep learning classifiers. In particular, the combined CNN-BiLLSTM
architecture slightly outperforms the other deep learning models achieving an
F1 score of 62.21%.
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Table 3. Performance of ML and DL models for sentiment polarity assessment

Classifier Precision | Recall F1 score | Accuracy
Naive Bayes 61.34% 61.33% | 61.33% 61.33%
Logistic Regression | 61.49% 61.48% | 61.48% 61.48%
SVM 61.42% 61.42% | 61.42% 61.42%
Decision Tree 64.11% 51.63% | 57.20% 51.63%
AdaBoost 57.10% 55.42% | 56.25% 55.42%
DNN 61.60% 61.61% | 61.60% 61.61%
CNN 60.39% 60.29% | 60.31% 60.29%
BiLSTM 62.09% 62.06% | 62.07% 62.06%
GRU 62.13% 62.11% | 62.12% 62.11%
CNN-BIiLSTM 62.22% 62.20% | 62.21% 62.20%

Emotion Recognition. Once the sentiment polarity has been assessed, in the
second step, we identify emotions in tweets. In order to extract tweet emotions,
we run the same experiments conducted for sentiment polarity assessment, ex-
cept for the number of classes which here is different, 6 classes. The performance
of five conventional machine learning and five deep learning models was tested
for the multi-class emotion classification task. Table 4 shows precision, recall, F1
score, and accuracy obtained from these classifiers in our dataset. The empirical
findings reveal that deep learning models perform slightly better than conven-
tional machine learning ones. More precisely, the BiLSTM architecture slightly
outperforms the other deep learning models achieving an F1 score of 39.46%,
compared to the best performing conventional machine learning algorithm (NB)
which achieved an F1 score of 38.06% on the same task.

Table 4. Performance of conventional ML and DL models for emotion detection

Classifier Precision | Recall | F1 score | Accuracy
Naive Bayes 38.84% 37.32% | 38.06% 37.32%
Logistic Regression 37.81% 37.93% | 37.87% 37.93%
SVM 37.16% 37.97% | 37.56% 37.97%
Decision Tree 26.00% 30.48% | 28.06% 30.48%
AdaBoost 34.52% 32.07% | 33.25% 32.07%
DNN 37.43% 38.40% | 37.91% 38.40%
CNN 37.26% 38.20% 37.72% 38.20%
BiLSTM 39.23% 39.69% | 39.46% 39.69%
GRU 38.52% 39.38% | 38.95% 39.38%
CNN-BiLSTM 38.85% 39.27% 39.06% 39.27%

6 Conclusion and Future Work

This article presented and evaluated the use of emotion-indicative emojis to au-
tomatically label a large corpus of tweets with basic categorical emotions they
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express using Ekman’s model. Supervised conventional machine learning and
deep learning models are used for both sentiment polarity and detection of emo-
tions from users’ tweets on the created dataset. The experimental results showed
that the BiLSTM and the combined CNN-BIiLSTM architecture outperform the
other models with a slight difference in accuracy and F1 score. The findings
demonstrate that there is a moderate correlation between emojis and emotion
annotations in tweets. As future work, we will focus more on further increasing
the size of the dataset as the deep neural networks benefit from the presence of
a huge amount of samples. We will also focus on addressing the class imbalance
in the dataset and experiment with filter options to further clean the dataset
from problematic instances/tweets. Additionally, experimenting with larger deep
learning architectures, pre-trained word embedding models, and attention mech-
anism, is interesting to be further investigated in the future.
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