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Abstract

Online grooming detection has become a critical research topic in the era of ex-
tensive data analysis. It is essential to protect vulnerable users, particularly adoles-
cents, against sexual predation on online platforms and media. However, many
factors challenge online grooming detection, which leads to a high-risk problem
for youth. The primary goal of this research work is to provide techniques that
increase children’s security on online chat platforms. To this extent, many experi-
ments have been conducted to create models fulfilling our research goal. As such,
this thesis contains a comprehensive survey of child exploitation in chat logs that
provides the readers with a deep knowledge of the problem, possible research gaps,
and proposed solutions. In this research, we split the online grooming detection
problem into several subproblems, including author profiling, predatory conversa-
tion detection, predatory identification, and data limitations issues.

The leading theory behind the author profiling in this problem comes from the
fact that online predators provide fake identities to tarp their young victims. At
the same time, children’s characteristics differ from the ones who imitate a minor,
which leads us to detect the gender of users in this research. In this thesis, we
propose a gender detection model that can recognize the gender of authors based
on their keystroke dynamics features. This research also provides a fake identity
detection technique with a high performance that detects users who are dishonest
about their identity.

Providing an automatic predatory conversation detection system facilitates law en-
forcement authorities to act on time before any tragedy occurs. Therefore, we
have examined and proposed several predatory conversation detection and pred-
atory identification techniques focusing on finding the best feature vectors and
embeddings that lead to the best performance in online grooming detection.

This thesis also aims to gain deep knowledge about predatory behaviour with se-
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mantic analysis. We might lose some semantic information by applying conven-
tional embeddings such as Word2vec or GloVe feature vectors since they provide
a single word embedding for a term in different contexts. At the same time, hu-
mans show their motivations in phrases or sentences rather than single terms. So,
we provide an online grooming detection model based on extracting embeddings
from sentences rather than single words. We apply contextual model based such
as Bert-based and RoBerta-based systems for each sentence.

Several constraints, such as privacy and security issues, availability, and the im-
balanced nature of the datasets, challenge online grooming datasets. The number
of predatory chat logs is considerably lower than the other online conversations,
leading to a highly imbalanced data problem. It is challenging to build a machine
learning model based on imbalanced datasets, which motivates us to provide a
model to handle this issue. This research proposes a model that uses a hybrid
sampling and class re-distribution to gain augmented data for coping with highly
imbalanced datasets. We also improve the diversity of classifiers and feature vec-
tors by perturbing the data along with the augmentation in an iterative manner.

Finally, we conclude our research by discussing potential research gaps and open
problems and proposing possible solutions for them to give deep insights to the
readers of future work based on the work of this thesis.
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Chapter 1

Introduction

The internet has changed children’s lives through new digital technologies. They
can access diverse sources of information on different online platforms, such as
online gaming and social media, along with the chance of online communication
and new friendships. At the same time, children can easily be exposed to inappro-
priate, or potentially harmful content, such as being manipulated for sexual abuse
[3, 4]. New friendships and romantic relationships using the internet as a medium
is inevitable for most adolescents. This phenomenon causes much harm, including
unwanted sexual relationships, minor exploitation and abuse, and online grooming.
Online media has been used for exchanging child pornography, finding potential
victims, engaging in a dangerous relationships, and normalizing certain destruct-
ive behaviours to lower the child’s inhibition. In recent years, many cases have
been reported on misuse of online media for sexual abuse of children [5, 6]. Many
research works in digital forensics have tried to detect sexual abuse on minors oc-
curring online [4, 7, 8, 9, 10, 11]. Significant amount of works have focused on
tracking and detecting distribution methods for images and videos [7, 8, 9]. Few
other works have focused on policy and legal dimensions [4, 7, 10, 11].

Some sexual predators might only go through available online child pornography,
while others prefer to get in touch with a minor in real life gradually starting with
messages [1]. Even if a victim has no physical contact, the damage of such an act
can impact a child’s life tremendously. In this thesis, we mainly focus on cases
where child predators use different applications such as chat rooms and social net-
work applications (e.g., Twitter, Facebook, and Instagram) with the help of text
messages to engage in a relationship with minors. To succeed in convincing a
minor to provide sexual favors, a predator typically grooms a victim. Thus, it is
not only important to detect the predatory activity, but also to detect the grooming
process at an early stage to mitigate any subsequent harm. In some cases, such

3
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as public chats, these types of risks can be mitigated by employing a moderator,
while in private communications, using a moderator is not possible and makes the
problem challenging [1]. It is not only a complex problem to monitor a private
peer-to-peer conversation with respect to privacy issues but also needs tedious ef-
forts considering the enormous scale of this type of communication in a large peer-
to-peer social media interaction [12]. Therefore, we mainly focus on peer-to-peer
chat conversations to detect the sexual abuse of minors on online platforms in an
automated manner. Our primary goal is, therefore, to analyze a scenario where a
predator (i.e., a malicious actor intending to get sexual favors from minors) targets
a victim using text messaging as the primary mode.

1.1 Motivation and Problem Statement
Internet-based child predation has become a focus of online grooming research
and legislation. One can consider online grooming as a procedure of gaining, per-
suading, and engaging a minor age user in sexual activity, where the internet is
used as a medium for conversation. Some reports show that many underage users
have been the target of online grooming behaviour [5, 6]. A report by the National
Center for Missing and Exploited Children1 showed more than 16 million child
abuse cases in 2019. A retrospective report in the United States noted that around
65 percent of users who chatted with an unknown adult as a minor had experienced
some sexual solicitation [5]. 23% of the minors had an online conversation with
a stranger adult that followed a grooming pattern. Among the ones who had long
online relationships with predators, less than half (38%) met the predators in per-
son. At the same time, many of those encountered in reality reported physical and
sexual abuse [5]. In 2019, the technology companies reported to the US National
Center for Missing and Exploited Children (NCMEC) over 45 million photographs
and videos of sexually abused children, and the New York Times claimed that this
number doubled in only one year [6].

In 2021, a report by the Internet Organised Crime Threat Assessment (IOCTA)2

showed that online grooming activities on online platforms have increased drastic-
ally. One should also consider that the new encrypted messaging platforms can
ease the distribution of child sexual abuse material (CSAM) materials between
predators, where self-generated material is one of the primary threats against ad-
olescents. Also in 2021, a report by End Child Prostitution and Trafficking (ECPAT)3

showed that the COVID-19 pandemic has led to a higher demand for digital lives,
increasing the chance of children being targeted by online offenders. The increas-

1https://www.missingkids.org/home
2https://www.europol.europa.eu/publications-events/

main-reports/iocta-report
3https://ecpat.org/

https://www.missingkids.org/home
https://www.europol.europa.eu/publications-events/main-reports/iocta-report
https://www.europol.europa.eu/publications-events/main-reports/iocta-report
https://ecpat.org/
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ing number of these reports leads to a concern that requires attention.

One of the significant detriments of online media platforms is the possibility of
hiding real identities by users. Knowing online users’ demographic attributes
has become a vast field of research that early research works call author profiling
[13]. There are various reasons of interest for author profiling, such as marketing,
forensics, or security [14]. Also, many molesters provide fake identities to trap
their young victims and build a relationship with them for further abuse [14]. The
hypothesis behind author profiling is that adults who impersonate minors to trap
victims may have a set of different characteristics compared to actual minors. For
example, they may use different linguistic patterns when they share information
in online conversations compared to children. So, addressing the grooming detec-
tion problem from the author’s profiling perspective allows for identifying possible
impersonators among social media users for early detection of child grooming,
preventing further peril.

Early research papers considered online interaction between a predator and the vic-
tim as cyber grooming [15, 16, 17]. The grooming procedure by the predator is not
always under a fake identity. Instead, many predators use their actual age or iden-
tity but inform their victims that their relationship is unsuitable for lowering future
punishment in case of detection [1]. We consider online grooming detection as a
multi-faced aspect that can be automated in different manners. Besides looking
into the demographic attributes of the users, we can also focus on the conversation
to analyze a grooming pattern. The main idea behind predatory conversation de-
tection is that predatory conversations have a different pattern from non-predatory
ones. Also, finding potential predators who send suspicious messages can facil-
itate grooming detection in the early stages. Machine learning models can detect
these differences, find suspicious chat logs, and identify predators.

The primary motivation of this thesis is to detect cyber grooming by machine learn-
ing models. Considering the threat posed by online predators, developing reli-
able grooming detection techniques are essential. Therefore, the main goal of this
doctoral work is to develop reliable and automated models that increase minors’
security on online platforms. It should also be mentioned that detecting online
activities in front of a camera or live stream that produce self-generated CSAM
materials requires video and image processing which is out of the scope of this
thesis. Therefore, we limited the thesis’s scope to text-based approaches.

1.2 Ethical-Legal Issues
From the ethical-legal perspective, applying the term "predator" can be challen-
ging and objectional. The term "predator" can offend one’s dignity and the pre-
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sumption of innocence, while it is not yet proven if the person is an actual child
molester. This thesis uses the term "predator" since it is the official word for online
grooming detection in computer science research areas. However, in the case of
other research areas or contexts, it may be advisable to use the term "presumed
predator" or "potential predator" to avoid ethical-legal complications.

1.3 Research Objectives
Given the above motivation, the objectives of this research work are to:

• Understand the state-of-the-art by performing a comprehensive survey of
child grooming and identify the challenges in detecting child exploitation
for sexual favors in the literature.

• Investigate if the authorship profiling techniques can help in grooming de-
tection. One of our objectives is also to understand the role of age and gender
on the behavioural patterns of online users.

• Develop novel techniques for predatory detection, especially for predatory
conversation detection and predatory identification in two-users chat logs.
We aim to benchmark predatory conversation detection techniques and ana-
lyze different feature extraction approaches to gain better detection accuracy
in predatory conversation detection.

• Gain a deeper understanding of predatory patterns through semantic ana-
lysis. We aim to investigate different approaches to understand the semantics
of sentences rather than term entities, as phrases and sentences can reflect
human behaviour.

• Develop approaches in a data-imbalance setting as the data for grooming
detection is not publicly available due to privacy issues and regulations. The
fraction of grooming messages is marginally small compared to all online
conversations. One of our primary purposes in this research is to create an
approach that can provide good performance despite an imbalanced dataset
in grooming detection.

1.4 Research Questions
The following research questions are formulated to be addressed in this thesis for
online grooming detection purposes:
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1.4.1 Research Question 1 (RQ1): Author Profiling

Anonymity in online platforms can challenge user authentications for security pur-
poses. Online predators might fake their age and gender to attract their minor vic-
tims. One of the main steps for avoiding any risks of threatening minor victims
is finding risky cyber grooming situations by detecting potential predators who lie
about their demographic attributes. The adolescents might believe that the pred-
ator has the same age as their own, seeing his deceptive behaviour and leads to
harmful acts by the adult predator [18]. So, the first questions are:

1. Can we detect the users who fake their identities on online chat platforms?

(a) How can we authenticate users’ profiles correctly based on Keystroke
Dynamics (KD)?

(b) Can KD information discover if a user tries to mimic the behaviour of
the other gender or another age group?

2. Can we determine the demographic characteristics of users based on their
behaviour in a chat room?

(a) Can the typing pattern reveal the author’s age group and gender?
(b) What kind of features (stylometry-based/typing rhythm-based (KD)/ensemble)

can detect the age and gender of a user in chat logs?

1.4.2 Research Question 2 (RQ2): Predatory Conversation Detection

Automatic predatory conversation detection in an enormous amount of chat data
helps law enforcement authorities with early detection. However, it is a complex
problem to detect grooming before physical abuse since predators have different
tactics concerning their personalities and fear of being detected. It has been shown
that ordinary people like parents or school teachers cannot detect grooming beha-
viour since the predatory conversation might not include any topic that indicates
inappropriate relationship or sexual abuse [19]. The reasons above have motivated
this research to focus on predatory conversation detection, where online grooming
messages can be distinguished from ordinary ones.

1. Can we detect a predatory conversation from an ordinary chatlog?

(a) What is the best technique to detect predatory conversation reliably?
(b) Does preprocessing the chatlogs result in performance gain for pred-

atory conversation detection? How much preprocessing must be per-
formed in mining chat room conversations to detect online grooming?
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(c) Which features are more discriminative for detecting the grooming
chat lines and predatory conversations?

1.4.3 Research Question 3 (RQ3): Predatory Identification

It is essential to identify the predators in a chat room for forensics. Following the
same motivation, in this research, we have tried to identify the suspicious users in
chat logs, and the main question is:

1. Can we identify predators from the normal users in chat conversations?

(a) What text features give the best performance in detecting predators?

1.4.4 Research Question 4 (RQ4): Data Constraints

Several data constraints, such as availability, privacy issues, non-standard struc-
ture, and the unreliability of online data, challenge grooming detection. In this
thesis, we have mainly focused on two limitations of datasets in grooming de-
tection problems: imbalanced data problems and transferability of detection ap-
proaches in cross-domain settings.

Imbalanced Data Issue: The number of grooming messages publicly available
is approximately only 0.25% of all messages on online media [20]. The small
proportion of predatory v/s non-predatory conversations leads to imbalanced data
problems where machine learning techniques can give unreliable results. Applying
a balanced dataset for training a machine learning model is critical, particularly
in cases where the result will be used in a real-life scenario, such as a court-of-
law that can permanently impact a person’s life. We, therefore, investigate data
imbalance by answering the following questions.

1. Can we create a predatory detection model that deals with heavy imbalanced
data to arrive at reliable decisions?

(a) Is it possible to re-distribute the grooming data, so it becomes bal-
anced?

(b) What kind of re-sampling can produce a promising performance for
grooming conversation detection?

Transferability of Detection Approaches in Cross-Domain Settings: Different
domains have different context-specific expressions and terms that have different
meanings for the new domain’s context. Predatory conversations do not follow
the same pattern as natural language. Depending on the predator’s personality
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and the chat’s condition, the language theme in grooming messages vary. Child
molesters do not explicitly show their intentions, making detecting a grooming
conversation complicated. A deep understanding of predatory behaviour utilizing
semantic analysis can reveal the motives behind a conversation. We, therefore,
pose the main question to investigate the transferability of detection approaches as
below.

1. Can a predatory detection technique be developed by semantic analysis trans-
ferability in cross-domain settings and result in reliable decisions?

(a) What type of semantic analysis can be used in cyber grooming detec-
tion?

(b) Which features can distinguish predatory behaviour in different se-
mantic contexts?

1.5 Research Methodology
The research methodology is given below to achieve the research goals based on
the earlier-mentioned research questions. The thesis uses extensive empirical re-
search where the methodology involves creating necessary datasets to answer the
questions formulated. We start by conducting a comprehensive survey of the state-
of-the-art and then develop approaches for different sub-problems.

• State-of-the-art Survey: A survey for an overall view of the problem
A comprehensive survey of child exploitation in chat logs is performed. To
give a better overview of the problem, we divided the online grooming de-
tection problem into sub-topics with a detailed review. The survey presents a
detailed analysis of earlier works for each sub-problem and compares them
to show their strength and weaknesses. Also, the data and feature vectors
for grooming detection are explained, along with their constraints and limit-
ations. It also discusses future research directions with open research ques-
tions.

• New Dataset: Keystroke Dynamics datasets
There is a lack of diverse data for authorship profiling by keystroke dynam-
ics to detect users’ attributes such as age and gender. For gender detection
by keystroke dynamics information, we collected data where all participants
chatted remotely via Skype and could freely choose the topic of the conver-
sations as it happens in a real-life scenario. As mentioned above, one of the
main concerns in chat room security is ensuring that the person behind an
online profile is the one he/she claims to be. As such, we conducted another



10 Introduction

data collection that we could use for fake identity detection. In data col-
lection for liar detection, participants chatted in two scenarios: with a real
identity and the fake identity.

– Gender Detection: based on Keystroke Dynamics features
It is vital to warn a person that the gender of a chat partner profile is
fake. For instance, when a male subject impersonates a female to get
close for further abuse, it is critical to warn as soon as possible before
any harm occurs. Following this motivation, we proposed a model
that can detect chatters’ gender by applying keystroke dynamics and
stylometry feature sets.

– Fake Profile Detection: based on Keystroke Dynamics features
As mentioned earlier, we conducted a data collection where participants
could use a fake identity to chat with others. We analyzed this data,
mainly the keystroke dynamics information, to reveal dishonest ones
about their online identity.

• Predatory Conversation Detection Approaches
From the forensics point of view, it is essential to have an automated sys-
tem that separates the suspicious chat logs from the non-predatory ones.
It will decrease the time consumed by police to analyze the related con-
versations for conducting an action on time before any harm happens. So,
we propose automated models that differentiate the grooming conversations
from normal ones. We also discuss and show what suitable preprocessing
and feature extractions should be done to improve performance in predatory
conversation detection.

• Predatory Identification Approach
Sometimes molesters are engaged in several chat logs seeking inappropriate
relationships with minor adolescents. It might be more beneficial to identify
suspicious users than to detect suspicious conversations since it might reduce
the time spent. Therefore, we also present a model that identifies predators
based on their behaviour in chat rooms.

• Semantic Transferability of Detection Approaches in Cross-Domain Set-
tings
Distributed representations such as word2vec and GloVe vectors encode the
semantics of linguistic units, such as words or word-like entities. They
provide one single-word embedding for each term in different contexts. Al-
though, deeper language processing models require a more profound know-
ledge of a human language to reveal the semantics behind the words. Phrases
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and sentences represent human knowledge or common sense [21], showing
that internal sentences display semantic intuitions [22, 23]. Prior know-
ledge of a word or entity is defined in the context of a sentence or a phrase.
Many applications such as machine translation, image captioning, and dia-
logue systems need to understand the semantics of sentences rather than
word-like entities to improve their performance in understanding human lan-
guages [23]. In this research, we have used a simple contrastive sentence
embedding framework (SimCSE) which uses a contrastive objective with
pre-trained language models such as Bidirectional Encoder Representations
from Transformers (BERT) or an improved BERT model called RoBERTa.

• Approach for Handling the Imbalanced data
We provide a new approach that applies a new strategy for handling the
imbalanced dataset in grooming detection. The proposed approach creates
a balanced class distribution by increasing the minor class (predatory class)
with a set of augmented and perturbed data.

1.6 Major Contributions
This section gives an overview of our main contributions to this research work.

1.6.1 A Comprehensive Survey

An extensive survey of existing literature on child exploitation is presented to
provide deep knowledge regarding each research question and possible solutions,
along with the potential constraints. The survey is complemented with psycho-
logical theories and their use in machine learning models for grooming detection
problems. The survey categorizes all available datasets and approaches, and their
constraints in predatory detection, along with research gaps and possible future
solutions [1].

1.6.2 Author Profiling

We contribute a new dataset and approach for gender detection [24] and fake iden-
tity detection [25] using keystroke information while composing text. The pro-
posed gender detection approach provides a promising performance of 72% by
analyzing free-text data captured in 15 minutes. Further, we contribute an ap-
proach for fake identity detection based on a single message with an accuracy of
more than 70% and correct classification of a whole chat with well over 90% ac-
curacy. This contribution part fulfills Research Question 1 (RQ1).
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1.6.3 Predatory Conversation Detection and Predatory Identification

We present four different approaches for predatory conversation detection, and
predatory identification [26, 27, 28, 29] as listed below.

1. Pre-Processing techniques: We proposed better preprocessing to gain bet-
ter detection, and identification accuracy than existing state-of-art algorithms
[28]. The proposed preprocessing approach fulfills RQ2 and RQ3.

2. Detecting Sexual Predatory Chats by Perturbed Data and Balanced En-
sembles: We contribute a new approach for handling the imbalanced dataset
in predatory conversation detection [27]. Our proposed approach creates a
balanced class distribution by increasing the number of predatory samples
(minor class) with a set of augmented and perturbed data (until a 50% bal-
ance is obtained) to gain better accuracy over state-of-the-art approaches.
The proposed approach for handling the imbalanced dataset fulfills RQ2 and
RQ4.

3. Online Grooming By Simple Contrastive Chat Embeddings: We con-
tribute a new approach based on a contrastive learning framework for fea-
ture extraction from sentences and conversations with misspellings. The
approach takes into consideration not only the phrases in the message, but
also the semantics, and we demonstrate it to provide good detection accur-
acy on public datasets [29]. The proposed approach in this section fulfills
RQ2 and RQ4.

1.7 List of Research Publications
This section provides a list of publications as a result of research conducted during
the doctoral study.

• Borj, P. R., Raja, K., & Bours, P. (2022). Online grooming detection: A
comprehensive survey of child exploitation in chat logs. Knowledge-Based
Systems, 110039.

• Borj, P. R., & Bours, P. (2019, May). Detecting liars in chats using key-
stroke dynamics. In Proceedings of the 2019 3rd International Conference
on Biometric Engineering and Applications (pp. 1-6).

• Li, G., Borj, P. R., Bergeron, L., & Bours, P. (2019, May). Exploring key-
stroke dynamics and stylometry features for gender prediction on chat data.
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In 2019 42nd International Convention on Information and Communication
Technology, Electronics and Microelectronics (MIPRO) (pp. 1049-1054).
IEEE.

• Borj, P. R., & Bours, P. (2019, October). Predatory conversation detection.
In 2019 International Conference on Cyber Security for Emerging Techno-
logies (CSET) (pp. 1-6). IEEE.

• Borj, P. R., Raja, K., & Bours, P. (2020, October). On preprocessing the data
for improving sexual predator detection: Anonymous for review. In 2020
15th International Workshop on Semantic and Social Media Adaptation and
Personalization (SMA (pp. 1-6). IEEE.

• Borj, P. R., Raja, K., & Bours, P. (2021, September). Detecting Sexual
Predatory Chats by Perturbed Data and Balanced Ensembles. In 2021 In-
ternational Conference of the Biometrics Special Interest Group (BIOSIG)
(pp. 1-5). IEEE.

• Borj, P. R., Raja, K., & Bours, P (2023). Detecting Online Grooming By
Simple Contrastive Chat Embeddings, 9th ACM International Workshop on
Security and Privacy Analytics (IWSPA 2023) [Accepted].

1.8 Thesis Outline
Figure 1.1 represents the overview of the tasks carried out during this doctoral
research work. In part I, Chapter 1 describes the introduction and real-life incidents
that have motivated this work. It also represents the problem statement and the
research objectives. We have detailed the research questions in Section 1.4 to
address in this thesis, followed by the research methodology in Section 1.5. Our
main contributions are summarized in Section 1.6.

Chapter 2 presents the background of grooming detection problem and existing lit-
erature. Further, we describe the evaluation metrics that measure the performance
of grooming detection models (see Section 2.4). Furthermore, a summary of the
research articles published in this doctoral thesis is presented in Chapter 3. Chapter
4 gives a summary of the proposed solutions for each research question discussed
in Section 1.4, and finally, in part I, Chapter 5 discusses the constraints that limit
online grooming detection in real-life scenarios along with the future works and
open research gaps based on this thesis.

To solve the online grooming problem, we divided the problem into three main
subproblems: author profiling, predatory detection, and data constraints. For each
subproblem, we have proposed techniques listed in the papers in part II. Part II
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Figure 1.1: Overall structure of the thesis

starts with surveying all existing literature for child exploitation detection in chat
logs (see Chapter 6). In part II, Chapter 7 represents our research paper that pro-
poses a model for handling fake identity detection. Chapter 8 presents our paper on
the gender detection model on online platforms. Chapter 9 and Chapter 10 present
the proposed models for predatory detection and predatory identification along
with the proposed method for suitable pre-processing techniques in grooming de-
tection problems. Chapter 11 represents our work on handling the imbalanced
nature of datasets in online grooming detection, and finally, Chapter 12 presents
our approach for grooming detection by contrastive chat embeddings.



Chapter 2

Related Work

The prevention of online sexual violence by applying machine learning techniques
has become a critical topic [1, 30, 31]. This chapter summarizes our recent survey
article ( Chapter 6) that details the existing research on child exploitation on online
chat platforms [1]. We have created an overview of various methods researchers
applied to cope with online grooming problems. It covers grooming definitions,
feature extraction techniques, machine learning models, and evaluation metrics.

2.1 Background of Online Grooming
• Online Grooming: Grooming refers to the situation where the predator pre-

pares the environment and the child for further abuse [15]. Some research
works [32, 33] used the term pedophile for the predator. At the same time, it
should be considered that pedophilia is a very determined clinical diagnosis
that cannot be applied to all offenders [15]. The intention of the different
predators varies from one case to another [34]. Some might like to see the
victim in reality (contact child sex offender (CCSO)), while others are just
fantasy-driven and do not try to meet the minor victim in the real world
(fantasy child sex offender (FCSO)) [34, 35]. An early research work [35]
investigated the contextual difference of contract-driven predators from oth-
ers who are only curious or fantasy-driven. In both cases, predators attempt
to build a trusted relationship. In a CCSO case, offenders might use tac-
tics to convince the minor to meet offline, while FCSO cases do not [35].
However, the damage led by both types of grooming to victims is severe and
should be avoided [1].

• Online Grooming Stages: During the process of cyber-grooming, several
interactions are carried out, first to gain the victim’s confidence and after

15
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Figure 2.1: Various Stages in a Grooming Procedure [1]

that, to abuse them with malicious intents [15]. The predators manipulate
the child and the people around the victim to abuse the child without be-
ing caught [19]. The main goal of their strategy is to avoid detection by
being charming and helpful towards the victim. Their manipulative beha-
viour contains particular strategies such as finding a suitable victim, gaining
access to the victim, developing a confidential and trusted relationship, and
finally desensitizing the victim for further abuse [16, 17]. Researchers have
categorized the grooming procedure into different stages while the predator
slowly prepares the minor to gain his/her trust [19, 36, 37, 38]. It starts with
victim selection and friendship forming, followed by the trust development
stage, risk assessment stage, exclusivity stage, sexual stage, and conclusion
stage. It should be mentioned that victim selection is the first step or stage
of the grooming procedure that depends on many factors, such as attract-
iveness and vulnerabilities [36, 39]. Finding the easy victim, the predator
attempts to develop a trusted relationship in the following grooming stages
while assessing the various risks [37]. In some cases, the offender talks
about his previous relationships with sexual topics. In many cases, the of-
fender avoids sexual topics not to scare the minor victim and tries to get in
touch with him/her in the conclusion part. The predators might not sequen-
tially follow the grooming stages. Their primary goal is to reduce the chance
of losing the victims’ trust [40]. So, they might change their plans based on
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the situation and return to the early stages to avoid any disclosure. Figure
2.1 displays different grooming stages in a predatory conversation and how
the transition from one state can go back to the previous step. For instance,
some predators do not mention sexual topics in a conversation not to scare
the minor user and then loos his/her trust [1].

2.2 Data
The data is prominent in designing a proper module for online grooming detection.
It is essential that the data follows the exact nature of the real-world data where
messages are short or full of misspellings and slang words. The nature of the public
posts on social networks such as Twitter and Facebook are different from a private
conversations. However, considering the privacy issues, the lack of data in this
field led the researchers to use data from Twitter or blogs to develop a grooming
detection model [1]. The data used in this field is summarized in Table 2.1:

Data Sources Ref
www.perverted-justice.com [16, 17, 18, 30, 38, 40, 41, 42, 43, 44, 45, 46, 47, 48]

Predatory Data PAN2012 [28, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63]
MovieStarPlanet [64]
www.literotika.com [41, 42, 44]

Non-Predatory Data http://www.irclog.org [30]
http://krijnhoetmer.nl/irc-logs [30]
Omegle [30]
Twitter [14, 65, 66, 67, 68, 69, 70]
Blogs, Book Reviews [18, 47, 71]
British National Corpus(BNC) [72, 73]

Table 2.1: A summary of datasets used for grooming detection in previous works [1]

2.2.1 Data Constraints

The amount of predatory conversation is considerably low compared to the regular
discussions on all online platforms. So, the data used for online grooming de-
tection should follow the same nature [30]. Designing a machine learning model
based on biased data with good performance detecting both classes is challenging
[27]. Similarly, many online annotations or labels on online platforms are fake.
It is vital that researchers evaluate the data collection process and make sure the
labels are valid [1]. The constraints of data for cyber grooming detection are sum-
marized below:

• Non-Standard Structure

• Security and privacy issues

• Imbalanced Nature

www.perverted-justice.com
 www.literotika.com
http://www.irclog.org
http://krijnhoetmer.nl/irc-logs
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• Ethical considerations

• Non-reliable labels and self annotators

We also should consider that some factors, such as the context or time of commu-
nication, represent excellent knowledge about the authors and their intentions. So,
applying multi-modal data facilitates risk detection by increasing the performance
of the grooming detection model [1, 31].

2.3 Features
The primary hypothesis behind grooming detection by machine learning models
is that grooming conversations have different characteristics (features) from non-
predatory messages. The characteristics can differentiate between classes of per-
sons (e.g., adults versus children), or between the themes of the conversation or
text (e.g., predatory versus non-predatory messages). Previous works have applied
different feature vectors to capture different characteristics of the predators for
grooming detection [24, 28, 51, 52, 53, 61, 62, 63].

2.3.1 Textual Features

The majority of research work applied textual or lexical features for predatory de-
tection. Most papers used a one-hot representation of text feature vectors such as
different types of the bag of words, including binary, term frequency, term count,
and TF-IDF [16, 26, 28, 47, 48, 50, 51, 52, 53, 54, 55, 56, 57, 59, 60, 61, 62, 63,
64]. The one-hot representations of the words have multiple constraints, such as
the sparsity of the feature vectors and the lack of distinguishing the meaning of the
words used in different contexts. The BoW feature vectors do not contain inform-
ation about the word’s meaning based on different contexts and locations. They
overlook the analogies of the terms that come from different meanings in different
texts. A distributed representation of the data considers the meanings of the words
in different conversations. Following the same motivation, some early research
works have applied GloVe and Word2vec as the distributed representations of the
chat terms [28, 27, 53, 58].

Considering the fact that predators show feigned emotion and affection to make the
impression that they are in love with the minor victim, it is critical to capture the
psychological characteristics by the words that can reveal the affective features of
a conversation. They try to develop trusted relationship by showing fake emotions
and controlling their victims for further harm. Some research works have categor-
ized the psycholinguistic profiles for the conversations revealing the emotional and
psychological aspects of the data as Linguistic Inquiry and Word Count (LIWC)
[74, 75]. For instance, Parpar et al.[60] have categorized 80 types of LIWC fea-
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Figure 2.2: Data and Features in Sexual Predatory Detection [1]

tures for predatory detection in chatrooms. Also, chat-based features, such as the
ratio of initiating the topics of conversation by the user, the percentage of writ-
ten lines by a user, and the time spent online, can give good hints for detecting a
suspicious conversation. [31, 60, 76]. For instance, the change of the relationship
over time for assessing the threat was captured by Elzinga et al. [77]. Figure 2.2
displays a summary of the discussed data and features.

2.3.2 Keystroke Dynamics Features

Keystroke Dynamics is a way of user authentication or identification based on the
rhythm of their typing on the keyboard [78]. For instance, checking the correctness
of a password can include both information like what the password is and how the
password was typed on the keyboard. One of the first examples of applying the
KD information is when the telegraph operators could identify the other by their
Morse code rhythm of typing (”The Fist of the Sender” used during World War II)
[79]. Various software captures the KD information, such as BioPassword1 and
BeLT [80], where BioPassword is used for password hardening.

Keystroke dynamics is a low-cost method to detect users’ demographic features
such as age and gender. Many early research works applied it for age, and gender
detection [81, 82, 83, 84, 24, 25]. A summary of various keystroke dynamics
features is detailed below:

1. Keycode feature: Keycode is the ASCII value of each pressed key on the
keyboard.

2. Duration feature: The duration is the time that a key remained pressed. In
some research papers is considered as dwell-time or hold-time.

3. Latency feature: The latency shows the time between releasing a key and
pressing the next one.

1http://www.biopassword.com/

http://www.biopassword.com/
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4. Press-Press(PP)-latency feature: The PP-latency is the time between press-
ing one key and the following key.

5. Release-Release(RR)-latency feature: The RR-latency time shows as the
time interval between successive key releases.

2.3.3 Feature Constraints

Several limitations can challenge the discriminative and stability of the feature
vectors in grooming detection limitations. For instance, BoW features provide ex-
tremely sparse feature vectors that downgrade the machine learning model’s per-
formance. Also, predator conversations have many overlaps with non-predatory
conversations. It causes a lack of boundary in various datasets classes and uncer-
tainty in different feature vectors. For example, [62] tried to reduce the feature
space by applying the fuzzy-rough method to select the most discriminative fea-
tures for grooming detection. One should also consider the limitation of applying
pre-trained networks such as Word2vec and GloVe based on Google News data
which is unsuitable for sexual predatory detection problems due to the different
nature of terms in conversations.

2.4 Evaluation Metrics
Considering the predatory samples for classification as positive samples and the
rest negative, the grooming detection is a two-class classification problem. True
Positive (TP) samples are the predatory samples that have been classified correctly
as positive cases. True Negative (TN) samples are the non-predatory samples that
have been correctly classified as non-predatory cases. A predatory sample classi-
fied as negative is considered a False Negative (FN) classification. A False Positive
(FP) is a negative sample classified as a predatory case.

This research evaluated models’ performance by applying standard metrics based
on TP, TN, FN, and FP, such as Accuracy, Precision, Recall, and F-score. We give
a brief definition for each metric below:

• Accuracy is the fraction of correct predicted labels for all samples, i.e.

Acc =
TP + TN

TP + FP + TN + FN
(2.1)

• Precision is the ratio of the detected relevant samples (TP, i.e., correctly
identified sexual predators or predatory conversations) and all detected samples
(contains both TP and FP samples), i.e.
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P =
TP

TP + FP
(2.2)

Precision indicates the probability that a sample that is classified as predat-
ory is in fact predatory.

• Recall is the fraction between detected relevant samples (TP) and all the
actual relevant samples, i.e.

R =
TP

TP + FN
(2.3)

Recall indicates the probability that a predatory sample will be detected as
such by the classification algorithm,

• F-score: is the weighted harmonic mean between precision and recall and
is defined as

Fβ = (1 + β2) · P ·R
β2 · P +R

(2.4)

Where β is a positive real factor and can be varied to put more weight on
either precision or recall.

Applying accuracy as the only scale for measuring the performance in grooming
detection techniques can cause some challenges where the data is extremely imbal-
anced. For instance, in the case where less than one percent of the dataset is pred-
atory samples, not correctly classifying the positive samples (predatory samples)
can still lead to high accuracy in providing incorrect performance reporting.

Early research works used the Fβ score for compensating the accuracy flaw [30].
When precision and recall are given equal weights, the β is set to 1 and F1-score
is used. When there is a focus on minimizing false positives than minimizing false
negatives, a β < 1 is employed. When the priority is to minimize false negatives,
a β > 1 is employed. In our thesis, we focus on minimizing the false positives
and therefore use β < 1. We specifically use β = 0.5 to report performance of
all the approaches in this work. The main motivation behind reporting F0.5-score
is to provide a metrics to reduce overload on law enforcement authorities by min-
imizing false positives (i.e., predatory conversations identified as non-predatory
conversations). Further, the metric is also inline with many early research works
that have given less weight to precision than recall and applied F0.5-score as met-
rics for measuring online grooming performance [1, 28, 30, 50, 52, 53, 55, 61].
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2.5 Online Grooming Detection Methods
Grooming detection has been investigated in different manners. We have categor-
ized the grooming methods into four main categories. Researchers coped with the
grooming problem from different perspectives, including predatory stage detec-
tion, predatory conversation detection, predatory identification, and author profil-
ing for online grooming detection. It should also be mentioned that many invest-
igations on the dark web consider the distribution of nude images or abused child
videos [4, 7, 10, 11], which is out of this thesis’s scope.

We detail the four main categories of grooming detection below:

1. Predatory stage detection: Various grooming characteristics have been ex-
tracted to detect suspicious conversation stages leading to grooming [17,
38, 40, 41, 42]. The characteristics represent the purpose of each grooming
phase and can vary from one case to another. For instance, in the friendship-
forming stage, the offender and the minor victim might exchange personal
information such as email address, age, and gender. Similarly, conversa-
tions about a favorite hobby or giving compliments can indicate the trust-
development phase. The overall overview of the grooming characteristics
that different papers [17, 38, 40, 41, 42] have used is presented in Table 2.2.
Different researchers considered different stages of cyber grooming. For ex-
ample, some analyzed it as a three steps procedure [38, 45, 46, 49] while
others considered it a four to six stages process [17, 40, 41, 42, 85].

2. Predatory conversation detection: The similarities between predatory con-
versations and ordinary ones have complicated grooming detection. The dif-
ficulty of detecting grooming behaviour by ordinary people such as parents,
teachers, or other people around a minor victim has compelled an automated
predatory conversation detection system. The enormous number of chatlog
samples on online platforms also raises the complexity of this problem. So,
it has motivated the researchers to find methods that prune the searching
space by dividing all conversations into two main classes, including suspi-
cious conversations and ordinary ones [25, 47, 50, 51, 52, 53, 54, 55, 58, 63,
86, 87].

3. Predatory identification: Some papers also identified the predators along
with detecting suspicious conversations [16, 18, 57, 60, 64, 88]. The result
of predatory identification can be used for forensics purposes in case of need
in an upcoming court case.

4. Author profiling for online grooming detection: Many characteristics
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Stage Grooming Characteristics
Friendship Questions about profile exchange information:
Forming (1) Exchanging email address;

(2) Asking the age / gender / location / name;
(3) personal information / details about family.

Trust Conversations About Favourite Hobby and activity;
Development Giving Compliment;

Pictures;
Building mutual trust;
Showing feelings like anger, love, etc..

Risk Conversations about the relationship with parents and friends;
Assessment Acknowledging wrong doing;

Questions to determine if the child is alone;
Assessing the risk of conversations.

Exclusivity Expressing feeling of love and exclusiveness;
Other way of communication.

Sexual Conversations about body and intimate parts;
Sexual content;
Sexually oriented compliments;
Giving body description;
Exchanging sexual pictures;
Fantasy control and aggression.

Conclusion Arrange further contact and meeting

Table 2.2: Grooming stages and their characteristics [1]

Author Number of Data Features ML TechniqueStages

Kontostathis [38] 3 www.perverted-justice.com Groomng Characteristics
K-mean
Decision Tree

Kontostathis et al. [45] 3 www.perverted-justice.com Grooming Characteristics
Phrase matching
Rule-based techniques

Escalante et al. [49] 3 PAN2012 BoW
Ring-based Classifier
Decision Tree

Michalopoulos et al. [46] 3 www.perverted-justice.com TF-IDF

Naive Bayes
SVM
Maximum Entropy
EM and EMSIMPLE
Decision Tree

Cano et al. [40] 4 www.perverted-justice.com

BoW, POS, sentiment,
complexity, readability, Decision Tree

length, psycho-linguistic SVM
(LIWC dimensions)

Gunawan et al. [41] 6
www.perverted-justice.com

Grooming Characteristics
SVM , K-NN

www.literotika.com Decision Tree

Pranoto et al. [42] 6
www.perverted-justice.com Grooming Characteristics Binary Logistic

www.literotika.com Decision Tree Regression

Gupta et al. [17] 6 www.perverted-justice.com

LIWC to create
Logistic Regression
Decision Tree

psycho-linguistic profile
based on grooming characteristics

Table 2.3: Online Grooming Stage Detection by different papers [1]

have essential roles in the writing style, such as age and gender [65, 71, 72,
73, 81, 89, 90, 91, 92]. Knowing demographic information of users, such

www.perverted-justice.com
www.perverted-justice.com
www.perverted-justice.com
www.perverted-justice.com
www.perverted-justice.com
 www.literotika.com
www.perverted-justice.com
 www.literotika.com
www.perverted-justice.com
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as age and gender, can ease child exploitation detection when the data is
enormous. The amount of online data that needs to be processed is massive.
Therefore, finding a method that reduces the data is critical to minimizing
the search space for predatory detection. Author profiling facilitates finding
offenders from adolescents by detecting gender and, more importantly, age.
Researchers have used both textual keystroke dynamics features to reveal
the demographic attributes of online users [81, 82, 83, 84, 89, 90].

Table 2.3 gives an overview of different research works for predatory stage de-
tection and table 2.4 categorizes the grooming detection models into three subjets
including predatory conversation detection, predatory identification, and predatory
stage detection.

Objective
Grooming Stage Detection Predatory Conversation Detection Sexual Predatory Identification
Cano et al. [40] Bogdanova et al. [47] Ashcroft et al. [18]
Egan et al. [93] Borj et al. [28] Borj et al. [28]
Escalante et al. [49] Bours & Kulsrud [50] Cardei & Rebedea [51]
Gunawan et al. [41] Cardei & Rebedea [51] Cheong et al. [64]
Gupta et al. [17] Ebrahimi et al. [53] Fauzi & Bours [55]
Kontostathis [38] Ebrahimi et al. [52] Misra et al. [56]
Kontostathis et al. [45] Escalante et al. [54] Morris [57]
Michalopoulos & Mavridis [46] Fauzi& Bours [55] Pendar [16]
Pranoto et al. [42] Miah et al. [48] Villatoro et al. [61]

Misra et al. [56]
Munoz et al. [58]
Zuo et al. [62]
Zuo et al. [63]

Table 2.4: Categorization of works according to objectives in predator detection [1].

2.6 Conclusion
This chapter is a summary of our recent survey paper ( Chapter 6) [1]. It summar-
izes various aspects of grooming detection in literature focusing on chat conversa-
tions, starting by explaining the definition of grooming. Further, multiple phases of
online grooming are defined along with their different characteristics used by ma-
chine learning models for grooming stage detection. This chapter details different
sets of features applied for online predatory detection along with their constraints.
We also show available datasets and their limitations. Finally, we categorize online
grooming detection methods into four subsets: predatory stage detection, predat-
ory identification, predatory conversation detection, and author profiling.



Chapter 3

Summary of Published Articles

This chapter summarizes the research articles published throughout this PhD pro-
gram. The following sections present a brief overview of each article with an
introduction, motivation, and research findings. The topics shown in Figure 1.1
and research questions in Section 1.4 correspond to the papers are discussed in
this chapter.

3.1 Article 1: Online Grooming Detection: A Comprehensive
Survey of Child Exploitation in Chat Logs

Figure 3.1: Overall contributions of survey paper [1]

Due to the lack of algorithmic surveys for grooming detection on online chat plat-
forms, we have provided a research paper that analyzes and summarizes the state
of the art for this problem with a focus on chat messages. Our survey paper fo-
cuses on analyzing all research related to peer-to-peer chat communication for
sexual abuse of minors on online platforms. It considers the scenarios where a
malicious actor intends to target minor victims to get sexual favors from them [1].

25
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The psychological theories of the child grooming procedure have been investig-
ated, and we have shown how machine learning models apply these theories to
discover grooming behaviour on online platforms. This research provides an in-
depth explanation of feature sets, their constraints, and potential solutions. Also,
the available datasets are detailed with their limitations to supplement the readers
with the state-of-the-art. We also discuss the essential role of authorship profiling
and how it can facilitate the early detection of online grooming by applying key-
stroke dynamics and textual features. We conclude our survey paper by detailing
the limitations that challenge predatory detection, along with open problems and
potential solutions and future work [1]. Figure 3.1 represents the primary contri-
butions of our survey paper.

3.2 Article 2: Detecting Liars in Chats using Keystroke Dynam-
ics

Anonymity on online platforms provides the chance to apply fake identities for
users, which can challenge the security of the online environment. Different reas-
ons are behind the fake identities, such as collecting information for further spear
phishing attacks with various intentions or impersonating a charismatic person to
develop a relationship with minors. Early research has shown that deception is
common on online platforms such as chat rooms, discussion boards, and online
dating websites [94, 95, 96]. In general, users are also quite suspicious about the
honesty of others on the internet [95, 96]. However, a minor user might not be
aware of this nature of social media and be trapped by predators who fake their
age and gender.

The faint and unreliable lie indicators challenge deception detection in chat rooms.
However, psychological research shows that lying is more cognitively demanding
as providing fake information requires more memorization to avoid mistakes. Con-
sequently, the liar needs more time to think and process the conversations, which
increases the memory load and reaction time [97, 98, 99, 100]. Early research
studied response latency or Reaction Time (RT) as a behavioural feature [101].
Capturing the time while chatting can indicate some hints if the user is lying. Ly-
ing can affect emotional arousal and cognitive load and lead to behavioural change
in typing [97, 102]. The main goal of this paper is to investigate the possibility
of detecting liars by looking at the timing features of typing. We use keystroke
dynamics information to investigate the impact of cognitive lie theory on typing
behaviour.

The hypothesis behind our data collection is based on the fact that deception in-
creases the cognitive load. So, we designed two sets of conditions; in the first
one, the participant was asked to chat based on his/her true identity. While in the
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second condition, we provided a fake identity for participants of different ages and
gender, and they were asked to chat online based on their new fake identity. The
KD information of the users was collected using BeLT1. To avoid any possible
device-specific variation, we used an identical set of tools, such as the same laptop
and the same version of Skype. We extracted all KD features for data analysis,
including duration, latency, PP, and RR. Also, the message length, pause time,
Backspace features, Shift features, tri-graphs features, and enter features were ex-
tracted.

We defined two scenarios for detecting fake identities. In the first scenario, every
message was classified as a lie or a fact. While in the second scenario, the whole
conversation was classified as a fake or a fact. In the first scenario, we used 70%
of the messages for training, and the designed model was tested for single mes-
sage classification by the 30% of the data. The SVM gained the best accuracy for
message classification with a value of over 70%.

In the second scenario, the SVM model was used for classifying each message in
a chat. The classification of each of the separate messages in the chat was used
to decide if the whole chat was based on a fake identity in different manners as
below:

• Majority Classification Voting (MCV): In this case the majority of the
classifications of the messages determined the classification of the chat.

• Sum Score Classification (SSC): if the sum of all classification scores was
negative, the whole conversation was detected as a lie and vice versa.

• Limited Sum Score Classification (LSSC): it was assumed that the scores
close to zero value are not strongly indicating any class. We only considered
the scores below or above an absolute threshold value δ.

We could detect the conversations based on fake identities with an accuracy of over
90%.

3.3 Article 3: Exploring Keystroke Dynamics and Stylometry
Features for Gender Prediction on Chat Data

Following the same motivation for detecting the users with fake demographic at-
tributes, we analyzed stylometry and keystroke dynamics features to detect the
gender of the users. For this paper, we collected the data where participants chatted

1A Behavioural Logging Tool that has been developed at the Norwegian Information Security
Laboratory (NISlab) in 2013 as part of a bachelor student project [80].
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together online for around 15 minutes. We used BeLT while participants chatted
remotely via Skype to capture the keystroke dynamics features. The data con-
sists of forty-five participants contained, 35 males and ten females. We ensured
the classifier was trained on a balanced dataset to avoid an imbalanced dataset. It
means that during the classifier creation phase, the number of KD features selected
from male and female subjects are equal, which led to highly imbalanced test sets
[24].

Two sets of feature vectors are extracted based on keystroke dynamics and stylo-
metry. The stylometry features are:

• Average thinking time is the time between two messages. It measures
the time between releasing the last key for one message and when the user
presses the first key for the following message.

• The ratio value of key deletion is based on all deleted keys used, divided
by the total number of keys typed by a particular user.

• The average number of letters in a word

• The average number of words in a message

In addition to the above-mentioned features, we extracted the latency, duration, PP,
PR, and RR.

The gender prediction model has two parts: the first part classifies the gender of
the author of each message, and the second part merges the results of all message
classifications to decide the gender of the author of the conversation by using the
majority voting technique. The best results for gender prediction achieved by the
Random Forest classifier are 72% accuracy when it only uses keystroke dynamics
features and 84% accuracy when the stylometry features are used. It should be
mentioned that in the training section, ten male and ten female conversations were
used to handle the imbalanced nature of the data. The results showed that the
pausing time between two messages and typo correction feature vectors are solid
indicators for distinguishing a male from a female [24].

3.4 Article 4: Predatory Conversation Detection
Aside from author profiling, early research work also focused on chat conversa-
tions to detect predatory conversations. The predator might not hide his or her
actual age or gender. In some cases, the offender even informs the minor that their
relationship is not suitable to avoid further issues in potential courts and gain more
trust. It is critical to look at the conversation rather than trying to detect the age or
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gender of the users. Many predatory conversations are not easy to detect since the
conversation seems normal, while the conversation’s trajectory might give some
hints. It is challenging for people who do not know the grooming tactics to re-
cognize a predatory conversation [19]. Early research showed that ordinary people
could not distinguish a writing pattern of a child predator from a normal one, and
providing hints would bias their decisions [19].

The main goal of this paper was to propose a model that recognized predatory
conversation from ordinary chat messages. In order to gain our goal, we analyzed
the predatory conversations to see the various aspects of a suspicious conversa-
tion. Molesters are careful in using words not to scare the minors, so they do
not use hardcore words while building a confidential relationship. Also, predators
primarily define the topic of the conversation in order to gain more information
and assess the situation. So, they ask many questions that might not be seen in an
ordinary chatlog. They identify their victims’ needs and give many compliments
about different topics such as appearance, ability, and personality.

For our experiment, we used the data collected for PAN 2012 [30]. To avoid any
bias and cover all different types of online conversations, the data includes three
different subsets, such as usual (i.e., non-sexual) chat conversations, sexual con-
versations between consenting adults (from OMEGLE), predatory conversations
from PJ. We extracted three different n-grams using the TF-IDF weighting scheme
to train the classifiers. It was shown that SVM gained the best performance with an
accuracy of 98%. In text analysis, there are many features, and SVM is a suitable
classification method to handle data sets with large sparse feature spaces, and more
precisely, linear SVM is a good approach for data analysis with high dimensional
feature sets.

3.5 Article 5: On Preprocessing the Data for Improving Sexual
Predator Detection

Predatory detection is a critical challenge. One can consider the problem of pred-
atory detection as a classical two-class problem where the predators are considered
in one class and the rest in another. It leads to a severe imbalanced problem that
requires a robust technique. Early research work has focused on three main goals,
including:

• Identification of predatory chat lines;

• Classification of predatory chat conversations;

• Identification of the predator and the victim in a predatory conversation.
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In this paper, our primary goal is to investigate the textual features alone for pred-
atory conversation identification and predator identification. Figure 3.2 represents
the pipeline for predatory conversation identification and predator identification in
this research work.

Figure 3.2: The Architecture of the Sexual Predator Detection System

We used PAN 2012 [30] data set for all experiments and evaluations. The data
contains training and testing sets in a disjoint manner. Each set has many conver-
sations, where a unique conversation ID identifies each conversation. Each mes-
sage in each conversation also has an author ID, time, and the text of the message.
The dataset also includes two files of author IDs for training and testing sets that
contains the IDs of the predators [30].

One of the purposes of this paper is to show the impact of preprocessing on the
dataset and investigate if it can improve the performance of predatory detection.
The IDs of the predators were used to label the conversation into two different
classes, i.e., predatory and non-predatory. We only analyzed two author messages
since a real grooming conversation contains only two users. A conversation con-
taining less than seven messages does not give enough information to classify.
So, they were removed. We did not perform any stemming or lemmatization not
to lose any information. However, we removed many non-meaningful words and
symbols.

There is a lack of investigation on the robustness of feature space for predatory
conversation detection. In this paper, we also investigate various feature vectors
for predatory detection. We converted the dataset to vector representations of nu-
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meric values by applying different approaches such as Bag of Words and word
embeddings. Bag of Words contains all the possible words in the dictionary result-
ing in a high dimensional vector. There are different techniques for calculating the
non-zero entries in the feature vector, such as binary, term count, term frequency,
and TF-IDF. In this paper, we have extracted all mentioned features for our invest-
igation. Since Bag of Words features do not consider the relationship between the
words and lose some valuable information, we also extracted word embeddings
feature sets such as GloVe by applying a pre-trained GloVe embedding model to
obtain a feature vector of dimension 300.

To detect predatory conversations, we merged all the messages of a single conver-
sation into a single text block and extracted the features from each of the merged
texts. Various machine learning techniques were applied, and we illustrated the
improvement in detecting predatory conversation with an accuracy of 0.994 and
an F1-score of 0.964 by training SVM with TF-IDF feature vectors. Also, the
GloVe vector as feature space with SVM has given an accuracy of 0.989 and an
F1-score of 0.930 to detect predatory conversations.

Predatory identification was done using the best performing feature set and clas-
sification algorithm from predatory conversation detection. All known predatory
conversations were extracted and split into two texts. One was composed by mer-
ging all the messages from the sexual predator, while the other text was composed
by merging all the victim’s messages, and the feature vectors were made based on
each group of messages. The best-achieved result for predatory identification had
an accuracy of 0.905 and an F1-score of 0.914.

3.6 Article 6: Detecting Sexual Predatory Chats by Perturbed
Data and Balanced Ensembles

The need for relevant data for grooming detection results in a highly imbalanced
dataset challenge since the number of predatory conversation data is much less
than ordinary conversations [20, 51, 62]. The grooming conversations are around
0.25% of all queries, and the state- of-the-art early research works employ a stand-
ard dataset with less than 10% predatory conversations [27]. Training the machine
learning models with imbalanced data leads to a sub-optimal classifier that over-
looks the small class by giving more weight to the other class and results in over-
fitting or underfitting [30]. The mentioned problem is more critical when the data
has a skewed distribution with features such as class overlapping, small sample
size, and small disjuncts. Considering the nature of grooming conversations, they
overlap and are disjunct with non-grooming conversations where predators talk
about ordinary topics while building a trusted relationship [103].
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Figure 3.3: Proposed approach for predatory chat detection

We present a new approach for dealing with class imbalance using a hybrid sampling
and class re-distribution to obtain an augmented dataset. Most early research works
focused on conventional methods for grooming detection without considering the
imbalanced nature of the grooming data [28, 30, 47, 52, 61, 76, 93]. Cardei et
al. [51] applied various techniques for handling imbalanced problem such as cost-
sensitive technique and sampling techniques including BalanceCascade [104], and
CBO - a clustering-based method using k-means [105]. Also, an adaptive fuzzy
method with artificial neural networks (ANNs) for addressing the imbalanced data
in sexual grooming detection was proposed by Zuo et al. [63]. The overall pipeline
of the proposed approach is illustrated in the Figure 3.3.

We present an approach that first creates a balanced class distribution by increas-
ing the minor class (predatory conversation class) with a set of augmented and
perturbed data. The balanced class distribution is increased until a 50% balance is
obtained by simply augmenting and perturbing the data. With the refined class dis-
tribution, we create an ensemble of HistogramBoostedGradient classifiers, which
directly benefit from the augmented and perturbed data in selecting different fea-
tures for creating ensembles. With the set of experimental validation, we evaluate
the proposed approach on the PAN 2012 [30] dataset, where the proposed approach
outperforms the existing approaches. The proposed approach results in a precision
of 99%, a recall of 99% and a F0.5 score of 94% with a gain of 3% over the recent
work which reported a recall of 96% [27].
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3.7 Article 7: Detecting Online Grooming By Simple Contrast-
ive Chat Embeddings

The main goal of a safe online environment for children is to have a robust system
that knows the predatory pattern deeply. This profound knowledge of grooming
behaviour will help find the predators before harm occurs. However, it is challen-
ging to know their behaviour since it depends on many factors, from predators’
personalities to time, location, and the context of chat conversations. Semantic
analysis is a domain-dependent task. It can facilitate the grooming detection prob-
lem, where it can cover the context-dependency of the words in different times
and situations. For instance, the same message in different contexts can give dif-
ferent impressions. One can consider this sentence "it can take all your time" in
different situations. If this sentence describes an online website while ordering
an item, it gives a negative feeling. However, in a situation where it explains an
idea about a book or show series, it indicates positive impressions. Humans show
their common sense and knowledge with sentences and phrases rather than a single
term or word [21, 22, 23]. At the same time, traditional word embeddings such as
word2vec and GloVe provide one feature vector for a word in a different context
or sentence. Words have different meanings in different sentences, so it is crit-
ical to apply a semantic analysis model that considers the context-dependency in
sentences for extracting the semantic characteristics. Bidirectional Encoder Rep-
resentations from Transformers (BERT) or RoBERTa has profoundly bidirectional
contextualization and allows the model to gain information from various repres-
entations with different positions [106].

Figure 3.4: Applied SimCSE Pre-trained network for Semantic Analysis in Online
Grooming Detection

To handle the difficulty of context dependency in online grooming detection, this
research paper provides a contrastive learning framework for feature extraction
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from the sentences. It can also assign a feature vector to the conversation with
misspellings using subword information. We propose an approach with different
components, including the pre-processing phase, the pre-trained network for ex-
tracting the embeddings phase, and the classifier phase (see Figure 3.4). We clean
the datasets and pass them to the network to extract the sentence embeddings for
the classification of the main data. The output of the pre-trained network are em-
beddings for sentences and are passed to the classifier models in the next com-
ponent. We evaluated the proposed model on PAN 2012 [30], where the proposed
approach outperforms the existing approaches. Our proposed model is a configur-
ation of RoBERTa encoders and supervised SimCSE for training the SVM model,
leading to a high rate of detecting relevant samples (predatory samples). Our pro-
posed approach gains an F0-score of 0.96, an F1-score of 0.96, and an accuracy of
0.99 for predatory conversation detection that benchmarks the state-of-the-art. We
also show an improvement in performance by applying different fusion models in
order to gain a more reliable decision for predatory conversation detection. The
sum fusion of all configurations gives an accuracy of 0.99, an F1-score of 0.97,
and an F0.5-score of 0.98.



Chapter 4

Conclusions

This thesis aimed at developing reliable models that detect online grooming on
online platforms. This thesis has three main parts, i.e., author profiling based on
keystroke dynamics characteristics, online grooming detection based on text ana-
lysis, and data constraints in predatory detection. We have defined various research
questions for each part and have extended much research works in terms of pro-
posed models to address the main research questions detailed in section 1.4. The
research questions investigated resulted in various publications listed in parts II.
First, we have surveyed all research works on child exploitation problems, mainly
chat logs, to gain a better overview of the online grooming detection problem [1]
and unaddressed problems. Our survey paper presented a systematic review of the
existing state-of-the-art in online grooming problems. It looks into the psycholo-
gical aspect behind child grooming and how various research works have applied
these aspects to define grooming characteristics for automated detection by ma-
chine learning models along with available datasets and applied feature vectors
[1]. The following sections summarize the proposed solutions for each research
question.

4.1 Research Question 1 (RQ1): Author Profiling
1. Can we detect the users who fake their identities on online chat plat-

forms?

(a) How can we authenticate users’ profiles correctly based on Keystroke
Dynamics (KD)?

(b) Can KD information discover if a user tries to mimic the behaviour of
the other gender or another age group?

Conclusion:
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Due to the unavailability of public datasets to answer this research ques-
tion, we collected a new dataset that contains keystroke dynamics inform-
ation when one is composing a text as self and as an assumed person in a
messaging scenario. The dataset was designed with the primary goal of de-
tecting fake identities and gender identification. To this extent, the data was
gathered in two different scenarios where participants chatted with a real
identity and the fake identity. The hypothesis behind deleting fake identit-
ies is that users require more time to reply as a different identity causing
subtle differences in typing behaviour patterns. The results show that typing
patterns can differentiate users who impersonate a fake identity from the ac-
tual ones. The performance improves significantly when multiple messages
are combined to decide if the user is lying about his/her identity. We can
conclude that various typing features, such as making corrections, typing
speed, and pause times, are solid, distinctive characteristics for fake identity
detection on social media [25].

2. Can we determine the demographic characteristics of users based on
their behaviour in a chat room?

(a) Can the typing pattern reveal the author’s age group and gender?

(b) What kind of features (stylometry-based/typing rhythm-based (KD)/ensemble)
can detect the age and gender of a user in chat logs?

Conclusion:
To cope with the problem of detecting the demographic characteristics of
users with no publicly available dataset, we conducted another data collec-
tion that covers the keystroke dynamics characteristics of authors for gender
detection. In this thesis, a gender detection technique is proposed that de-
tects the gender of authors based on their keystroke dynamics characteristics
with a reasonable accuracy that is increased by using stylometry features.
The results show that the pausing time between the messages and the mis-
spelling correction features are the most discriminative characteristics for
gender detection. It should be mentioned that gender prediction can be ap-
plied to warn the users that the chat partner’s gender is incorrect and that
he/she is trying to impersonate the other gender [24].

4.2 Research Question 2 (RQ2): Predatory Conversation De-
tection

1. Can we detect a predatory conversation from an ordinary chatlog?

(a) What is the best technique to detect predatory conversation reliably?
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(b) Does preprocessing the chatlogs result in performance gain for pred-
atory conversation detection? How much preprocessing must be per-
formed in mining chat room conversations to detect online grooming?

(c) Which features are more discriminative for detecting the grooming
chat lines and predatory conversations?

Conclusion:
We proposed several automated models that detect the grooming conversa-
tions from the normal ones. The first primary goal was to devise an appro-
priate preprocessing method for short text analysis without losing valuable
information [28]. As such, we proposed a preprocessing model that sig-
nificantly increased predatory conversation detection performance that can
be easily adapted to existing state-of-the-art approaches. Along with the
preprocessing model, several feature extraction techniques were analyzed.
The thesis not only used the traditional Bag of Words feature sets but also
showed how applying distributed representation of words such as GloVe can
significantly improve predatory conversation detection performance. To sys-
tematically demonstrate our proposed model, we analyzed them on the PAN
2012 dataset [30]. It was shown that the GloVe feature vector as feature
space with SVM results in a promising performance for predatory conver-
sation detection. Our proposed models for predatory conversation detection
have performed best compared to the benchmark in the literature [26, 28].

4.3 Research Question 3 (RQ3): Predatory Identification
1. Can we identify the predators from the normal users in chat conversa-

tions?

(a) What text features give the best performance in detecting predators?

Conclusion:
Our proposed model contains two phases; in the first phase, the predatory
conversations are detected and in the second phase, the detected predatory
conversations are used to distinguish a victim from a predator. For predatory
identification, we applied the results from the best-performing feature vec-
tors and classification algorithms for predatory conversation detection. To
train the predatory identification model in the second phase, each conver-
sation was split into two text blocks containing the victims’ and predator’s
messages. Therefore, we classified the users of detected predatory conver-
sations into two classes; predator versus victim. The results show that one
can distinguish a predator from a victim in a conversation with an accuracy
of 0.905 and an F1-score of 0.914 [28].
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4.4 Research Question 4 (RQ4): Data Constraints
Several data constraints challenge cyber grooming detection problems, such as
availability, privacy issues, non-standard structure, and the unreliability of online
data. This research mainly focused on two types of data limitations: imbalanced
data problems and transferability of detection approaches in cross-domain settings.
This thesis answers the questions below:

1. Can we create a predatory detection model that deals with heavy im-
balanced data to arrive at reliable decisions?

(a) Is it possible to re-distribute the grooming data, so it becomes bal-
anced?

(b) What kind of re-sampling can produce a promising performance for
grooming conversation detection?

Conclusion:
The number of predatory conversations on online platforms is considerably
lower than regular conversations. So, one should consider the issues of
such heavy imbalanced datasets for developing a reliable predatory detec-
tion model. Therefore, this work has proposed a new approach for handling
the imbalanced nature of predatory data by hybrid sampling and class re-
distribution to obtain an augmented dataset. Also, to improve the diversity
of classifiers and features in the ensembles, our model proposed to perturb
the data along with augmentation in an iterative manner. We have gained an
improvement of 3% over the best state-of-the-art approach, an F1-score of
0.99, and an F0.5 of 0.94 [27].

2. Can a predatory detection technique be developed by semantic analysis
transferability in cross-domain settings and result in reliable decisions?

(a) What type of semantic analysis can be used in cyber grooming detec-
tion?

(b) Which features can distinguish predatory behaviour in different se-
mantic contexts?

Conclusion:
Since predators conceal the primary motivation behind their problematic be-
haviour, it is critical to gain knowledge about predatory patterns and pro-
cedures. As such, suitable semantic analysis methods facilitate discovering
these grooming patterns. Significantly when changing the contexts of the
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chat terms can change the whole meaning of a message. The meaning of the
message is shown in the sentence or phrase, and the context is defined in a
sentence manner rather than a single term. Therefore, this thesis proposes
a model that extracts the embeddings for each sentence based on a Simple
Contrastive Sentence Embedding framework (SimCSE) and uses the embed-
dings for training the machine learning techniques. The input sentences for
each conversation can be encoded based on a pre-trained language model
such as BERT or an improved BERT model called RoBERTa. The pre-
trained networks based on BERT or RoBERTa can cope with cross-domain
transferability for cyber grooming detection as it has very high bidirectional
contextualization. Moreover, it allows the model to gain information from
various representations with different positions in different contexts. The
proposed model has gained an accuracy of 0.99% and an F0.5-score of 0.99,
which is the benchmark in predatory conversation detection.
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Chapter 5

Limitations and Future Work

This thesis has examined several methods for online grooming detection in chat
logs. We have proposed various approaches for authors profiling, predatory con-
versation detection, and predatory identification, along with some techniques to
cope with the limitations in grooming datasets. This section provides details on
the constraints that limit online grooming detection in real-life scenarios to give
readers a deep knowledge of the problem in future work, considering their condi-
tions and open research gap.

5.1 Cross-language Challenges
The distribution variation in feature vectors where the language of the data varies
can cause a performance drop in machine learning models. Language syntax and
semantics depend on the language family, and the approaches learned using one
language may fail to scale up for another. It is problematic for grooming detec-
tion models to be trained on a different language from the testing dataset, where
language variations, vernaculars, dialects, and country status can represent the con-
versation data differently. This issue arises more when most of the training models
are based on English training models and are used to test another language, such
as Norwegian. One can consider transfer learning to cope with cross-language text
classification, where it does not require training and testing sets to be identically
distributed.

5.2 Cross-cultural Challenges
The proper semantic analysis emphasizes the importance of cultural understanding
in the theme of a language. It is a fact that the meaning and context of the same
sentence can vary based on the culture of users. However, there is a lack of research
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on how cross-cultural differences should be handled operationally for the semantic
analysis of an online conversation.

5.3 Limited Understanding of Psychological Aspects
Gaining a profound knowledge of predators’ modus operand and their motivation
has the potential to improve detecting offenders before the crime happens. It is
wise to perform an interdisciplinary approach in various areas such as psychology,
linguistics, computer scientists, and law enforcement agencies such as the police to
gain a better and more reliable model where we exploit complementary knowledge
from different domains.

5.4 Deceptive Features
Online child molesters might abuse the knowledge about the children’s patterns
in writing. They can learn children writing styles and try to use this knowledge
to conceal themselves behind imitated child patterns to avoid possible detections.
The extracted features from the imitated behaviour are deceptive and challenge the
performance and reliability of automatic grooming detection.

5.5 Generalizability of Grooming Detection Models
The generalizable grooming detection model requires the model to be tested on
various types of datasets from different resources. It is challenging to test the
generalizability of a grooming detection model due to the security and privacy
issues of accessing predatory datasets.

5.6 Fusion
It is critical to collect the keystroke dynamics features along with the texts from
online platforms. Chatlogs have both text features and keystroke dynamics char-
acteristics. Applying both feature sets for training machine learning models in-
creases the performance since they provide more information about the conversa-
tions. Therefore, it is wise to build a model that considers both feature sets for
deciding if the chat is suspicious.
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Chapter 6

Article 1: Online Grooming
Detection: A Comprehensive
Survey of Child Exploitation in
Chat Logs

Borj, P. R., Raja, K., & Bours, P. (2022). Online grooming detection: A com-
prehensive survey of child exploitation in chat logs. Knowledge-Based Systems,
110039.

6.1 Abstract
Social media platforms present significant threats against underage users targeted
for predatory intents. Many early research works have applied the footprints left
by online predators to investigate online grooming. While digital forensics tools
provide security to online users, it also encounters some critical challenges, such
as privacy issues and the lack of data for research in this field. Our literature re-
view investigates all research papers on grooming detection in online conversations
by looking at the psychological definitions and aspects of grooming. We study
the psychological theories behind the grooming characteristics used by machine
learning models that have led to predatory stage detection. Our survey broadly
considers the authorship profiling research works used for grooming detection in
online conversations along with predatory conversation detection and predatory
identification approaches. Various approaches for online grooming detection have
been evaluated based on the metrics used in the grooming detection problem. We
have also categorized the available datasets and used feature vectors to give readers
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a deep knowledge of the problem considering their constraints and open research
gaps. Finally, this survey details the constraints that challenge grooming detection,
unaddressed problems, and possible future solutions to improve the state-of-the-art
and make the algorithms more reliable.

6.2 Introduction
Different online messaging platforms such as chat functions and instant messaging
applications in social networking sites have evolved as an alternative to a stand-
ard communication medium. Such platforms allow individuals to exchange mes-
sages peer-to-peer without explicit content moderation, which can be exploited
for various malicious intents. The internet-facilitated malicious activities vary
from normalizing certain destructive behaviours by online extremism organiz-
ations [107, 108], disseminating fake news [109, 110] and spammers [111] to
drastically impacting users’ mental health [112]. Targeted chats can be used to
spread hatred [113], manipulate the victim for propaganda, coordinate criminal or
terrorist activities [107, 108, 3], radicalization, and in the worst of scenarios to
target under-aged online users (minors and children) for sexual favors and abuse
[4, 114]. Unlike in public chats or discussions, targeted messages, in most cases,
exploit an already existing online relationship with the other group members in
the network [107, 108, 115]. In cases where such prior relation does not exist,
the malicious actor spends time building the relation, often referred to as online
grooming, and eventually targets the victim [116].

Research on the retrospective view of online grooming experienced by minors
showed that 25% of the minor participants talked with adult strangers [5, 6]. More
importantly, 65% of those who spoke with a stranger experienced sexual solicit-
ation from an adult stranger. 23% of participants revealed that they had conver-
sations with stranger adults that followed a grooming pattern, and around 38% of
them established a confidential relationship with the groomer [5]. Another report
by the National Center for Missing and Exploited Children (NCMEC) 1 shows
that more than a million child abuse cases were reported in 2019 [6]. Also, the
technology companies reported to the US National Center for Missing and Ex-
ploited Children (NCMEC) over 45 million photographs and videos of sexually
abused children, and New York Times claimed that this number increased twice in
only one year [6]. The increasing number of these reports leads to a concern that
requires attention.

The internet offenses against adolescents vary from exchanging child pornography
to finding potential victims, engaging in a dangerous relationship, and normaliz-
ing certain destructive behaviours to lower the child’s inhibition. Much research in

1https://www.missingkids.org/home

https://www.missingkids.org/home


6.2. Introduction 47

digital forensics has been produced in detecting online sexual predators. However,
the majority of them have focused on children’s images and videos [4, 10, 11, 7].
For instance, Lee et al. [7] provided a comprehensive survey on child sexual abuse
material detection. The main focus was distribution methods, policy and legal
framework dimensions, and detection applications and implementations. They
mostly surveyed information about image hash database, keywords,web-crawler,
detection based on filenames and metadata, and visual detection [7].

Detecting such offenses in public communications on social media and public
chats is relatively easy, as they can be monitored by employing content moder-
ators who assess the content manually or through an automated mechanism such
as using profanity filters [117, 118]. Automated public chat/discussion modera-
tion algorithms can be devised using large-scale training data. However, several
challenges can be foreseen in devising and using the algorithms effectively. For in-
stance, large-scale data may not be available for training moderating algorithms, or
the privacy regulations impose restrictions on using such data even when available
[12, 119, 120, 16]. Such challenges have a hindering impact on the advancements
for preventing misuse of online messaging platforms.

A robust and automated surveillance system that increases children’s security on
online platforms requires an in-depth knowledge of a predator’s behaviour. Un-
derstanding the online predators’ patterns facilitates better detection mechanisms,
thereby educating children to react appropriately in dangerous situations. At the
same time, digital forensics cases require operational evidence that can be used in
court, which leads to the analysis of massive amounts of data and increases the
forensics investigation load [121]. Since monitoring private messages in different
applications is more challenging, in this research, we mainly focus on cases where
child predators use different applications such as chat rooms and social network
applications (Twitter, Facebook, and Instagram) to engage in a relationship with
minors.

Despite the importance of the grooming problem, there is a lack of algorithmic
surveys for grooming detection on online chat logs. Few research surveys focused
on online harassment and sexual predation on online platforms [122, 123, 31].
For instance, Razi et al. [31] reviewed various approaches for sexual risk de-
tection from a human-centered view considering sex trafficking, sexual harass-
ment, and sexual grooming, and Miljana et al. [122] investigated the diversity
of cyber-aggression, cyberbullying, and cyber-grooming and identified their target
categories. We mainly focus on analyzing all the works related to peer-to-peer
chat communication for sexual abuse of minors on online platforms, considering
the tremendous threats to children and minor victims. Especially our primary goal
is to provide an extensive survey on a scenario where a predator (i.e., a malicious
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actor with an intent to get sexual favors from minors) targets a victim.

Figure 6.1: Overall Contributions of this Research Work

6.2.1 Contributions

To the best of our knowledge, this is the first survey that reviews all research work
on grooming detection focusing on chat logs. We detail and compare all research
works based on an algorithmic performance perspective, considering the psycholo-
gical theories behind the grooming characteristics used by machine learning meth-
ods for grooming detection in chat conversations. The contributions of this work
are listed below:

• Using an algorithmic performance evaluation perspective, we propose a con-
ceptual framework for systematically reviewing online grooming detection
literature, mainly on chat conversations.

• We survey the psychological investigation of the grooming procedure by
various research works. Also, our survey shows how machine learning mod-
els have applied grooming attributes for grooming stage detection based on
psychological theories.

• This research gives a profound explanation of feature sets along with their
constraints and potential solutions. Also, the available datasets are listed
considering the limitations to supplement the readers with the state-of-the-
art.

• This survey discusses the role of authorship profiling in grooming detection
in the early stages by studying the existing works on text mining and key-
stroke dynamics that cope with detecting the age and gender of authors on
social media.

• We also categorize author profiling research papers based on feature sets and
data for age and gender detection works.
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• This survey details open research problems and the potential gaps in on-
line grooming detection literature to benefit the reader with a piece of more
profound knowledge.

• Present potential future works to improve the algorithms in real-time scen-
arios.

Figure 6.1 represents the overall contributions of this research work.

It should be noted that our primary focus in this survey is chatlogs and short text
analysis for grooming detection. This research paper does not include the dark
web investigation for child exploitation material such as image processing, hash
databases, and distribution methods [4, 10, 11, 7]. The taxonomy of this survey
paper is illustrated in Figure 6.2.

The remainder of this paper is organized as follows. Section 6.3 first gives an over-
view of online grooming definitions and analyzes the psychological perspectives of
sexual predators and different grooming characteristics. Section 6.4 breaks down
the problem into different categories where Section 6.4.1 presents the available
datasets for the research, and Section 6.4.2 discusses the various feature vectors
that have been used in research works. We will also discuss how the performance
of each method for grooming detection is evaluated in Section 6.4.3. The paper
continues by surveying various grooming detection techniques in Section 6.4.4.
Section 6.4.4 also describes how the grooming characteristics were used for detect-
ing online grooming stages. Then in the same section, we detail previous research
works for predatory conversation detection and predatory identification. Section
6.4.4 also summarizes the authorship profiling techniques for cyber-grooming pur-
poses in online platforms. Section 6.5 discusses the challenges and open gaps of
grooming detection and possible solutions along with its constraints, and finally,
we conclude the paper in Section 6.6.

6.3 Online Grooming

6.3.1 Definition of Online Grooming

Online grooming is defined as a process performed by malicious actors such as
pedophiles to entrap their victims [16, 17]. However, it is recommended not to use
the term ’pedophile’ to define grooming as it is used only after a precise clinical
diagnosis and can not be used for all offenders [15]. One of the first comprehensive
definitions of grooming was given by Craven et al. [15] as below:

process by which a person prepares a child, significant others, and the
environment for the abuse of this child. Specific goals include gaining
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Figure 6.2: The proposed taxonomy for online grooming detection problem

access to the child, gaining compliance, and maintaining the child’s
secrecy to avoid disclosure. This process strengthens the offender’s
abusive pattern, as it may be used to justify or deny their actions.

Online grooming is a process to gain, persuade, and engage a child in sexual activ-
ity where the internet is used as a medium for access. The offender tries to avoid
disclosure by keeping the victim’s secrecy [36, 19, 37, 38]. One should consider
that the grooming’s psychological effect might be as intense as the physical effects
since it can change the victim psycho-socially. The following section will discuss
some previous research works that have investigated the psychological aspects of
online grooming for the reader’s convenience.

6.3.2 Psychological Perspectives of Online Grooming

Child grooming has been researched in many works, including social and psycho-
logical areas [116, 124, 35, 125]. Predators have different interests, such as curi-
osity viewing, cyber sex, or distribution of child abuse material. The individual
differences between predators make online grooming detection complicated. Psy-
chological research has shown that grooming detection is multifaceted and com-
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plex due to its variation in the period, type, and intensity. Therefore, it is difficult
to predict where the grooming starts and when it is done [34]. In some cases of
child abuse, it is challenging to detect the incident before the predator gains ac-
cess to the victim physically [34]. In addition, some predators like to meet the
victim in person (called hands-on child predators or Contact Child Sex Offenders
(CCSO)). At the same time, some are just fantasy-driven, and they are not willing
or interested in meeting the child in the real world (Fantasy Child Sex Offender
(FCSO)) [35]. Predators who intend to meet their victims in person have differ-
ent motives than those who merely have sexual fantasies about their victims [35].
Predators who target their victims online without meeting them in the real world
face a minor punishment, making them less reticent to perform harmful online ac-
tions. The threat of the fantasy-driven predator is as critical as the threat of the
contact-drive predator because they are more likely to repeat their online acts. At
the same time, they can harm the victims both physically and psychologically [35].
Investigating the demographic features of online predators has also indicated that
online predators are mostly younger than offline child abusers, and they are single
and unemployed [124].

Chiu et al. [35] have performed exploratory research to investigate the difference in
the content of an online predatory conversation of a contact-driven predator versus
that of a fantasy-driven predator who does not have any intention to meet the victim
in person. The data included 4353 messages where there were 12 victims and
nine predators. They coded each conversation in various manners with a computer
annotation program, defined different hypotheses for messages, and explored their
theory by applying Statistical Discourse Analysis (SDA) [125]. It was found that
generally, predators talk about their prior experience with the new victim to build
a confidential relationship. They also use particular words such as first-person
pronouns and negative and positive emotional expressions. However, a difference
is that some predators use grooming tactics to convince the victim to meet online
while the other predators do not [35].

Online grooming’s manner and timing can differ from face-to-face cases [33]. Al-
though they might have some similarities in conversing about traveling, parents,
analyzing parents’ work time, and sexual conversations about past relationships
[85]. Whittle et al. [116] studied the impact of online grooming on victims by in-
terviewing eight young victims who were abused through online grooming. It was
shown that as the child’s level of vulnerability increases, online grooming would
affect the victim more adversely.

Further, it can be challenging for police and family or community members to de-
tect the grooming before the abuse occurs as predators vary in their strategies re-
garding their fear of getting caught [19]. When the parents and people around the
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victim do not know grooming tactics, it is difficult to distinguish a child groom-
ing conversation from an adult’s typical interaction with the child. Winters and
Jeglic [19] investigated the possibility of grooming recognition by people. They
performed an experiment where participants were asked to read some vignettes
and rate the likelihood of a person being a child molester. It was discovered that
people might not detect the potential writing pattern of a child predator, and giving
hindsight could bias the result of rating by overestimating the likelihood that if the
person is a predator [19].

6.4 Online Grooming Detection
The goal of grooming detection is to build operational evidence to apply in a court
of law while challenging considering the tremendous number of online cases. Pat-
tern recognition and machine learning methods have facilitated extensive data ana-
lysis, including investigating chat logs in an automated manner. They have been
well explored for finding the potential threats in online platforms. The approaches
typically consist of collecting the relevant data, extracting the most relevant fea-
tures, and devising a classifier for arriving at a decision [38, 41, 30, 17, 38, 41, 42,
40, 71, 91, 65, 92, 24]. These approaches, if suitably engineered, can also provide
a faster processing time to detect predators at an early stage and decrease online
threats to young victims.

To give a complete overview of online grooming detection, we present relevant
data and feature vectors used in different research works in the following sections.
We continue discussing how previous works [38, 41, 30] tried to detect online
grooming with different perspectives. Some works [17, 38, 41, 42, 40] have ex-
plored various phases of grooming to investigate the different themes in online con-
versations, while others focused on predatory conversation detection [26, 25, 28],
predatory identification [55, 50, 30], or author profiling [71, 91, 65, 92, 24].

6.4.1 Datasets

Online grooming mostly happens on private chat logs on social media or open
chat platforms. Therefore, the relevant data for online grooming detection should
have the same characteristics as the chat logs on mentioned platforms. Due to the
non-availability of such data, many research works have identified datasets with
similar characteristics for devising algorithms for online grooming and predator
conversation detection [38, 41, 30, 17, 38, 41, 42, 40, 71, 91, 65, 92, 24, 26, 25, 28].
They have used different datasets for grooming detection, and Table 6.1 represents
an overview of various datasets used in various research for grooming detection.
We detail the same in the following sections and discuss the relevance of such
datasets for the problem.
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Data Sources Ref
www.perverted-justice.com [16, 17, 38, 41, 30, 42, 40, 43, 44, 45, 46, 18, 47, 48]

Predatory Data PAN2012 [49, 28, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63]
MovieStarPlanet [64]
www.literotika.com [41, 42, 44]

Non-Predatory Data http://www.irclog.org [30]
http://krijnhoetmer.nl/irc-logs [30]
Omegle [30]
Twitter [65, 66, 67, 68, 69, 70, 14]
Blogs, Book Reviews [18, 47, 71]
British National Corpus(BNC) [72, 73]

Table 6.1: A summary of datasets used for grooming detection in previous works

Datasets for Online Grooming Detection

A popular dataset source for predatory detection is the perverted justice website2.
Perverted Justice Foundation, more commonly known as Perverted-Justice (of-
ten shortened to PeeJ or PJ), is an American organization based in California
and Oregon where police officers pretend to be children to attract and trap pred-
ators. Ashcroft et al. [18] used the Perverted-Justice website to include texts
written by predators and also used book reviews, blogs, and chat logs for non-
predatory texts. Along with the PJ dataset, Sulaiman et al. [44] used Literotica
(www.literotika.com) data that contains conversations between adults that express
their passion legally about sexual topics.

Recently, multiple works [28, 55, 50, 53, 52, 59] have used the PAN2012 [30] data-
set in which the primary goal was to identify sexual predators. The dataset contains
chat conversations from 4 different sources. Two of these are regular IRC chats that
contain non-sexual chats. These two sources are from two websites, i.e., http://
www.irclog.org/ and http://krijnhoetmer.nl/irc-logs/. The third
source used for the PAN2012 dataset was chatlogs from the Omegle chat service.
The Omegle chat service intends to connect two adults for a chat randomly. A large
part of the conversations on Omegle has a sexual character. These are not classi-
fied as predatory conversations, as the participants in these chats are all adults. The
data on sexual topics between adults cover the false-positive cases in the dataset
for grooming detection. Finally, the fourth source used was (parts of) conversa-
tions published on PJ. Complete conversations on PJ have often been split into
multiple conversations in the PAN2012 dataset, depending on the time between
the messages (for details, see [30]). Approximately 4% of the conversations in
the PAN2012 dataset are from PJ and therefore classified as predatory, while the
remaining conversations are considered non-predatory.

Online game platforms also provide a possibility for private and public commu-

2http://www.perverted-justice.com/

www.perverted-justice.com
 www.literotika.com
http://www.irclog.org
http://krijnhoetmer.nl/irc-logs
http://www.irclog.org/
http://www.irclog.org/
http://krijnhoetmer.nl/irc-logs/
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nication. In games where children play, there will also be a potential risk that
predators form a threat to minor users. Following the same motivation, Cheong et
al. [64] used MovieStarPlanet as a source for data to detect grooming behaviour in
online game platforms.

Datasets for Attributes Detection

Previous works [72, 73] have used the British National Corpus3 (BNC) to address
online grooming detection by looking at the author’s style and author information.
For instance, Koppel et al. [72] were able to identify the gender of the author
with reasonable accuracy, analyzing a large corpus of formal written texts (both
fiction and non-fiction) from the British National Corpus. Tam and Martell [126],
and Lin [127] used the data collected from chat rooms for age detection and author
profiling. Also, some previous research works [65, 66, 67, 68, 69] have used tweets
to determine the online authors’ demographic attributes.

Dataset Constraints

Each of the used datasets has limitations that challenge online grooming detection.
We detail these limitations of the datasets in the cyber-grooming problem below:

• Imbalanced Data: Grooming conversations are a small portion of the massive
number of conversations taking place on online platforms. A dataset for
online grooming detection should follow a similar distribution. In [20], it
was shown that the number of predatory queries on a particular peer-to-peer
network was approximately only 0.25% of all queries. The percentage of
predatory conversations might be higher for online chat applications, but
it will probably still be low compared to the percentages of non-predatory
conversations. Also, the percentage depends heavily on the particular chat
application. For example, an application-specific for children will attract
more sexual predators than a chat to discuss football or car models. It can be
assumed that a dataset resembling a real-life situation will be biased, making
it challenging to find the predatory behaviour patterns for devising efficient
machine learning methods. The highly imbalanced data has made detecting
sexual predators on online platforms complicated. Therefore, it is critical
to have balanced data using machine learning methods to solve a problem
while it is highly imbalanced. Some papers attempted to consider this setting
and have tried to address this as an imbalanced data problem [27, 51, 62, 63].

• Non-Standard Structure: Chat logs, blogs, and tweets are short texts, and
it is more challenging to analyze them than the standard text, in which

3http://www.natcorp.ox.ac.uk/

http://www.natcorp.ox.ac.uk/
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context information and large sentence constructs give enough information.
Short chat texts have different structures, contain spurious information, and
are full of grammar errors, abbreviations, slang words and phrases, and
spelling mistakes. So, it is challenging to gain information about the con-
versation partners to detect grooming.

• Security and Privacy Issues: A crucial challenge in finding online predat-
ors is gathering the data. Access to archived data of chats between victims
and predators is challenging due to significant privacy and legal issues. On-
line service providers for chat platforms do (generally) not record chat data;
even if it is collected, this data is not publicly available for research. In addi-
tion, collecting this data requires the informed agreement of the participants.

6.4.2 Features for Online Grooming Detection

Predatory conversation data has different characteristics when compared to non-
predatory conversation data. The characteristic differences stem from the writing
style between two specific persons, between classes of persons (e.g., adults versus
children), or between the themes of the conversation or text. Previous works have
applied different feature vectors to capture different characteristics of the predators
for grooming detection [28, 24, 53, 52, 51, 62, 63, 61]. Different methods to ex-
tract information from chat logs, including stylometry, Keystroke Dynamics (KD),
and features that capture the psychological characteristics of the authors, such as
Linguistic Inquiry and Word Count (LIWC) and authors’ activities like chat-based
feature vectors, have been explored. This section first gives an overview of dif-
ferent stylometry features such as the one-hot representation of a word/text and
distributed representations of word vectors that are the statistical analysis of vari-
ations in the writing style. Then, it introduces LIWC, chat-based characteristics,
and KD feature vectors.

• Bag of Words (BoW) is the conventional method for creating a one-hot
representation of a text. It can be regarded as a dictionary of all possible
words or tokens that do not consider their relationship. BoW representation
provides a high-dimensional vector (for instance, 10000 or more), where
a text is represented in a sparse manner where most of the values in BoW
vectors are zero except the ones that represent the dictionary words in the
text. A disadvantage is that it can provide the same feature vectors for dif-
ferent texts with different meanings. Various techniques have been further
proposed to code the non-zero entries in BoW feature representations to
improve the feature representation, such as Binary, Term Frequency (TF),
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Term Count (TC), and Term Frequency-Inverse Document Frequency (TF-
IDF) [128, 129, 130, 131]. BoW features for sexual predatory detection has
been well used by a number of previous works [16, 51, 62, 63, 54, 50, 47,
61, 55, 26, 28, 53, 52, 48, 56, 64, 57, 60, 59].

Suppose that the data set D is defined as D = X ∗ Y where X represents
the set of n documents, i.e. X = {d1, d2, ..., dn}. Each document can be
represented by an m-dimensional feature vector, where m is the size of the
dictionary. Document i is represented as di = (f i

1, f
i
2, ..., f

i
m), where f i

j (for
j ∈ {1, ...,m}) represents the feature value for the jth word in the dictionary
in document di. Y contains the class labels for the sexual predatory detec-
tion problem. The values of Y can be represented by {predatory, non −
predatory} or simply by 0 and 1, representing predatory and non-predatory,
respectively. The BoW models (Binary, TC, TF, and TF-IDF) determine the
feature values based on the word occurrence in each document without con-
cerning where each word has occurred in the document and the relationships
between the words.

We provide a simple illustration of each BoW technique for the reader’s
convenience. Suppose we have three documents, where document 1 is "I
live with my parents. I work at a hospital", document 2 is "My parents are
at work" and document 3 is "I work at a hospital". BoW considers all the
words found in the three documents as live, with, parents, are, at, work, I,
hospital, my, a, and the size m of the dictionary is ten in this example. So,
each document is represented by a feature vector of length ten. Each BoW
model calculates the feature vector based on the explanation given below.

– Binary: If a word is present at least once in the document, the entry
value will be set as 1. So, the feature vectors for each document
in the above example will be: d1 = [1, 1, 1, 0, 1, 1, 1, 1, 1, 1], d2 =
[0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0], and d3 = [0, 0, 0, 0, 1, 1, 1, 1, 0, 1]. Mul-
tiple researchers have applied binary representations for extracting lex-
ical information to detect predators [28, 55, 50, 51].

– Term Count (TC): The entry value shows the number of appearances
of the words in the document. The weight of the vector displays the
number of words in the text. The feature vectors for the example will
be: d1 = [1, 1, 1, 0, 1, 1, 2, 1, 1, 1], d2 = [0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0],
and d3 = [0, 0, 0, 0, 1, 1, 1, 1, 0, 1]. Borj et al. [28] used TC as one
of the feature vectors for analyzing the sexual predatory conversations,
and the results showed that it could detect online grooming conversa-
tions with good performance.

– Term Frequency (TF): The fraction of the words’ appearances is the
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entry value for each word in the text representation. In other words, it
is a normalized version of the TC values.

TF (t) =
nt

nd
, (6.1)

where nt is the number of times word t appears in a document d, and
nd is the total number of terms in the document d. The feature vector
of d1 of the example will be:
d1 = [ 110 ,

1
10 ,

1
10 , 0,

1
10 ,

1
10 ,

2
10 ,

1
10 ,

1
10 ,

1
10 ]

,
d2 = [0, 0, 16 ,

1
6 ,

1
6 ,

1
6 ,

1
6 , 0, 0,

1
6 , 0]

, and d3 = [0, 0, 0, 0, 15 ,
1
5 ,

1
5 ,

1
5 , 0,

1
5 ].

Many documents or chat conversations contain many common words,
while some are repeated more in some discussions. For instance, a
higher frequency of words that express compliments may indicate on-
line grooming occurring in a predatory conversation. Accounting for
the frequency of a word in online chat logs can therefore help detect
grooming conversations [28, 55, 54].

– Term Frequency-Inverse Document Frequency (TF-IDF): If a word
appears in many documents, it might not provide enough information
for discriminating between different types of documents [132]. TF-
IDF can provide feature vectors with vital information as it primarily
considers the critical terms in each document. Therefore, it gives a
lower value to the words in many documents and a higher value to the
discriminative words seen in particular chat conversations. In other
words, discriminatory terms have more power to distinguish the docu-
ments from each other, and TF-IDF applies this to enhance the feature
vector [132].

TF-IDF computes the feature values based on the term frequency and
the inverse of the document frequency [132]. Equation 6.2 shows how
TF-IDF is computed:

wi,j = tfi,j × log

(
N

dfi

)
(6.2)

Here, the frequency of word i in document j is represented by tfi,j .
Furthermore, N is the total number of documents, and dfi represents
the number of documents containing word i, and finally, wi,j is the
feature value of word i when representing document j in the TF-IDF
vector representation. For instance, the TF-IDF value for the term live
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in document d1, will be:

wlive,d1 = 0.1× log

(
3

1

)
= 0.158 (6.3)

The term live only appears in document 1, while for example the term
parents, that appears in 2 documents, would get a value of wparents,d1 =
0.058. The term at, appearing in all 3 documents, would get a value of
wat,d1 = 0.
It should be noted that TF-IDF is the most common representation
technique used for sexual predatory detection problems among the
BoW techniques as it can distinguish the most discriminative words
for representing a predatory conversation [62, 63, 54, 50, 61, 55, 26,
28, 52, 53, 60, 59].
The description so far assumed that the dictionary on which the BoW
features are based contained single words, while also pairs of con-
secutive words (called bigrams) are used in many papers. In some
cases, using bigrams improved performance in detecting sexual pred-
ators [56, 57, 76]. Although Pendar [16] used trigram features (a com-
bination of 3 consecutive words in a text), the use of unigram and TF-
IDF feature vectors has shown a better performance.

• Word Embedding is a distributed representation of a text. While the stat-
istical analysis of word occurrence is one of the primary methods for text
analysis, the approaches mentioned above do not capture the meanings of
the words. In addition, chat texts are short, and the bag of words features
have sparsity problems. Distributed representations of word vectors create
the word vector structures based on word analogies, concerning their sev-
eral dimensions of difference. For example, word2vec [133] and GloVe
[134] feature vectors provide the most used distributed representations for
text analysis with dimensions of the feature vectors between 100 and 300.
Word2Vec and Glove are described as follows:

– Word2vec: is a distributed representation of word vectors. There are
two techniques to compute the Word2vec features: the continuous Bag
of word model and skip-gram model [133]. Continuous Bag of word
(CBoW) is the simple extension of a bigram model. Figure 6.3 is an ex-
ample of the CBoW method where given the four surrounding words:
’you’, ’have’, ’close’, and ’friends’, it is desired to predict ’any’ as the
middle word for this context.
The skip-gram model gets one word as an input and predicts the con-
text words [133]. For instance, suppose we have only one word wt that
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Figure 6.3: CBoW example

we desire to predict given context words wt−1, wt−2, wt+1 and wt+2.
It can be said that skip-gram is the opposite of CBoW, where the target
word is the input while the context words are the outputs [133].

– GloVe: To give a short description of the aspects of the GloVe method,
assume that matrix X contains the word-word co-occurrence counts
where Xij represents the number of times word j occurs in the context
of the word i. Now

Xi =
∑
k

Xik (6.4)

is the number of times any word appears in the context of word i, and
hence,

Pij = P (j|i) = Xij

Xi
(6.5)

is the probability that the word j occurs in the text of the word i. For
word k that is related to word i, but not to word j, the ratio Pik/Pjk is
significant, and similarly, for word k related to word j but not related
to word i the ratio Pik/Pjk is small. Therefore, it can be noted that the
ratio can distinguish relevant words from irrelevant words better than
the raw probability [134]. So, the model for GloVe is extracted from
the general model below (more details can be found in [134]):

F (ωi, ωj , ωk) =
Pik

Pjk
(6.6)

The distributed representation of word vectors such as GloVe and Word2vec
can distinguish the meaning of the words used in different contexts. How-
ever, the BoW feature vectors do not consider the analogies and changes be-
cause of a word’s different meanings and locations in the text. For instance,
combining the words ’dog’ and ’toy’ can result in different word vectors
applying distributed representation of word vectors. At the same time, the
BoW models give the same feature vector regardless of different meanings.
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Some works have used Word2vec, and GloVe feature vectors for detecting
sexual predatory conversations [28, 53, 58]. There exist other word embed-
ding systems like BeRT [135], ELMo [136] and fastText [137], but these
have been less used in cyber grooming detection so far.

• Affective features & LIWC: : Some child offenders display feigned emo-
tion and affection to make the impression that they are in love with the minor
victim [74]. Tightening the trust link by showing false emotion is a tech-
nique that some predators perform to get the minor victim under control for
further harmful actions [74]. Capturing the psychological characteristics by
the words can reveal the affective features of a conversation. Linguistic In-
quiry and Word Count (LIWC) [75] provides psycholinguistic profiles for
the conversations revealing the emotional and psychological aspects of the
data where it considers the level to which groups use different categories
of words. LIWC features capture the psycholinguistic characteristics of
the documents, including the affective characteristics displayed by a child
groomer. It analyzes textual documents and provides various personal in-
terest categories (e.g., love, emotion, work, home, leisure), psychological
categories, and punctuation groups. Parpar et al.[60] have categorized 80
types of LIWC features that were used for predatory detection in chatrooms.

• Chat-based features capture the authors’ activity in online conversations,
such as the ratio of initiating the topics of conversation by the user, the per-
centage of written lines by a user, and the time spent online. Online predat-
ors mostly initiate the conversation topics to gain enough information about
the victim and assess the risk. Their primary way to gather information is by
asking many questions [26]. Chat-based features capture all these predators’
actions, such as the percentage of a conversation started by a user. It has also
been shown that online predators are emotionally unstable and prone to lose
their temper and be anxious [76]. The chat-based characteristics determine
the type of conversation, for example, if it is negative or anxious. Parapar et
al. [60] pointed out that the activity of the author and the time of the chats
(e.g., if the chats happened late at night) could also be used as a feature for
detecting predatory chats.

• Keystroke Dynamics (KD) features: Keystroke Dynamics is a behavioural
biometric that can authenticate or identify users based on how they type
on a keyboard. In KD, one can only measure when a key is pressed down
and released, giving (together with the key code of the key that is pressed)
two raw timing features per key used from which several features can be
extracted. First, per typed key, one can calculate the time the key was held
down by looking at the difference between the time the key was pressed and
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rereleased. This feature is called duration and is sometimes referred to as the
hold time in literature. Second, one can calculate the latency between pairs
of keys, i.e., the time elapsed between releasing the first key and pressing the
following key. Latency is sometimes also referred to as flight time. There
are four variations of latency, and the one described above is also referred to
as the RP-latency [138, 78]. Alternatively, one can look at the time between
pressing the first and next key (PP-latency) or the time between the release
of these two keys (called RR-latency). Finally, PR-latency is the elapsed
time between pressing the first key and releasing the following key (Please
refer to [138, 78] for an in-depth introduction to KD). Besides its natural use
for authentication, KD can also be used to determine the authors’ emotional
state [139, 140, 141, 142], and emotional states can again help to detect
the predators as they are not emotionally stable [76]. Borj and Bours [25]
used KD feature vectors to detect authors that lied about their demographic
information, such as age and gender, in chat conversations.

Figure 6.4 displays a summary of the proposed data and features.

Figure 6.4: Data and Features in Sexual Predatory Detection

Constraints of the Feature Vectors

Some constraints challenge discriminative and stable feature extractions for chat
messages. For example, the chat messages do not follow the standard pattern for
writing, and they contain many slang words. The BoW techniques cover all the in-
formation, including non-sense words and slang, by creating a large sparse matrix.
The sparse feature matrix can impact the performance of many machine learning
methods for detecting sexual predators. Cardei and Rebedea [51] extracted dif-
ferent types of features such as question ratio, underage expression ratio, above
age existence, and slang words ratio and combined them with the BoW feature
sets. As mentioned above, the sparse feature vector can negatively impact the
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grooming detection performance. Therefore, applying a feature selection method
helped improve the performance, considering the most discriminative feature space
for sexual predatory detection from the chat logs. There are several methods for
feature selection, including Mutual Information (MI), chi-squared, or frequency-
based feature selection. For instance, Cardei and Rebedea [51] used MI to consider
the power of presence/absence of a term in making the right classification decision
for each class by using SVM [51].

Zuo et al. [62] proposed a fuzzy-rough feature selection approach that captures
the uncertainty resulting from the lack of rigid boundaries in the dataset’s various
classes by demonstrating the concept’s lower and upper edges. They first per-
formed feature extraction based on BoW and TF-IDF approaches. Zuo et al. [62]
then reduced the feature space by applying the fuzzy-rough method to select the
most discriminative features and speed up the process. Finally, using the reduced
feature sets, the authors [62] experimented with the online grooming detection on
the PAN2013 dataset by using four classifiers, including Gaussian Naive Bayes
(GNB), Random Forest (RF), AdaBoost (AB), and Logistic Regression (LR) [62].
The BoW methods do not cover the relationship between the words and make the
same feature space for words with different contexts. Thus, the same feature sets
of the various conversations decrease the performance for detecting the predators.

The word embedding methods such as GloVe and
Word2vec cover the relationship between words and the semantic information in
chat conversations. However, the pre-trained word embeddings trained using gen-
eral documents such as Google News data are unsuitable for sexual predatory
detection problems because chat logs contain many out-of-vocabulary and slang
words [53]. For instance, the chat sentence ’r ur parents der’ contains some words
such as ’der’ and ’ur’ that are not defined in the dictionary of words [53].

6.4.3 Performance Metrics

Cyber grooming detection is posed as a two-class classification problem. The
predatory conversations class is usually considered a positive class and the non-
predatory conversations as negative. The True Positive (TP) samples are con-
sidered all the samples in the positive class classified as positive samples by the
classification algorithm. Similarly, True Negative (TN) are negative samples clas-
sified as negatives by the classification algorithm. A positive sample classified as
a negative sample is considered a False Negative (FN) classification, and a False
Positive (FP) is defined as a negative sample classified as positive.

Many works have applied the standard evaluation metrics for analyzing the per-
formances of their methods based on TP, TN, FN, and FP, such as Accuracy, Pre-
cision, Recall, and F-score. We give a brief definition for each metric below:
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• Accuracy is the fraction of correct predicted labels for all samples, i.e.

Acc =
TP + TN

TP + FP + TN + FN
(6.7)

• Precision is the ratio of the detected relevant samples (TP, i.e., correctly
identified sexual predators or predatory conversations) and all detected samples
(contains both TP and FP samples), i.e.,

P =
TP

TP + FP
(6.8)

Precision indicates the probability that a sample classified as predatory is, in
fact, predatory.

• Recall is the fraction between detected relevant samples (TP) and all the
actual relevant samples, i.e.

R =
TP

TP + FN
(6.9)

Recall indicates the probability that a predatory sample will be detected as
such by the classification algorithm,

• F-score: is the weighted harmonic mean between precision and recall and
is defined as

Fβ = (1 + β2) · P ·R
β2 · P +R

(6.10)

Where β is a positive real factor and can be varied to put more weight on
either precision or recall.

The ten best results of the PAN2012 competition for identifying predators are given
in Table 6.2. The ranking for the PAN2012 competition was based on the F0.5

score, so we kept that ranking here too. Further, Table 6.3 presents various works
and their best performance for the problem based on the metrics mentioned above.

Constraints of Performance Metrics

The predictive scores resulting from different classification models for finding
sexual predators have an essential role in many areas, particularly the cases re-
lated to law enforcement decisions (for example, in courtrooms). Therefore, the
fairness of the machine learning methods should be analyzed and considered care-
fully to avoid any mistake that can harm people’s lives. For instance, the data for
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Participants Precision Recall F0.5 F1 F2

Villatoro et al. [61] 0.98 0.79 0.93 0.87 0.82
Snider * 0.98 0.72 0.92 0.83 0.76
Parapar et al. [143] 0.94 0.67 0.87 0.78 0.71
Morris & Hirst [57] 0.97 0.61 0.87 0.75 0.66
Eriksson & Karlgren [144] 0.86 0.89 0.86 0.87 0.89
Peersman et al. [71] 0.89 0.59 0.81 0.72 0.64
Grozea & Popescu * 0.76 0.64 0.73 0.70 0.66
Sitarz * 0.73 0.63 0.71 0.67 0.64
Vartapetiance & Gillam * 0.62 0.39 0.55 0.48 0.42
Kontostathis et al. * 0.36 0.67 0.39 0.47 0.57

Table 6.2: The best results reported on PAN2012 dataset, ranked based on F0.5 scores.
Note - * indicates no corresponding article available.

Ref Year Accuracy F0.1 F0.5

Pendar et al. [16] 2007 - 0.94 -
Parapar et al. [143] 2012 - 0.84 -
Villatoro et al. [61] 2012 0.92 0.87 0.93
Bogdanova et al. [76] 2012 0.97 - -
Cheong et al. [64] 2015 0.93 0.78 0.86
Ashcroft et al. [18] 2015 0.99 - -
Ebrahimi et al. [52] 2016 0.99 0.77 -
Ebrahimi et al. [53] 2016 - 0.80 -
Cardei et al. [51] 2017 - - 0.95
Escalante et al. [54] 2017 - 0.94 -
Zuo et al. [62] 2018 0.73 - -
Zuo et al. [63] 2019 0.76 - -
Misra et al. [56] 2019 - 0.58 -
Bours et al. [50] 2019 - 0.94 0.97
Borj & Bours [26] 2019 0.98 0.86 -
Muñoz et al. [58] 2020 0.88 0.42 -
Fauzi & Bours [55] 2020 0.95 0.90 0.93
Borj et al. [28] 2020 0.99 0.96 0.98
Ngejane et al. [59] 2021 0.98 0.70 -

Table 6.3: The accuracy obtained by various state-of-art works in detecting online groom-
ing.

grooming detection is highly imbalanced, negatively impacting the accuracy met-
ric’s relevance [27]. The amount of positive samples (predatory conversation) is
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much lower than the number of negative samples. In the PAN2012 dataset, the
positive samples amounted to just 4%, and in Latapy et al. [20], for peer-to-peer
networks, it amounted to only 0.25%. If a method provides high accuracy, it does
not always mean that it will be efficient as the size of the negative class is enorm-
ous and can cover the incompetence of the method for detecting positive cases. For
example, if a dataset would contain 99% negative samples, then simply classifying
every test sample as negative would already result in a 99% accuracy. Therefore,
the approaches should be cautious and not select a technique based on accuracy
alone. It is desirable to integrate more human-centered models for developing and
evaluating grooming detection techniques to avoid any lifetime negative impact on
people’s lives [31].

It should also be considered that the F1-score gives the same weight to the recall
and precision, while it can be problematic for cyber-grooming detection. Inches
and Crestani [30] observed that it was important not to overload law enforcement
with investigating many false-positive cases. A false-positive sample would mean
that the law enforcement agency would investigate a falsely accused person, taking
time but not leading to any actionable results. Many false-positive cases would
mean that less time could be spent on actual positive cases. Considering this,
Inches and Crestani [30] used Fβ with β = 0.5 for ranking the performance results
of the PAN2012 competition. Other researchers have followed this suggestion
[61]. Some papers [50, 55] used a β value higher than one that would emphasize
recall and aim for a lower number of false negative classifications. A lower false
negative value would lead to fewer undetected positive samples [28, 26, 55, 50].

6.4.4 Online Grooming Detection Techniques

Researchers have conducted online grooming detection in different ways. While
some considered the stage direction of the chat logs, others focused on identify-
ing the predators and detecting suspicious messages. It also has been shown that
looking into the demographic attributes of the users facilitates the detection task
for finding adults soliciting minors. The remainder of this section will detail the
different techniques of online grooming detection, including grooming stage de-
tection, predatory conversation detection, predatory identification, and authorship
profiling.

Online Grooming Stage Detection

Grooming can consist of different stages, whether online or in real life. Research-
ers have considered different stages in the grooming process ranging from 3 to 6
stages. This section will describe various research works and discuss the stages
identified in the grooming process. We also describe how the various stages are
detected within a conversation.
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In many cases, victim selection is considered the first stage in the grooming pro-
cess [36, 39]. Researchers believe that selecting a victim depends on many factors
such as interest/attractiveness, ease of access, or perceived weak points and vul-
nerabilities of the child. Some research works [36, 39] showed that the victim’s
physical characteristics play a prominent role in being targeted (42%). Predators
mainly target children with vulnerable family conditions, such as living with single
parents, custodial cases, and drug or mental problems [36]. The predators can also
threaten children with psychological vulnerabilities. Psychological issues increase
the chances of isolating the victim from others while the victim suffers from some
problems such as low self-esteem, low confidence, insecurity, neediness, or naivety
[36, 39].

After finding the victim, the offender attempts to develop a trusted friendship.
Olson et al. [36] have described this phase of grooming as:

Deceptive trust development is the ability of a child molester to cul-
tivate relationships with potential victims and possibly their families,
intended to benefit the perpetrator’s sexual interests.

The deceptive trust development has the grooming process’s primary role where
predators obtain much information about the victim by being helpful, showing at-
tention, and sharing secrets from previous relationships [19]. Thus, the child/victim
gets the impression of having a confidential and exciting relationship that should
be kept secret. The main goal of the predator in this phase is to control and manip-
ulate the victim for further actions [36, 19].

Predators try to minimize the risk of danger by asking many questions, such as
about other users of the victim’s computer and if the parents have the passwords
to access the conversations [37]. Predators also make the victims aware that their
relationship is not appropriate to avoid jail in legal cases [37].

Generally, it can be said that sexual predators use different language themes in on-
line conversations [93]. Each theme displays distinctive cognition used by online
sexual offenders, such as discourse content, online solicitation, and fixated dis-
course [93, 145]. Notably, the discourse content demonstrates a pattern that per-
suades the grooming without being obvious to a child as there is no sexual topic or
explicit harassment. Instead, the predators display their emotions and behaviour
in different patterns while minimizing the risk of being detected and preparing the
victim mentally for further abuse [93, 145]. To understand trust in online pred-
atory conversations, researchers found several patterns of compliments behaviour
that show how by giving compliments, the predators frame the grooming process
and gain the victims’ trust [145].
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Since online grooming has different stages, many researchers [38, 41, 42, 17, 40]
tried to detect each stage in suspicious chat conversations using machine learning
methods and grooming characteristics. Previous works have used various types of
grooming characteristics that display the mentioned purpose of the predators. The
overall overview of the grooming characteristics that different papers [38, 41, 42,
17, 40] have used is presented in Table 6.4.

Stage Grooming Characteristics
Friendship Questions about profile exchange information:
Forming (1) Exchanging email address;

(2) Asking the age / gender / location / name;
(3) personal information / details about family.

Trust Conversations About Favourite Hobby and activity;
Development Giving Compliment;

Pictures;
Building mutual trust;
Showing feelings like anger, love, etc..

Risk Conversations about the relationship with
Assessment parents and friends;

Acknowledging wrong doing;
Questions to determine if the child is alone;
Assessing the risk of conversations.

Exclusivity Expressing feeling of love and exclusiveness;
Other way of communication.

Sexual Conversations about body and intimate parts;
Sexual content;
Sexually oriented compliments;
Giving body description;
Exchanging sexual pictures;
Fantasy control and aggression.

Conclusion Arrange further contact and meeting

Table 6.4: Grooming stages and their characteristics

One of the first works for identifying the grooming stages was done by Kon-
tostathis [38]. His tool annotated each message of the conversations based on
the theory from Olsen et al. [36]. According to Olsen’s theory, predatory con-
versation has three subsets: grooming, isolation, and approach. The main focus
of a predator is developing a deceptive trust to catch the victim. According to the
theory, the chat conversation starts with gaining access to the victim, followed by
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building a deceptive relationship with the minor. The last stage is initiating and
keeping sexually abusive contact [36]. To test the three stages hypothesis, Kon-
tostathis et al. [45] downloaded 288 chat conversations from the Perverted Justice
(PJ) website (http://www.perverted-justice.com/). The PJ website pub-
lished only chat conversations of convicted predators. Kontostathis et al. [45] also
developed a dictionary that contains the words and phrases annotated based on the
predatory phase to cluster each stage in a chat using k-means clustering by [38].
Following the same idea, they developed a tool to annotate conversations into spe-
cific grooming stages. They also used phrase matching and rule-based techniques
for classifying sentences into the various grooming stages [45].

Michalopoulos and Mavridis [46] have also considered online grooming as a three-
phase procedure: Gaining access, Deceptive relationship, and Sexual affair. Term
Frequency-Inverse Document Frequency (TF-IDF) features (for details see Section
6.4.2) were extracted for each phase and various machine learning models, such
as Naive Bayes (NB), Support Vector Machine (SVM), Maximum Entropy (ME),
Expectation-Maximization (EM), and EMSIMPLE [146] were trained. Their method
computes the probabilities that a chat conversation belongs to each grooming class
pattern. Using a linear combination of the probabilities, the method decides whether
the chat conversation is a grooming conversation or not [46].

Escalante et al. [49] covered the different grooming stages using chain-based clas-
sifiers to divide the conversation into three distinct segments. They used a local
classifier for each segment and combined their results with various strategies. Each
local classifier is related to each stage in online grooming, i.e., gaining access, de-
ceptive relationship, and sexual stage. It was supposed that the vocabulary usage
differs in each conversation segment, and combining each segment’s result could
provide a good clue for making the correct decision if a conversation is predatory
or not [49].

Online grooming was considered a four-stage process in [40]. The stages were
trust level, grooming, seeking a physical approach, and others. However, one
should realize that the online grooming stages are not necessarily sequential. Pred-
ators might return to earlier stages to decrease the chance of losing the victims’
trust and assess their risks. They might even skip stages in the grooming pro-
cess. Each stage of grooming can also be identified using feature sets such as
Bag of Words (BoW), syntactical, i.e., Part of Speech (POS), sentiment, content
(Complexity, readability, length), psycho-linguistic (LIWC dimensions) [147], and
discourse patterns.

Online grooming was also considered as a six-stage process where the stages are:
(1) friendship forming, (2) relationship forming, (3) risk assessment, (4) exclus-

http://www.perverted-justice.com/
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ivity, (5) sexual, and (6) conclusion [17, 41]. Each stage contains some groom-
ing characteristics presented in Table 6.4. For instance, in the friendship-forming
stage, the features such as exchanging personal information like name, age, and
location are considered [41].

A predator measures the danger and threat level by asking if the child is alone or
if nobody else reads the conversation, and this type of message belongs to the risk
assessment stage. Black et al. [85] investigated the similarities and differences
in various grooming procedures by applying Linguistic Inquiry and Word Count
(LIWC) and content analysis for analyzing different phases of online grooming.
They discovered that assessing risk and potential for victimization can be detec-
ted by analyzing 40% of an online conversation. However, the first 20% of that
conversation can already indicate signs of grooming [85].

During the exclusive stage, predators build a confidential relationship with the
victim and try to get his/her trust. One should consider that the predator might
not talk about sexual topics with the victim during this stage to avoid losing trust
so that he can finally approach the victim in person and execute some harmful
action [26]. The time a predator spends in each stage varies, depending on their
personality and condition. The exclusive stage is where the predator has assessed
the risk, and the theme of the conversation changes [41, 42]. Once a predator
believes that the victim might be emotionally and mentally ready, the conversation
goes over to the sexual stage, where sexual topics can be brought up by asking
questions such as ’Did you ever touch yourself?’ [41, 42].

The combinations of the words that indicate the various grooming stages are used
as feature vectors to classify grooming stages in some papers [41, 42]. Gunawan
[41] tested the six stages theory applying SVM and K-Nearest Neighbors (KNN)
to identify grooming conversations. In addition to the characteristics mentioned
above, some other features, such as asking about the victim’s relationship with
the parents, can indicate online grooming [42]. Using words in biology, body,
or feeling categories, as well as arranging further contact and meeting, are very
discriminative features in detecting online grooming stages [42]. Furthermore, the
features that demonstrate the ’other way to contact’, ’reframing’, or ’asking hot
pictures’ are also valuable clues for detecting online grooming. Pranoto et al. [42]
detected online grooming by training a logistic mathematical model applying all
features mentioned above.

Gupta et al. [17] tested if the sexual stage is the main stage in predatory conver-
sations by annotating 75 predatory conversations according to the six grooming
stages and extracting features using LIWC. They found that contrary to the hypo-
thesis, the friendship stage played a central role in online grooming, contributing
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to 40% of the messages in a predatory conversation [17]. This could be explained
by the fact that a predator tries to build a deceptive trust friendship, which is a tedi-
ous task, and consequently, most of the messages belong to the friendship-building
stage [17].

Figure 6.5 summarizes and shows the different stages of online grooming, and
Table 6.5 gives a short overview of the most relevant papers.

Figure 6.5: Grooming Stages

Predatory Conversation Detection

One of the main areas for grooming detection is predatory conversation detection.
This section discusses how various earlier works have addressed the problem of
predatory conversation detection in online platforms. One of the first attempts to
detect grooming conversations was made by Villatoro et al. [61] at the PAN2012
competition. Their method applied a two-stage classification scheme where the
first stage distinguished the predatory conversations from the non-predatory ones.
The conversations classified as predatory in the first stage were further used in
the second stage to identify the predator and victim in suspicious conversations
[61]. Fauzi and Bours [55] performed the same experiment with a performance
improvement, applying a new method called soft voting. The proposed soft voting
technique calculates the probability that a conversation is predatory based on the
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Author Number of Data Features ML TechniqueStages

Kontostathis [38] 3 www.perverted-justice.com Groomng Characteristics
K-mean
Decision Tree

Kontostathis et al. [45] 3 www.perverted-justice.com Grooming Characteristics
Phrase matching
Rule-based techniques

Escalante et al. [49] 3 PAN2012 BoW
Ring-based Classifier
Decision Tree

Michalopoulos et al. [46] 3 www.perverted-justice.com TF-IDF

Naive Bayes
SVM
Maximum Entropy
EM and EMSIMPLE
Decision Tree

Cano et al. [40] 4 www.perverted-justice.com

BoW, POS, sentiment,
complexity, readability, Decision Tree

length, psycho-linguistic SVM
(LIWC dimensions)

Gunawan et al. [41] 6
www.perverted-justice.com

Grooming Characteristics
SVM , K-NN

www.literotika.com Decision Tree

Pranoto et al. [42] 6
www.perverted-justice.com Grooming Characteristics Binary Logistic

www.literotika.com Decision Tree Regression

Gupta et al. [17] 6 www.perverted-justice.com

LIWC to create
Logistic Regression
Decision Tree

psycho-linguistic profile
based on grooming characteristics

Table 6.5: Online Grooming Stage Detection by different papers

average probability from 3 selected classifiers. If the average probability is over
0.5, then the conversation is classified as predatory, otherwise, as non-predatory
[55].

Pre-processing has a vital role in changing the performance of text mining. The
chat logs have many slang words and non-sense terms that do not provide valuable
information for the model and can negatively influence the result. Borj et al. [28]
investigated the impact of preprocessing on data in the performance of predatory
conversation detection in the two-stages model. The preprocessing can be done by
applying tokenization, stop-word removal, removing the words that are longer than
20 letters, as well as sentences with less than seven words as they do not provide
any information to be classified in any class [51, 28]. The authors showed how
preprocessing could increase the performance of the models for sexual predatory
conversation detection [28].

As mentioned earlier, the highly imbalanced dataset is a big challenge in grooming
detection. There are several techniques for handling the imbalanced data for learn-
ing algorithms, such as Sample Method, Cost-Sensitive Method, Kernel-Based
Method, and Active Learning Method [148]. Cardei and Rebedea [51] tested sev-
eral techniques to cope with the imbalanced data in grooming detection problem:
cost-sensitive technique, sampling techniques such as BalanceCascade [104], and
clustering-based method using k-means [105]. The cost-sensitive technique per-
formed best when testing on the PAN2012 dataset for predator detection, where
a cost matrix defines the penalty for misclassifying a sample. Zuo et al. [63]
proposed a new method for handling the imbalanced data issue in sexual predator

www.perverted-justice.com
www.perverted-justice.com
www.perverted-justice.com
www.perverted-justice.com
www.perverted-justice.com
 www.literotika.com
www.perverted-justice.com
 www.literotika.com
www.perverted-justice.com
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detection. They combined an adaptive fuzzy inference-based activation function
with the artificial neural networks (ANNs) and extracted BoW and TF-IDF as fea-
ture sets to classify the data sets.

Some early research works are on the early identification of gestures/actions in
texts with as little information as possible [54, 50, 86]. Most research uses com-
plete conversations to detect online grooming. However, it is better to detect a
predatory conversation as early as possible to reduce the risk of actual harm to
the victims. For instance, Dulac-Arnold et al. [86] used a Markov Decision Pro-
cess to classify documents into topics while processing separate sentences. The
method has two main components: it can include either the following sentence or
make a final decision about the topic of the text. Escalante et al. [54] provided
a model to detect sexual predator threats and aggressive acts in the early stages.
Their proposed method uses profile and sub-profile representations and the docu-
ment vector space representation for the investigation of threats. To detect online
grooming in its early stages, Bours and Kulsrud [50] proposed different methods,
including message-based, author-based, and conversation-based. For the message-
based model, they used LR and Ridge classifiers on the PAN2012 data and found
that some words such as "sweetie," "hun," "mwah," and "lil slut” indicated pred-
atory conversations strongly. In the author-based technique, they considered each
author’s messages in an entire conversation at once. For the conversation-based
model, they first classify conversations as predatory or non-predatory based on the
conversation and then determine the predator based on only the messages from
each chatter. Various models such as LR, Ridge, NB, SVM, and NN were trained
by BoW and TF-IDF features, while the best performance was obtained using TF-
IDF features and the NB classifier [50].

Predators often show their emotions, such as fear and anger, that reflect their frus-
tration of being in danger of getting caught or not receiving what they want [47].
A set of high-level features indicating emotional states such as emotional instabil-
ity, inferiority, loneliness, low self-esteem, and emotional immaturity are affective
attributes that highlight a predatory conversation [47]. For instance, the percentage
of positive words, the percentage of anger or sadness words, and the percentage
of relationship words can capture the emotional characteristics of a writer. Data
can be labeled into different emotions such as anger, disgust, fear, joy, sadness,
and surprise [149]. Java WordNet Similarity library (a Java implementation of
Perl Wordnet) [150] and Resnik’s similarity measure [151] are used for extract-
ing affective features [47]. Applying the affective feature sets showed that it is
challenging to distinguish a child-exploiting conversation from an adult-adult con-
versation with a sexual topic rather than detecting child grooming conversation
from the general chat messages [47].
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Some chat conversations may implicitly show signs of predatory behaviour without
containing any direct terms that explain if the aim of the conversation is grooming.
Semantic analysis can cover this issue by investigating pseudo-intelligent inform-
ation in chat data without the need for human intervention to characterize implicit
anomalous conversations. In this case, a distributed representation of the con-
text captures the semantic representation of the data. Following this idea, Munoz
et al. [58] extracted the Word2Vecfeature space and used Convolutional Neural
Networks (CNN) for grooming detection, analyzing the chat conversations with
an accuracy of 0.88. To capture the Word2Vecfeature set, they pre-processed the
PAN2012 dataset by Tweet Tokenizer [58]. Then, they extracted the features us-
ing the Skip-gram model implemented in TensorFlow, where the feature set has
a dimension of 128. They also used Noise Contrastive Estimation (NCEloss) for
optimization 4.

All the mentioned techniques for predatory conversation detection need large amounts
of data that has both predatory and non-predatory conversations. Ebrahimi et al.
[52] proposed an anomaly method that avoids gathering non-predatory conversa-
tions to have a practical model without analyzing the non-related conversations.
The model is based on a semi-supervised one-class SVM and does not require
non-predatory samples for training. Later, Ebrahimi et al. [53] used CNN for
predatory chat detection. The CNN model gained a better performance compared
to the semi-supervised anomaly model.

Predatory Identification

Few earlier works mentioned above have also tried to identify the predators [61,
50, 28, 55]. From a forensic’s perspective, it is crucial to identify the predators for
further actions. This section will discuss various methods [16, 64, 57, 88, 60, 18]
that have been used for predatory identification.

Pendar [16] proposed one of the first models for distinguishing online predators
from victims, using SVM and k-Nearest Neighbors (KNN) machine learning meth-
ods. He [16] used the Perverted Justice website to collect the data and extracted
n-gram features, including document frequency and character ratios. Similarly,
Cheong et al. [64] tried to detect the predators in online game chat platforms, ap-
plying a combination of inherent features with the BoW representations. Morris
[57] provided a method for predatory identification where the predator’s language
is learned simultaneously with the language used by the victims. An SVM model
was trained by lexical features, such as n-grams, and behavioural features that cap-

4The details of the implementation by Munoz et al. [58] can be found on the
GitHub repository https://github.com/gisazae/Tensorflow-Examples/
blob/master/IntegracionCorpus_checkpoint.ipynb.

https://github.com/gisazae/Tensorflow-Examples/blob/master/IntegracionCorpus_checkpoint.ipynb
https://github.com/gisazae/Tensorflow-Examples/blob/master/IntegracionCorpus_checkpoint.ipynb
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ture the author’s conversation flow pattern, such as turn-taking and message length
[57].

Objective
Grooming Stage Detection Predatory Conversation Detection Sexual Predatory Identification
Cano et al. [40] Bogdanova et al. [47] Ashcroft et al. [18]
Egan et al. [93] Borj et al. [28] Borj et al. [28]
Escalante et al. [49] Bours & Kulsrud [50] Cardei & Rebedea [51]
Gunawan et al. [41] Cardei & Rebedea [51] Cheong et al. [64]
Gupta et al. [17] Ebrahimi et al. [53] Fauzi & Bours [55]
Kontostathis [38] Ebrahimi et al. [52] Misra et al. [56]
Kontostathis et al. [45] Escalante et al. [54] Morris [57]
Michalopoulos & Mavridis [46] Fauzi& Bours [55] Pendar [16]
Pranoto et al. [42] Miah et al. [48] Villatoro et al. [61]

Misra et al. [56]
Munoz et al. [58]
Zuo et al. [62]
Zuo et al. [63]

Table 6.6: Categorization of works according to objectives in predator detection.

From a psycholinguistic perspective, there is a relationship between word usage
and personality, social conditions, and consequently emotional states [88]. Thus,
Part of Speech (POS) tags (pronouns, auxiliary verbs, etc.) can reveal helpful in-
formation about the author of a text and his/her emotional state to show how honest
or deceptive an author is. Parapar et al. [60] extracted various features exploring
this concept to distinguish predator behaviour from a victim’s behaviour. Their
study reported that predators engage primarily in 1-on-1 conversations and less in
conversations involving multiple persons. Other features such as time of chat were
observed closer to midnight, and predators’ linguistic profiles showed that they
mostly use first-person pronouns [60]. The authors also showed that emotional ex-
pression could be a good indicator of the deceptive language of a predator. Their
results indicated that the deceptive trust phase and language pattern include effect-
ive use of loving, time, and location words. They trained an SVM model for pred-
atory identification based on three different feature spaces such as LIWC features
(Psycholinguistic features), TF-IDF features, and chat-based features. Parapar et
al.[60] also noted that the content-based features indicated characteristics such as
how active, anxious, or intense an author was.

Another way to distinguish a predator from a victim is to determine a child from
an adult based on the writing style. Ashcroft et al. [18] showed that it is possible
to distinguish a child from an adult, although it could be more challenging in short
text messages compared to books and reviews. The authors extracted the data
from various resources for grooming detection. Their data included the reviews
of children’s books by children between 7 and 15 years old, reviews on Amazon,
blog posts from blogger.com, the chat between adults and children, and predatory
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conversations from the PJ website. In addition, linguistic features such as stop and
function words, letters of the alphabet, punctuation, and numbers were extracted.
They also considered grooming, sexual features, and the POS tags to gain more
information about each document in conjunction with an Adaboost classifier [18].

Table 6.7 presents all the related works for grooming detection with a focus on
predatory conversation detection and predator identification. Finally, table 6.6
presents a taxonomy classification of the proposed approaches for grooming stage
detection, predatory conversation detection, and predatory identification.

Author Objective of the research Data Features ML Technique

Ashcroft et al. [18] Distinguish child from predator
Reviews on Amazon, Reviews on Spagetti
Book Club, Blog-kid and blog-adults,
http://perverted-justice.com

POS-tags AdaBoost

Bogdanova et al. [47] Predatory Conversation Detec-
tion

NPS chat corpus, Cybersex Logs,
http://perverted-justice.com

Emotional Characteristics, n-grams SVM

Borj et al. [28]
Predatory Conversation Detec-
tion & Predatory Identification PAN2012 BoW, TF, TF-IDF, GloVe SVM, NB, RF

Bours et al. [50] Predator Detection PAN2012 BoW, TF-IDF LR, Ridge, NB, SVM,
NN

Cardei et al. [51]
Predatory conversation detection
& predator identification PAN2012 BoW & behavioural characteristics SVM

Cheong et al. [64]
Detecting predatory behavior in
game chats MovieStarPlanet

BoW, sentiment features, rule-breaking
features, blacklist/alert list terms, beha-
vioral characteristics

DT, MLP, KNN, SVM,
LR, NB

Ebrahimi et al. [52]
Predatory Conversation Detec-
tion as an anomaly PAN2012 TF-IDF 1-class SVM

Ebrahimi et al. [53] Predatory Conversation Detec-
tion

PAN2012 GloVe, Word2Vec, BoW SVM, CNN, NN

Escalante et al. [54] Early detection of threats in so-
cial media

PAN2012, Kaggle, UANL
TF, TF-IDF, Profile Specific Repres-
entation (PSR), Subprofile Specific
Representation (SSR)

NN, KNN, SVM,NBM

Fauzi et al. [55]
Predatory Conversation Detec-
tion & Predatory Identification PAN2012 BoW, TF, TF-IDF NB, SVM, NN, KNN, RF,

Ensemble Model

Miah et al. [48] Predatory Conversation Detec-
tion

http://www.fugly.com, http:

//chatdump.com,
http://perverted-justice.com

Term-based features, Psychometric
Characteristics

NB, Regression

Misra et al. [56]
Authorship Attribution of On-
line Predatory Conversations PAN2012 Character unigram and bigrams CNN

Morris et al. [57] Predatory Identification PAN2012 Lexical features, Behavioral features SVM

Muñoz et al. [58] Grooming Detection PAN2012 Word2Vec CNN

Ngejane et al. [59] Predatory Conversation Detec-
tion

PAN2012 TF-IDF, Embedding LR, XGBoost, MLP, BiL-
STM

Parapar et al. [60] Predatory Identification PAN2012 TF-IDF, LIWC, chat-based & Content-
based features

SVM

Pendar et al. [16] Predatory Identification http://perverted-justice.com n-grams SVM, KNN

Villatoro-Tello et al. [61] Predatory Identification PAN2012 BoW, TF-IDF NN,SVM

Zuo et al. [62] Grooming Detection PAN2013 BoW, TF-IDF
GNB,LR, AdaBoost,
Fuzzy Interpolation

Zuo et al. [63] Predatory Conversation Detec-
tion

PAN2013 BoW, TF-IDF ANN

Table 6.7: Summary of research works on Sexual Predatory Conversation Detection and
Sexual Predatory Identification

http://perverted-justice.com
http://perverted-justice.com
http://www.fugly.com
http://chatdump.com
http://chatdump.com
http://perverted-justice.com
http://perverted-justice.com
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Author Profiling

The enormous amount of data that law enforcement agencies have to investigate
to find predators requires an automated system. Automated systems facilitate the
detection task for finding adults soliciting minors. Instead of detecting predators or
predatory conversations, one might also have a closer look at chatters directly. It is
known that predators often use a fake identity while online searching for potential
victims. For example, they might conceal the gender or age while making initial
contact [25, 24]. Thus, profiling the authors based on their writing style has been
explored for detecting predators, forensics, security, and marketing. Author pro-
filing classifies the authors based on various aspects, including age, gender, native
language, or personality type (see Figure 6.6).

It is logical to consider stylometry for author profiling, given that predator detec-
tion in online conversation is conducted using chat logs [72, 73]. Alternatively,
one can also consider the typing rhythm of an author for author profiling. Typ-
ing rhythm, or Keystroke Dynamics (KD), has also been used in previous research
to detect the age and gender of an author [81, 89, 90, 84, 82, 83]. Figure 6.4.4
displays the overall view of authorship profiling. The primary focus in grooming
detection is age and gender, as predators might conceal their actual age and gender
to trap victims.

Figure 6.6: Author Profiling

• Author Profiling based on Keystroke Dynamic: Few earlier works have
investigated the feasibility of identifying the gender of an author by meas-
uring KD and applying various machine learning models [81, 89, 90]. Giot
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and Rosenberger [81] presented a method for gender recognition using KD
with more than 91% accuracy on GREYC keystroke database. The authors
extracted five different features from each sample, including duration, RP-
, PP-, and RR-latencies, and a combination of these four timing values in
conjunction with an SVM classifier to identify gender. Fairhurst and Da
Costa-Abreu [89] also identified the gender of users in a social network en-
vironment using the GREY dataset performing KNN, Decision Tree (DT),
NB, and fusion techniques. The fusion techniques were Dynamic Classifier
Selection based on Local Accuracy class (DCS-LA), Majority Voting, and
Sum rule-based [89]. Idrus et al. [90] used a set of 5 short texts (17-24
characters long) with Majority Voting and detected the author’s gender with
an accuracy of 92.1%.

Besides gender detection, a few earlier works have also investigated the pos-
sibility of detecting the age of an author by applying keystroke dynamics
[84, 25, 82, 83]. Pentel [82] proposed an age and gender detection model
using KD information on various machine learning methods such as SVM,
KNN, and Random Forest (RF). Tsimperidis et al. [84] created a database
with a free text keylogger called ’IRecU’ and used it to predict the age of
the users. It was shown that the accuracy performance improved by decreas-
ing the number of age groups. In another work by Tsimperidis et al. [83],
the average values of the keystroke durations and PP-latency features were
considered for age detection.

• Stylometry based Authorship Profiling:
As the first attempt to determine the authors’ age and gender by stylometry,
one can consider the works as early as 2002 and 2003 by Koppel et al. [72]
and Argamon et al. [73] respectively. Koppel et al. [72] detected the gender
of the authors on the BNC5 corpus by extracting simple lexical and syn-
tactic features with an accuracy of 80%. Argamon [73] showed a difference
between various genders in writing style based on the BNC corpus. Not-
ably, the usage of pronouns and some noun modifiers vary between genders,
where women use many pronouns, and men use more noun specifiers. In the
remainder of this section, we summarize author profiling by early research
works focusing on the applied data and used features.

– Stylometry Data for Author Profiling: Earlier works have investig-
ated the feasibility of automatically predicting age and gender on short
texts such as chat logs and social network platforms [71, 91, 65, 92].
Peersman et al. [71] provided a method to distinguish between adults

5http://www.natcorp.ox.ac.uk/

http://www.natcorp.ox.ac.uk/
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and adolescents. They extracted the data from a Belgian online social
networking platform called Netlog. The size of the data has a sig-
nificant impact on the performance of detecting age and gender. The
accuracy of author profiling in short blog segments is lower than on the
lengthy messages [91]. Nguyen et al. [65] tried to distinguish Twitter
users’ age where the sentences were short (on average less than ten
words). Their main goal was to investigate how age can influence lan-
guage usage in the dataset extracted from 3000 Dutch Twitter users.
Different age categories were defined, and the age was predicted as
a continuous variable applying content features, and stylistic features
[65]. They also considered the impact of gender on the performance of
age detection, where age and gender are assumed as inter-dependent
variables, and the obtained correlations were around 0.74 [65]. PAN6

held a series of competitions for author profiling over recent years. In
PAN2013 [92], they covered multilingual platforms where they col-
lected English and Spanish data. The data contains various themes to
provide a realistic setting. The data was collected from Netlog7 and
blog posts8, and it was labeled by users’ demographic information. To
get more reliable data, they selected the authors with blogs with at least
1000 words; their data is gender-balanced with various age groups. In
PAN2015 [152], the main goal was to investigate the authors’ vari-
ous demographic information, such as age, gender, language variety,
and personality traits. The data was collected from Twitter in different
languages such as English, Arabic, Portuguese, and Spanish. Data for
PAN2016 [70] and 2017 [14] was also extracted from Twitter. The pur-
pose of PAN2018 [153] was to detect the gender by texts and images.
The data was based on the PAN2017 [14] corpus extended by images
shared on the Twitter timelines. This dataset was gender-balanced, and
each author had at least 100 tweets and ten images in the dataset.

– Stylometry Features for Author Profiling: Statistical analysis of word
usage can give enough information to detect the author’s age, gender,
and native language [92, 66]. A combination of content-based and
style-based features provides a good clue for gender and age detec-
tion [66]. Style-based features cover function words and POS such
as articles, auxiliary verbs, conjunctions, prepositions, and pronouns.
Content-based features can contain the most frequent words in the data
where the number of these frequently used words can be chosen based

6https://pan.webis.de/
7http://www.netlog.com
8http://blogspot.com

https://pan.webis.de/
http://www.netlog.com
http://blogspot.com
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on the data and research goal [66, 68]. In addition to the content-
based and style-based features, slang words and message length can
also provide good information about the author of a text [154]. Peers-
man et al. [71] used n-grams of words or characters and morpholo-
gical, lexical, and semantic features for recognizing adults versus ad-
olescents.

The participants of the PAN2013 competition [92] have mainly used
stylistic and content features. Stylistic features contain frequencies of
punctuation marks, capital letters, quotations, and POS tags. They also
cover emoticons and URL links. Content features were captured using
different approaches such as Latent Semantic Analysis, BoW, TF-IDF,
dictionary-based words, topic-based words, entropy-based words, sen-
timent words, emotion words, and slang [92]. The PAN2015 parti-
cipants [152] applied style-based and content-based features and their
combination in n-gram models for feature extraction. They also ex-
tracted psycholinguistic features such as polarity words and emotions
using NRC (a polarity dictionary that evaluates the polarity value of a
word [155]), or LIWC [152, 156, 157]. The goal of the PAN2016 [70]
was age and gender detection from a cross-genre perspective. Many
competition participants used stylistic features such as the frequency of
using specific words such as function words and slang. For gender de-
tection, they considered sentences that discriminated the female from
male, such as ’my wife ...’ or ’my man ...’ to distinguish men from wo-
men. Many participants also combined stylistic features with models
such as POS, n-gram models, readability index, and vocabulary rich-
ness [70].

Basile et al. [158] proposed a model that could detect gender and lan-
guage for all language varieties. They trained their model with data
extracted from Twitter from PAN2016 and PAN2017. POS and emojis
were extracted as feature sets to distinguish the gender. Using uni-
gram models, they also excluded some specific words to increase the
discriminative power of the features [158]. For instance, they con-
sidered only words that start with an uppercase letter, or only words
that start with a lowercase letter, and so on. In addition, the frequency
of geographical names was considered a feature for language detec-
tion. Their model was built based on a linear SVM with 3-, 4-, and 5-
grams features combined with the mentioned features [158]. PAN2018
[159], participants used deep learning in addition to the traditional fea-
ture space, such as content-based or style-based. Some authors com-
bined the traditional feature space, such as stylistic features, with word
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embedding [159], while some represented the documents with word
embedding feature space [160, 161]. In [162], the authors combined
the POS tag n-grams with syntactic dependencies for gender detection
to capture the verbal constructions. Daneshvar and Inkpen [163] ex-
tracted various types of word and character n-grams.
It is critical to discover the users’ age and gender as soon as possible to
avoid harming children. The main idea is to focus on more vulnerable
people in online threats, such as children or teenagers with particu-
lar personality traits. Early author profiling (EAP) was proposed by
López-Monroy et al. [164] to increase the relevant groups’ security
by highlighting the target group in the early stages [164]. The feature
extraction of EAP was based on meta-word, where word vectors rep-
resent the most discriminative features. A clustering method captures
the meta-words, and the centroid of each cluster represents a profile
meta-word set. The word occurrence in each document can provide the
most similar meta-word based on Euclidean distance. Meta-word fea-
ture space also captures the semantic relationship between the words
[164].

– Fusion in Author Profiling: Chat logs can have both text features
and keystroke dynamics characteristics. It is shown that a combination
of both feature sets can improve the authorship profiling performance
where the texts are short and might not provide enough information for
predatory detection. As an example, one can consider the work by Li
et al. [24], where they collected the chat conversation from the Skype
platform and extracted keystroke dynamics and stylometry features to
detect the gender of online authors. In addition to the timing feature
sets, they considered the ratio of applying the delete key, the number
of letters in the word, and the number of characters in each message to
train an RF-based gender prediction model [24].

Table 6.8 summarizes author profiling research works mainly for age and
gender detection.

• Challenges for Reliable Author Profiling Author profiling confronts some
challenges that make it challenging to have a reliable profiling technique.
We detail them below:

– Data Constraints: One of the common issues in author profiling is
the difficulty of labeling the data. The researchers have used the in-
formation provided by online users to label the data with some risks of
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Authorship Author Object ML Technique
Profiling
Method

Giot et al. [81] Gender Detection SVM
Keystroke Fairhurst et al. [89] Gender Detection K-NN, DT, NB, Fusion Models
Dynamics Pentel et al. [82] Age & Gender Detection SVM, K-NN, RF

Tsimperidis et al. [84] Age Detection ANN
Tsimperidis et al. [83] Age Detection RF, SVM, NB,

Multi-Layer Perceptron, RBF
Argamon et al. [66] Age & Gender Detection Multinomial Regression (BMR)

Text Koppel et al. [72] Gender Detection Exponential Gradient Algorithm
Analysis Schler et al. [68] Age & Gender Detection Multi-Class Real Winnow (MCRW)

Goswami et al. [154] Age & Gender Detection Naive Bayes
Nguyen et al. [65] Age Detection Logistic & Linear Regression
López-Monroy et al. [164] Early Author Profiling SVM, Naive Bayes
Basile et al. [158] Gender & Language Detection SVM
Peersman et al. [71] Age & Gender Detection SVM
Daneshvar et al. [163] Gender Detection SVM

Both Li et al. [24] Gender Detection Random Forest

Table 6.8: A summary of Authorship Profiling Papers

incorrect labels where users have lied about their age and gender. Au-
thor profiling can also be challenging when no suitable training data is
available for the model. The problem arises when the training corpus
does not have the same pattern as the testing data, and training in such
a situation challenges the author profiling. It is not straightforward to
detect the age or gender of the authors without accessing the practical
training corpus. A cross-domain gender detection was introduced as a
solution to cope with this problem [165]. Note that the data size and
domain similarities substantially impact the performance of gender de-
tection in cross-domain gender detection [165].

– Privacy Issues: Privacy issues play a vital role in using the user’s data
for any research on author profiling. The regulations like GDPR and
national privacy guidelines often prevent social media platforms from
disclosing data for research. Further, to build a reliable author profile,
a history of the author is often required, and obtaining history needs
retrospective data posing a significant challenge for advancing author
profiling for predator detection.

– Low Accuracy: Author profiling by stylometry or keystroke dynam-
ics has a lower accuracy than physical methods such as fingerprint and
face recognition. Even though it is theoretically possible to apply phys-
ical techniques for author profiling in social media and chat rooms, it
is expensive to implement and is challenged by stricter privacy regula-
tions.
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6.5 Discussion on Open Problems & Potential Gaps
This work presented a detailed survey of the latest advancements and challenges
of grooming detection in chat logs and social media. This section details the con-
straints that limit online grooming detection in real-life scenarios.

6.5.1 Challenges in Dataset

A dataset for cyber grooming detection can be challenged with different constraints
such as availability, privacy issues, imbalanced essence, non-standard structure,
and the unreliability of online data. Accessing private chat conversations is illegal
or highly challenging in most countries, making it difficult to collect relevant data
for grooming analysis. Testing on actual data is critical for providing the tech-
niques that work on actual grooming datasets and makes applications reliable fur-
ther. One should also consider that many applications do not collect typing rhythm
information. At the same time, it could easily be implemented in future systems,
making the cyber grooming detection by KD techniques feasible [16, 30].

The necessity of pertinent data also leads to the challenge of the highly imbal-
anced dataset in grooming detection, where the amount of predatory conversations
data is much lower than everyday conversations data [20, 51, 62]. The imbalanced
nature of grooming data will lead to a sub-optimal classifier that gives more weight
to one class over the other and results in underfitting or oversampling [27]. It is
challenging to train a reliable machine learning model on an imbalanced dataset.
The mentioned problem arises where the dataset has a skewed distribution with
features such as class overlapping, small sample size, and small disjuncts. The
grooming dataset overlaps and disjuncts with non-predatory chatlogs where chat-
ters talk about the same topics in both cases [103]. So, it is critical to design an
application that considers the imbalanced essence of the data in this problem and,
nevertheless, provides good performance for cyber grooming detection [27].

Internet websites and applications are the only sources that can provide actual data,
while the unreliability of the metadata information can challenge it. Users might
provide fictitious information on online platforms for various reasons, so metadata
information given to the online data from unknown users is not reliable [166, 167].
Training machine learning techniques with incorrect labels will lead to inoperat-
ive applications. Therefore, researchers should collect data where the metadata is
correct and confirmed for having a reliable grooming detection module.

6.5.2 Topic and Context Modelling

Grooming conversations do not follow the same pattern as natural language. They
have various language themes depending on the characteristics of the predator,
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and the condition of the chatlog [93]. The predator performs the grooming dia-
logues so that his aim is unclear to the victim or the family. Predators do not show
their motivation explicitly, and the grooming conversation is not of a sexual topic
nature in many cases [19]. To minimize risk, predators express their emotions so
that the victims trust them while their primary incentive is hidden [145]. A deep
understanding of the chatlogs that reveal these dangerous motives can be gained
by semantic analysis. Most early research works have used Context-free models
such as word2vec and GloVe models for feature extractions, providing a single
word embedding for each term. Contextual models such as BERT9 can represent
each term based on the chat context and lead to a more profound knowledge for
semantic analysis [168]. The chat logs have multiple new slang words that may
not be available in the learned vocabulary of these language models. A robust se-
mantic analysis can provide better feature vectors for new terms and slang words
for training better algorithms.

6.5.3 Transferability of Detection Approaches in Cross-Domain Settings

Applying a different domain data such as Google News for training a model and
using the model for another domain such as chat logs can challenge the perform-
ance of the semantic analysis. Different domains have different context-specific
expressions and terms that have different meanings for the new domain’s con-
text. The words between different domains often are not discriminative enough
to result in high-performance semantic analysis and classification. Many words
are domain-specific, and it is challenging to convey well across another domain
[169]. For instance, a sentence in a book review with a positive tone such as ’it can
take all my time’ might reflect a negative connotation in an electronic service of a
website [106].

Most deep learning techniques for semantic analysis require a large amount of
data for training. In contrast, data collecting in grooming detection is limited,
and there is not much available grooming data for training deep learning models.
The conventional pre-trained models such as Word2Vec and GloVe can infer the
low-level information while gaining more profound information requires extensive
training. It is advised to apply Bidirectional Encoder Representations from Trans-
formers (BERT) [135, 168] to cope with the transferability in cross-domain for
cyber grooming detection as it has profoundly bidirectional contextualization and
allows the model to gain information from various representations with different
positions [106].

9https://github.com/google-research/bert

https://github.com/google-research/bert
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6.5.4 Cross-language Challenges

Machine learning models perform well where the training and testing datasets fol-
low the same feature space and distribution. Distribution variation in feature space
where the data language changes can lead to a performance drop [170, 171, 172,
173]. Language syntax and semantics can vary based on the language family,
and the approaches learned using one language may fail to scale up for another.
Using datasets with different languages for the grooming detection problem can
be challenged where language variations, vernaculars, dialects, and country status
can represent the conversation data differently. Applying labeled data for short
text analysis to train the classification model is challenging if the language used in
test data differs from the training dataset [174]. Despite the potential problem, no
works are attempting to address this problem, and this is mainly due to challenges
in accessing similar datasets from a different family of languages.

In earlier research works, transfer learning has been used to cope with cross-
language text classification [170, 171, 172, 173]. Transfer learning does not re-
quire training and testing datasets to be identically distributed. At the same time,
the model in the target domain might not need to be trained from scratch, which
will reduce the training time and data in many cases [175].

6.5.5 Limited Understanding of Psychological Aspects

Getting a deeper insight into the predators’ modus operandi and their motivation
has the potential to improve detecting offenders before the crime happens [176].
From the psychological perspective, one of the critical limitations of anonymous
studies of pedophiles and the predatory problem is their reliance on self-report for
explaining their sexual interest [177]. They might not show their actual behaviour
due to lack of trust, social desirability, and fear of losing anonymity [177]. One
technique to cope with this constraint is to apply online community data where
predators have shown their genuine interest without being asked directly. However,
it is impossible to understand their actual motives through police records or pure
online datasets. Therapists and suitable interviewers must talk with the offenders
and analyze their correspondence and written fantasies when predators trust the
interviewer completely [176].

An interdisciplinary approach between various areas such as psychology, linguist-
ics, computer scientists, and law enforcement agencies such as police is needed
to develop profound knowledge about predators. The interdisciplinary findings
would lead to better and more reliable algorithms by exploiting complementary
knowledge from different domains.
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6.5.6 Real-time Analysis

Most research papers in our review proposed algorithms where entire conversa-
tions were analyzed. It means that the detection happens after the harm has oc-
curred. For instance, Gupta et al. [17] created a machine learning model based on
affective feature sets that used the whole conversations for detecting six different
stages of the predatory conversations. Similarly, in another work by Ringenberg
et al. [121], they distinguished contact-driven and fantasy-driven sexual solicitors
based on the entire conversations extracted from the PJ website. They did not in-
tegrate their models in a real-time situation where harm might have already been
inflicted before law enforcement had a chance to prevent it. Only a few research
papers tried to detect grooming before and during the incident [178, 179, 180]. For
instance, Michalopoulos et al. [180] designed a model that monitored the messages
during the conversations and sent a warning signal to parents in case of high-risk
exploitation. MacFarlane et al. [179] proposed a model considering three main
concepts in a message: intentions, locations, and times. In case of detecting all
these three concepts, the moderator of the online game can terminate the conversa-
tion by blocking the suspicious users avoiding any harmful action. So, the lack of
a proper system that prevents grooming leads to a vital need to create a system that
integrates into a real-time situation and prevents any harm by detecting the risky
content effectively and meaningfully beforehand.

6.5.7 Deceptive Features

Online child groomers might access publicly available data on how children write
and learn the writing style by analyzing this data. It leads to a risk of a pred-
ator imitating children’s writing styles, which can avoid possible detection. The
extracted features from the imitated behaviour are deceptive and challenge the
performance and reliability of automatic grooming detection. For instance, des-
pite syntactic complexity correlating with the deceiver’s age, some research stud-
ies demonstrated that deceivers can create less complex sentences for grooming
purposes [181, 182, 25]. Molesters can follow this strategy to challenge online
grooming detection techniques based on deceptive features by making less com-
plex sentences. The risk of imitating the victim’s behaviour by the groomer is in-
evitable, and implementing an author profile model that detects deception remains
challenging.

6.6 Conclusions
Online platforms allow predators to fake their real identities, decreasing the threat
of getting caught. The enormous number of suspicious grooming cases challenges
grooming detection, and an automatic surveillance system requires a deep under-
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standing of predatory behaviour. We propose an algorithmic survey that system-
atically details online grooming detection literature focusing on chat conversa-
tions. We start our investigation of the grooming problem by looking into child
grooming psychological theories and how researchers have applied these theories
to define grooming characteristics for automated detection by machine learning
models. This research details feature sets, their constraints, and potential solutions
to the grooming detection problem. Also, the available datasets are categorized
by discussing the restrictions to supplement the readers with the grooming literat-
ure. Further, we broadly review various research papers in chat logs for predatory
conversation detection and predatory identification. Since molesters might con-
ceal their real identities to trap the victims, this research also investigates various
works that applied authorship profiling for age and gender detection to find child
groomers by categorizing the authorship profiling literature based on features and
datasets. We finalized our survey by discussing constraints that challenge groom-
ing detection, open problems, and possible future solutions.
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Article 2: Detecting liars in chats
using keystroke dynamics

Borj, Parisa Rezaee, and Patrick Bours. "Detecting liars in chats using keystroke
dynamics." Proceedings of the 2019 3rd International Conference on Biometric
Engineering and Applications. 2019.

7.1 Abstract
In this paper we will investigate the possibilities for detecting liars in chat rooms
who have taken on a different identity. While using a different identity people
might require more time to reply to questions of the chat partner, or might use
corrections to change their text to avoid inconsistencies in their answers. These
issues will cause differences in the typing behavior, which can be measured in the
typing rhythm. We have shown in this paper that, with a high accuracy, we can
distinguish between a chat of a person who uses his/her own identity and is honest
in his/her answers, and a chat of a person who is lying because his/her answers
need to be consistent to an assumed identity. We obtained a correct classification
of a single message in a chat with an accuracy of more than 70% and a correct
classification of a full chat with well over 90% accuracy.

7.2 Introduction
The Internet is used widely by children as a form of entertainment rather than an
environment to research. They use it to communicate or play games with their
friends. It can be said that there is no difference between online and offline worlds
for children. Social networks are parts of their lives while they are experiencing
something new every day. Online a person can be wherever and whatever he or she
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wants to be. However, anonymity carries many risks for children since pedophiles
can easily find their victims on the internet while they have encloaked themselves
with fake identities. It is easy to access the internet through smartphones, and
it increases the amount of online grooming. According to reports in 2018, the
average time children spend online per week is 20 hours for the children between
the age of 12-15 and more than 13 hours for the kids between the age of 8-11. It
also shows that 24% of young people have experienced an adult that they don’t
know in real life trying to contact them online, and 7% of the children under 13
have been asked for sexual images or messages [183].

It should be noted that children not only can be sexually or physically abused
but also emotional abuse or neglect can have a significant impact on their lives
[183]. As an example of this occurrence, we can consider the MySpace case where
Megan Meyer started chatting with a teenage boy named ’Josh’. After a while,
Josh abruptly ended their relationship by telling that the world would be a better
place without her, which led to Megan committing suicide. Police discovered that
Josh was a 52 years old woman who pretended to be a teenage boy!

People can lie about their real identities such as age and gender, and the question
is how can we detect such lies in a chat room? It is evident that the conventional
ways for lie detection such as polygraph are not useful in social networks and chat
rooms. According to Walczyk [184], the polygraph is a device that continuously
records psycho-physiological arousal as assessed by pulse rate, blood pressure,
respiration rate, and skin conductivity, which has been applied to uncover decep-
tion. Polygraph test includes two parts. In the first part, some questions are given
to the examinee to get some basic information which can be used for controlled
questions. During the second part, the examination part, some relevant questions
will be asked besides the control questions, where people might give false an-
swers. The examinee is finally given the question that is related to the issue under
investigation [184].

Lie indicators are typically faint and unreliable in online communities, and so, it
is difficult to detect the deception in chat rooms. Psychological works have shown
that fraud is more cognitively demanding as the liar must provide a new story and
memorize everything not to make any mistake, and consequently, he or she needs
more time to think and process the conversation [185]. So, capturing the time
during the conversation in a chat room can give us some indication if someone is
a liar.

The primary goal of this paper is to provide a model can detect liars in chat rooms,
and we want to investigate if typing behavior can support the cognitive lie de-
tection perspective by capturing time features during an online conversation. In
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biometrics, Keystroke Dynamics is a technique to authenticate or identify a user
based on his/her typing behavior. In this paper, we will use Keystroke Dynamics
as the term for typing behavior for lie detection too.

Contrary to the intrusive nature of the common methods for lie detection, Key-
stroke Dynamics can be collected even without the knowledge of the user [186].
Keystroke Dynamics has also been used widely for other goals, for example, it
was used to detect the emotional states of the users based on the rhythm of typing
on the keyboard [142, 139, 140, 141], and various tools using Keystroke Dynam-
ics were proposed to detect the gender [89, 81, 83]. Additionally, Pentel [82] and
Tsimperidis [84] tried to identify the age of the user by Keystroke Dynamics.

The remainder of this paper is structured as follows: Section 7.3 overviews related
work on the various methods of deception detection, and Section 7.4 outlines the
methodology including the background hypothesis and experimental setup. Our
approach to the problem of lie detection in online conversations is presented in
Section 7.5. We show the results of the conducted experiments in Section 7.6.
Finally, we present a discussion on the research, as well as conclusions and sug-
gestions for future research in Section 7.7.

7.3 State of the Art
Different types of neurological and physiological indicators have been introduced
for deception detection such as skin conductance, heart rate, respiration, pulse
volume, facial temperature, etc. However, these type of indicators have some re-
strictions. For example, some attributes of physiological and neurological signs
such as habituation and non-responding can spoil the reliability of the tests based
on these indicators. Also, to use these indicators for lie detection, expensive types
of equipment are needed to capture the physiological signals [187]. Therefore,
research interest in using behavioral indicators for lie detection has significantly
increased. Response latency or Reaction Time (RT) is one of the behavioral meth-
ods, which recently, has been studied widely [101].

Cognitive theories assume that people need more time while they are lying as
lie production requires more cognitive effort because of the complexity, stress,
and threat of detection [98, 99, 100]. So, lying increases the memory load, and
consequently, increases the reaction time [97]. Although, this assumption is not
always valid as some studies showed that not only lying becomes more difficult if
people are trained to tell the truth but also that lying becomes easier if individuals
are trained to lie more often [188].

Keystroke Dynamics (KD) is a behavioral measurement which identifies or recog-
nizes users based on the way they type on their keyboards. In KD features based
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on the time of typing are extracted, and it can capture response time and latency
while an individual types on a keyboard. Thus, some studies applied Keystroke
Dynamics for lie detection. According to the model, which Grime [102] proposed
to show the relationship between lying and Keystroke Dynamics, lying affects the
emotional arousal and cognitive load, and these effects can change the behavior in
typing on the keyboard [102, 97]. Similarly, to show if lying increases the cognit-
ive load, Derrick [99] proved that deception is correlated with behavioral metrics.
He analyzed the response time, the number of edits, and word count and lexical
diversity which were captured by using Chatterbot.

To distinguish a truthful text from a deceptive one by KD, Banerjee [186] used
data where people were asked to write honest and deceptive texts about one of
these topics: the restaurant review, gay marriage, and gun control. Then, for illus-
trating the differences in editing and timing patterns in two different types of texts,
they extracted some features such as the number of deletion keystrokes (Delete
and Backspace), the time-span features such as duration and latency of various lin-
guistic units (e.g., words, sentences, and entire documents), and differences in the
speed of writing of various words such as nouns, verbs, adjectives. They classified
the data in two truthful and deceptive texts using binary SVM with an accuracy of
83.62% [186].

Recently, Monaro [189] used KD for identity identification. They asked parti-
cipants to answer the questions about their autobiographical information under
two different conditions: true condition and false condition. In the false state, the
authors provided a fake identity for each participant for answering the questions
while in a true condition, participants had to give answers based on their real auto-
biographical information. The questions included some information such as iden-
tity, physical characteristics like gender and age, residence, contacts, etc. While
participants were using fake identities, they were asked some unexpected question
like What is your zodiac sign? or Which is the capital town of your residence
region?, and apparently, answering these questions with a false identity required
more time. Monaro extracted some features such as the time between the first key
and ENTER, average typing speed, answer length, duration, and latency. Various
types of machine learning methods such as Support Vector Machine (SVM), Ran-
dom Forest (RF), Logistic Model Tree (LMT), and Logistic were used, and the
accuracy of detecting liars from honest people was around 95% [189].
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7.4 Method

7.4.1 Hypotheses

According to Derrick’s results [99], we assume that there are some differences in
the behavior of a person when lying or when telling the truth in a chat room. It
was shown that deception increases the cognitive load, and therefore, it increases
the time to answer and communicate in a chat room. So, the first hypothesis is that
writing in a chat-based message on average takes more time while people try to
lie.

The second hypothesis is that while users are lying, they edit the text more than
they would when providing valid information. For example, users evaluate whatever
they have written and try to make their lies more deceiving, and as a result, they
might start editing and deleting whatever looks unreasonable, and in addition, be-
cause the text is reviewed more thoroughly, it will take longer time between fin-
ishing the typing of the message and sending it.

The last hypothesis is based on the fact that generating lies is more complicated
than recalling valid information from memory. Furthermore, this difficulty de-
creases the ability of the liar to make complex sentences during a chat session, and
then, it is assumed that the messages are shorter while the user is lying [99].

7.4.2 Experiment

We performed an experiment which captured KD information of users while they
were chatting. The goal of the test is to reproduce as much as possible the reality
of initial online contact between two people that do not know each other. We used
Skype as a chat application and the KD information was collected using an applic-
ation called BeLT. BeLT (Behavioural Logging Tool) has been developed at the
Norwegian Information Security Laboratory (NISlab) in 2013 as part of a bach-
elor student project [80]. When a subject uses his or her computer, BeLT collects
all the interactions with the keyboard and the mouse, as well as some informa-
tion about software and hardware. In particular, all interactions are registered in
a chronological list which displays a variety of information. As for the keyboard
interactions, BeLT captures the key code (which key is pressed or released), the
event (either KeyDown or KeyUp), and the timing value associated to when event
takes place.

The series of experimental sessions took place at NTNU, where two separate
rooms were equipped with hardware devices. The rooms were located such that
the chatters could not see each other. In order to avoid possible device-specific
variation, the chat experiment was performed using an identical set of tools such
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as the same laptop, and the same version of Skype. To block all ads, a custom
host file was used, and special care was taken to ensure that these specific restric-
tions were blocking all ads while not interfering in the conversation in any way.
Therefore, every participant had the same screen to chat.

In the experiment the participants were asked to chat with a fixed moderator. The
chat experiment included two components: a true component and a lie compon-
ent. In the true component, the participants were asked to remain honest during
the conversation with moderator. In order to avoid lying during this chat, the par-
ticipants were instructed to inform the moderator if the did not want to reveal
specific personal information or did not want to continue talking about a specific
topic.

For the lie component, fake identities were provided for each participant, and the
participants were asked to adopt the given fake identity. In particular was the
fake identity always from a child (all the participants were adults) and the gender
of the fake identity was the opposite of the gender of the participant. So, this
component required participants to lie about their real identity and pretend to be
another person, and required them to tell lies during the chat.

7.4.3 Participants

There were thirty-three participants, including 13 females and 20 males. Thirty-
two of the participants are students of NTNU, and is an employee at NTNU. The
average age was 30, and the average education was 18 years. Each participant
signed an consent form which described the procedure, and goal of the experiment,
and the participants were informed that their data was handled anonymous and
that they could withdraw at any moment during and after the experiment. The
participants also provided some demographic information such as age and gender.
From the list of ages of the participants in Figure 7.1 we can see that the ages
ranged from 22 to 44.

7.5 Data Analysis

7.5.1 Feature Extraction

To analyze the data, it is needed to build a set of features from the raw KD inform-
ation, which can be used for training the model. Each conversation was split into
a set of messages, and for every single message, the following two main timing
features were extracted:

• Duration: This feature defines the time between each key is held down, i.e.
from the time it is pressed down till it is released;
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Figure 7.1: Age Distribution of the Participants

• Latency: This feature equals the time between two consecutive keys, i.e.
from the first key is released till the next key is pressed down.

Besides the above defined latency there are 3 alternative definitions of latency that
we also use:

• PP-latency: The latency when pressing down two consecutive keys;

• RR-latency: The latency between releasing two consecutive keys;

• PR-latency: The time between pressing down the first key and releasing the
next key.

The above 5 timing features are illustrated in Figure 7.2

In addition to the features in the Figure 7.2, for every single message, the following
features were extracted as well:

• Length feature: The length of the message, i.e. the total number of keys
pressed, including special keys (e.g. space, shift, backspace, delete, etc.);

• Special keys features: The frequency of using special keys such as back-
space, left shift, right shift, and space;

• Pause time: We compute the time of releasing the key before the space and
pressing down the key after space and call it space-time. To clarify, space-
time is the time that no other key than the space is typed. From this space-
time feature, we extract two different features including short space-time
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Figure 7.2: Keystroke Dynamics Timing Related Features

and long space-time, which indicates a thinking pause. It is assumed that if
space-time is more than 150 ms, we consider it as a long-space time. When
users are lying, they might pause longer and more often to think about what
to write as a deceiving lie;

• Backspace features: There are two different types of features which are re-
lated to using the backspace. The first one shows the time it takes to consider
using backspace (i.e. to determine to change the given text), and the other
indicates the time the user needs to start typing again after the last used of
backspace (i.e. to determine the remainder of the text);

• Shift features: The set of features which are related to using left shift and
right shift: this set includes average time of duration and latency of shift
keys, and relative use of right shift vs. left shift;

• Enter feature: This feature indicates the time between releasing the last text
key of the message and pressing the enter key, i.e. the pause taken before
sending the message;

• Tri-graphs features: In Figure 7.3 consider the middle key B and the time
elapsed from when the previous key (A) is released, till the next key (C) is
pressed.

7.5.2 Feature Selection

The data was split between training and testing data and based on the training data,
all the features were scaled between 0 and 1. Scaling was done by a linear mapping
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Figure 7.3: Tri-graph Feature

where the minimal value for a feature was mapped to 0 and the maximal value to
1.

It is evident that many features are dependent, and so, there are overlapping fea-
tures. To remove the redundancy and decrease the dependency between features,
PCA was run on the data to reduce the number of features. Analysis has been
performed with and without PCA to see the difference in performance.

7.6 Results
We have analyzed our data in various manners, which will be described below.

7.6.1 Message-based Scenario

In this scenario, we split all the conversations of all participants into a set of mes-
sages, where every single message will be a sample. The before mentioned features
were extracted for each message and PCA was applied to reduce the dimensional-
ity of the feature set. Each message is tagged based on the conversation condition,
i.e. as a lie or a truth. The goal of classification in this scenario is to recognize
if a random sample is a lie or a truth. The data was split into two sets including
training data and test data, where 70% of the data was used for training and the
remaining 30% for testing.

Classification Result

We applied different machine learning algorithms, and Support Vector Machine
(SVM) appears to provide good results among the selected methods of computa-
tion. In many papers on KD research, SVM was also used for binary classification
such as gender classification and age classification. Besides SVM we also applied
Decision Tree (DT) and Naive Bayes (NB), but performance of these methods did
not give any significant improvement over SVM, as can be seen in Table 7.1.

To train the SVM, we used Radial Basis Function kernel (RBF), and 10-fold cross-
validation on the training data. The results of our evaluation are summarized in
Table 7.1 which includes accuracy, precision, recall, and F-score for each of the



96 Article 2: Detecting liars in chats using keystroke dynamics

three applied methods. Here accuracy refers to the fraction of correctly classified
samples. Precision is the probability that a unknown sample that is classified as
a lie is indeed a lie, while recall indicates the probability that a lie message will
indeed be classified as a lie. Finally, F-score is defined as the harmonic mean of
precision and recall and is calculated according to the following equation:

F-score =
2 ∗ precision ∗ recall

precision + recall

From Table 7.1 we find that SVM gave the best performance results for classifica-
tion a single message with the accuracy of over 70%.

Method Accuracy Precision Recall F-score
SVM 0.72 0.74 0.58 0.65
NB 0.65 0.69 0.54 0.61
DT 0.66 0.64 0.63 0.63

Table 7.1: Performance results for the message-based scenario

Training size MCV SSC LSSC(0.2) LSSC(0.3) LSSC(0.4) LSSC(0.5)
24 0.76 0.89 0.84 0.83 0.77 0.74
25 0.71 0.93 0.84 0.84 0.91 0.84
26 0.69 0.91 0.90 0.93 0.89 0.78
27 0.94 0.84 0.91 0.88 0.83 0.81
28 0.81 0.88 0.80 0.80 0.82 0.96
29 0.98 1.00 0.90 0.90 0.92 0.88
30 0.81 1.00 0.97 1.00 1.00 1.00

Table 7.2: Performance accuracy result for the chat-based scenario

7.6.2 Chat-based Scenario

In this scenario will we also classify separate messages as a lie or a truth, but we
will group them based on the conversations. We will use the classifications of
each of the separate messages in a chat to determine if the participant was lying
or telling the truth in that conversation, i.e. if the chat was part of the true or
the lie component of the experiment. Given that in the previous scenario SVM
performed best have we restricted this analysis to SVM only. The data of the 33
participant (33 lie chats and 33 truth chats) have been split into a training and
testing set, where the size of the training set ranged from 24 to 30 participants. In
particular, if the the number of participants for the training set is set to N , then
N out of the 33 participants are selected randomly and both the lie and truth chat
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of these participants are used for training the SVM model. The 2 chats of each of
the remaining (33-N ) participants are used for testing, i.e. we have M=2*(33-N )
chats for testing.

When testing a single chat, all the messages in this chat were classified according
to the trained SVM model. The chat itself was classified in different manners,
based on the results of the classification of each of the separate messages in the
chat. We have tested with the following methods:

1. Majority Classification Voting (MCV): In this case the majority of the
classifications of the messages determined the classification of the chat. In
other words if the majority of the messages in a chat were classified as a lie,
then the chat was classified as a lie.

2. Sum Score Classification (SSC): The SVM algorithm returned a score
between -1 (lie class) and +1 (truth class), and we calculated the sum of all
the scores of the messages in a chat. If the total sum was negative, then the
chat was classified as a lie, and with a positive sum the chat was classified
as a truthful chat.

3. Limited Sum Score Classification (LSSC): The returned classification score
from the SVM model gives an indication how "certain" the classification is.
In case of a score close to -1, the message is highly likely a lie, while a neg-
ative score close to 0 is more doubtful. In the above 2 methods (especially
the Majority voting), this fact is not regarded. In this Limited sum score
we therefor ignore scores produced by the SVM model that are too close to
0 and only regard scores that are above a threshold δ in absolute value. In
other words only classification scores above δ or below −δ are summed. As
before, a negative sum will indicate a lie chat, while a positive score will
indicate a truthful chat. We have tested this method with different values of
δ.

Classification Result

We have run the analysis both with and without using PCA. First we present the
results in Table 7.2 where PCA was applied to reduce the dimension of the feature
vectors and to remove dependency between the various features that are used. The
first column will indicate the number of participants that were randomly selected
for training the SVM model (hence the number of chats used for training is twice as
much). We see that the accuracy improves over the 72% mentioned in Table 7.1 for
SVM. From Table 7.2 we can see that the performance of MCV is outperformed
by SSC, which was to be expected from the argumentation given above. When
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Training size MCV SSC LSSC(0.2) LSSC(0.3) LSSC(0.4) LSSC(0.5)
24 0.81 0.83 0.79 0.87 0.80 0.79
25 0.72 0.87 0.81 0.78 0.85 0.87
26 0.78 0.86 0.84 0.86 0.88 0.86
27 0.74 0.91 0.79 0.89 0.91 0.86
28 0.74 0.91 0.79 0.89 0.91 0.86
29 0.74 1.00 0.81 1.00 0.99 0.96
30 0.99 0.99 0.91 0.93 0.90 0.92

Table 7.3: Performance accuracy result for the chat-based scenario (no PCA)

the SSC method is compared to the LSSC method, for the 4 selected values of δ,
we see that using the limited sum score does not really improve on the (unlimited)
sum score classification.

The results in Table 7.3 are obtained in the same manner as above, except that
no PCA has been applied to reduce the dimensionality of the feature set. We
note that the same observations from above can be drawn from Table 7.3, i.e.
LSSC does not improve over SSC and the sum score classification method gives
higher performance accuracy than simple majority voting. Also here the accuracy
of correctly classifying a chat is higher than the accuracy of correctly classifying
a single message as shown in Table 7.1. When comparing the results of Tables 7.2
and 7.3 we can conclude that the accuracy is slightly higher when using PCA. We
do need to remark that the number of test samples is rather low. Specifically when
using N = 30 participants for training, only M = 3 participants are available for
testing, i.e. the number of chats for testing is only 6, even though each message
within these 6 chats is classified separately by the trained SVM model.

7.7 Conclusions and Future Work
’ In this section we will first discuss the work we have done in this research, before
giving conclusions on the results. We finally give suggestions where we can extend
on this work.

7.7.1 Discussions

In this research we wanted to distinguish between honest and dishonest people
in a chat environment, based on the typing dynamics. We conducted an experi-
ment where a moderator chatted over Skype with 33 participants in two different
sessions. In the first session the participants acted honestly, while in the second
session they had to assume a different identity, where they were supposed to be a
child with a gender different from the actual gender of the participant. During the
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chat sessions, the moderator noticed that the reaction time often was slower when
the participants had assumed the alternate identity. Also noticeable was the fact
that it often was harder to get replies from participants in the dishonest session.
This is not entirely surprising, because most people will not know how to think as
a child of a different gender.

Even though a participant has assumed a different identity is not every message
that is send a lie. General messages like greeting or saying goodbye are neutral, yet
they are included in the analysis here. Questions that were hardest to lie to, where
opinion-like questions (e.g. what movies a person liked) or derivative questions
(e.g. in what year a person was born when the age was provided). For the first type
of question, the participants had to come up with an answer that would fit the new
personality, e.g. the favorite book of a 12 year old boy would most likely not be
"Wuthering Heights" or "Pride and Prejudice". The second type of question would
require the participant to think such that not a answer is given that contradicts
previous information.

In our analysis we restricted ourselves to the KD information about the typing
rhythm of a participant. Alternatively we could have looked at the actual texts of
the messages and extract features from those. At a low level this could include
features related to average word length, number of words in a sentence, and use of
punctuation and emoticons. At a higher level understanding of the meaning of the
texts could be included too in the analysis.

7.7.2 Conclusions

From the result, we can see that there are differences in the behavior between a
person who lies and one who is honest in a chat room. This conclusion is based
on typing behavior, such as making corrections, typing speed, and pause times.
We have shown that single messages can be classified with reasonable accuracy,
but that the accuracy improves significantly when multiple messages in a chat are
combined.

For classification of chats we have shown that the use of PCA for reduction of the
dimension of the feature vector and the removal of dependency between features
has a positive effect on the performance. We have considered various methods
for combining the classification of the separate messages and the method that per-
formed best was combining the messages based on the output score of the SVM
model, where the performance reached 93% with a training size of 25. Higher ac-
curacies were also obtained, but only for cases where the amount of test data was
rather low.

Overall, we can conclude that we can, with high accuracy, distinguish between a
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chat where the chatter is honest and uses his own identity and a chat where the
chatter has assumed an alternative identity.

7.7.3 Future Work

A first step in extending this research is to extend the dataset. This can be in
the amount of data per participant (i.e. longer chats), but mostly the number of
chat participants should be increased. Additionally, inclusion of other, text-related,
features will most likely also help improve the performance results.

In a chat it is important to know if the person on the other side is honest or not.
In case the person on the other side it dishonest, then a chatter might not want
to continue chatting with that person. This then means that there needs to be a
criteria that, during the chat, can indicate to a chatter the "level of honesty" of the
chat partner. Developing such a criteria is part of our future work.

In our experiments, people were, seemingly, not experienced in lying. A topic for
investigation would be to determine how well we could distinguish an experienced
liar, who has experience in impersonating another person. In such a case we could
distinguish between the detection of a person who assumes the same fake identity
every time, or someone who takes "random" fake identities. Such a person could
for example be an actor who has to play different roles while acting.
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8.1 Abstract
Online anonymity is considered as one of the great gifts of the Internet, but it also
brings dangers to society, such as cybercrime, online sexual abuse and bullying,
and love scams. Many people are fond of chatting online to make new friends, but
how can they be sure that the person sitting behind the other computer is really the
person they claim to be? By studying stylometry and keystroke dynamics features
from chat data, it is feasible to reveal the actual gender of an online user. In this
paper, we examined stylometry and keystroke dynamics features from chat data,
and proposed a Random Forest based gender prediction approach by analyzing
these features. In order to evaluate the effectiveness of the proposed approach, a
data acquisition was conducted to capture the keystroke dynamics and text inform-
ation when participants were chatting remotely via Skype. All participants were
invited to chat freely on any topic they prefered in order to get to know each other.
Based on our experimental result, the proposed approach achieved 72% prediction
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accuracy by analyzing on this free-text data captured only in 15 minutes.

8.2 Introduction
Nowadays, people are absolutely dependent on the Internet for their daily life to
do business, to entertain, to communicate, etc. One of the great gifts of the Inter-
net is the online anonymity, which protects the user’s identity from being stolen
or misused by other parties [190]. However, online anonymity is a double-edged
sword, which also favors the bad guys to commit cyber-crime, cyber-bullying,
online sexual abuse, love scams, etc. Especially, online sexual abuse has made
children extremely vulnerable to child predators, as children are more exposed on
the Internet than ever before. Several tragedies have happened where young chil-
dren were contacted and threatened by a sexual predator who normally associated
with a fake profile. A recent example of the use of a fake profile was between a
young Norwegian boy and a predator on a social media application. In this partic-
ular case the boy was extorted and this led to him taking his own life [191]. If an
ongoing chat conversation would be analyzed and reveal the true identity details
(such as gender or age) of the chat-partner to young Internet user, such tragedies
might be prevented in the future. Therefore, in this paper, we focus on predicting
the chatter’s gender by analyzing the online chat data.

While discussing online chat data, there are two types of information that can be
captured and analyzed: textual information typed by the user and keystroke dy-
namics (KD) information which represents the user’s typing rhythm. Analyzing
the textual information to recognize authorship is often referred to as stylometry
analysis. This has been primarily studied for the purpose of forensic authorship
analysis. According to the classification in [192], stylometry features can be cat-
egorized as: character-based (e.g. percentage of upper case symbols), word-based,
syntactic (usage of punctuation), structure-based (e.g. average number of mes-
sages per paragraph), function words (to express mood or attitude), n-grams, etc.
According to [193] can these stylometry features can be used for gender classific-
ation. Conventional stylometry analysis depends on a relatively long text, such as,
a full paragraph or chapter from a book, or even the whole book and are difficult
to apply to short texts like a text message sent via a social media application, or
the 140 characters posted on Twitter [65, 69].

KD is a behavioral biometric which identifies or recognizes users based on the way
they type on their keyboards. It can be collected unobtrusively without disturbing
the user [186]. In KD we measure when a key is pressed and when it is released
and from that we can determine various features, in particular the duration of a key
(how long it is held down) or the latency between two keys (time between releasing
one key and pressing the next one). Besides identification and authentication has
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KD been widely used for soft biometric goals such as emotional state detection
[139], age detection [84] and gender detection [89].

In this paper, we focus on developing and analyzing the stylometry and KD fea-
tures which can be extracted from single message sent out from an online chat
conversation. The remaining of this paper is organized as follows: Section 8.3
overviews related work on the various methods of gender detection, and section
8.4 will describe the details of feature extraction method and the proposed gender
prediction approach based on KD features; Section 8.5 reports the data acquisition
and parameter setting; Section 8.6 gives the experimental results and discussion;
finally, conclusion and future work are discussed in Section 8.7.

8.3 Related Work
Applying KD to predict the gender has gained attention from various researchers.
Giot and Rosenberger [81] presented a method for gender recognition using KD
with more than 91% of accuracy. They used the GREYC keystroke benchmark
database and extracted different features from each sample. These features were
related to the press and release of two consecutive keys, in particular press-press
time, press-release time, release-release time, and release-press time. They also
investigated the combination of all 4 features. Support Vector Machine (SVM) was
used as the learning method to classify the gender, and the best result was achieved
by using the combination of the 4 timing features. Fairhurst and Da Costa-Abreu
[89] tried to classify the gender of users in a social network environment using the
same GREY keystroke benchmark dataset, and they used K-Nearest Neighbour
(KNN), Decision Tree (DT), and Naive Bayes (NB) as classifiers. Furthermore
they also explored combining these three classifiers using three fusion techniques:
(1) Dynamic Classifier Selection based on Local Accuracy class (DCS-LA); (2)
Majority Voting; and (3) Sum. It was shown that the DCS-LA method performed
best for gender classification.

Pentel [82] tried to predict the gender and the age of the user from KD data fea-
tures. He did not only use latency and duration information, but for example also
information about making corrections. In addition to keystroke dynamics data did
he also include mouse dynamics features. He applied Logistic Regression, SVM,
KNN, and Random Forest (RF) for binary classification, and finally, he showed
that RF performed best for age and gender prediction. For gender prediction he
obtained an f-score of 0.73.

Recently, Tsimperidis et al. [83] achieved a good accuracy (95%) for gender clas-
sification by KD. They calculated the average values of keystroke durations and
press-press (PP) latencies. Several classifiers such as RF, SVM, NB, Multi-layer
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perceptron, and Radial Basis Function Network (RBFN) were tested. It was il-
lustrated that RBFN had the best accuracy and had a good time complexity, while
SVM showed the second best accuracy but it was the second slowest method for
gender detection.

Tsimperidis et al. [84] created a database with ’IRecU’, which is a free text key-
logger, to predict the age of the users. He used Artificial Neural Network (ANN)
to predict the age of a user, and it was shown that as he decreased the number of
age classes to the three the performance became better than when useing four age
classes. Pentel [82] tried to classify the 10-15 years old users against all others by
using Keystroke Dynamics and mouse patterns; he used f-score as a performance
metric, and among the different types of classification methods, RF achieved the
best result for age detection with f-score 0.73, same as for gender recognition.

8.4 Proposed Approach and Its Features Investigation
In this section, we first describe the stylometry and KD features that could be
used for predicting the user’s gender. Secondly, a RF based classification gender
prediction will be proposed by analyzing the KD features extracted from 20 letter
bigrams.

8.4.1 Stylometry Feature Extraction

Online chatting is different from writing an essay or composing an email. Such
tasks are normally carried out individually and provide relatively long time for
thinking and preparation. Online chatting is an interaction between two (or more)
users, each sitting behind their own computer and expecting to receive a response
from the chat partner shortly after sending their own message. By considering
natural characteristics of male and female, we think the response time from male
users may be different (in particular shorter) than that of female users. Such shorter
response time may also lead to more typing errors in terms of key deletions. Due
to the limited amount of text involved in a short online conversation, conventional
stylometry features (such as the frequency of preferred words by male or female)
would not be effective in our analysis. Therefore, the following four stylometry
features will be extracted from a short online conversation:

• Average thinking time: this is the time between two messages, in particular
we measure the time duration between releasing the last key for one message
and the time when the user presses the first key for the next message. Then
we calculate the average value for all time durations generated from that user
in an online conversation.

• Ratio value of key deletion: ratio value is calculated by the number of all
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deleted keys divided by the total number of keys typed by that user in an
online conversation. This ration can be calculated based on the knowledge
of all keys typed by a user, including the number of times the backspace key
and the delete key are used to remove keys from the final output.

• Average number of letters in a word: we count the number of letters in all
words typed by the user in an online conversation, then calculate the average
value to represent this feature. Note that the words with less than 4 letters
are excluded.

• Average number of words in a message: the total number of words divided
by the number of messages is the feature value.

8.4.2 Keystroke Dynamics Feature Extraction

KD features are extracted from the 20 most common letter bigrams in a English
corpus [2]. These bigrams and their frequencies are listed in Table 8.1. From each
bigram, we extract 6 KD features which have been proofed for their discriminab-
ility on user authentication by other researchers [194, 78, 195]:

• f1 : the duration of first letter, which is the time elapse between pressing the
first key and releasing that key.

• f2 : the duration of second letter, which is the time elapse between pressing
the second key and releasing that key.

• f3 : the latency between first key released and the second key pressed, which
is the time difference between releasing the first key and pressing the second
key.

• f4 : the latency between first key pressed and the second key pressed.

• f5 : the latency between first key released and the second key released.

• f6 : the duration of the first key pressed and the second key released.

According to these definition, features f1, f2, f4 and f6 are always positive, yet
features f3 and f5 could be negative.

8.4.3 Keystroke Dynamics based Gender Prediction

The proposed KD based gender prediction approach consists of two stages: first
stage is to predict the gender for each message; second stage is to merge the pre-
diction results from all messages to produce a final prediction. Note that when we
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Table 8.1: Selected bigrams for keystroke dynamics feature extraction and their frequency
according to [2]

BigramFreq. BigramFreq. BigramFreq. BigramFreq.
th 1.52 he 1.28 in 0.94 er 0.94
an 0.82 re 0.68 nd 0.63 at 0.59
on 0.57 nt 0.56 ha 0.56 es 0.56
st 0.55 en 0.55 ed 0.53 to 0.52
it 0.50 ou 0.50 ea 0.47 hi 0.46

classify a whole conversation, we mean in this paper the classification of each of
the chatters, based on only the messages of that chatter in that conversation. So
the actual conversation between two chatters is processed twice, once to determine
the gender of one chatter, and next to determine the gender of the other chatter.
For simplicity’s sake we will just refer to classification of a conversation while we
actual mean the classification of one of the chatters in that conversation

Figure 8.1: The diagram of a Random Forest (RF) based gender prediction approach by
analyzing the keystroke dynamics features.

Figure 8.1 illustrates the core procedures of first stage prediction, which adopts RF
as the classification technique to generate a classifier for each bigram. Each of the
RF classifiers is trained to recognize 2 classes, 0 for female and 1 for male. The
resulting classification score is value in the range [0, 1], where a score less than
0.5 indicates female and a score over 0.5 indicates male. Each message contains
a subset of the 20 bigrams that we consider in our analysis and each such bigram
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will result in a score for the classification into male or female. To classify that
message, score fusion is used. In particular is the median value of the bigram
scores calculated. Here again, the message is classified as female if the resulting
fusion score is below 0.5 and as male if the resulting fusion score is above 0.5. We
did also test with using the mean of the bigram scores for the score fusion, but we
found that using median gave a better performance.

After obtaining the fusion scores of each of the messages in a conversation, in the
second stage the fusions scores and classification of each of the messages in that
conversation are considered. Each of these messages has a fusion score as well as
a classification as male or female. In order to classify the whole conversation, we
perform simple majority voting (MV) on the classifications. For example if out of
16 messages 12 are classified as male and 4 as female, then the whole conversation
is classified as male.

However, it is possible that, with an even number of messages in a conversation,
half of the messages is classified as male and the other half as female. This tie can
not be solved using simple MV. In this case we use the fusion scores of each of the
messages. Assume that in a conversation n messages are classified as male, with
fusion scores (M1,M2, ...,Mn), where each Mi value is between 0.5 and 1. There
are also n messages in that conversations classified as female and the fusion scores
of these messages are denoted by (F1, F2, ..., Fn), and now each Fi is between 0
and 1. We now calculate 2 values as follows:

AverageM =
1

n

n∑
i=1

(Mi − 0.5) (8.1)

AverageF =
1

n

n∑
i=1

(0.5− Fi) (8.2)

Each of these averages will be an indication of how certain the first stage classifier
was in determining that the message classified as male/female are indeed from a
male/female chatter. A lower value indicates less confidence and a higher value
more confidence. Keeping that in mind, we will (in case of a tie for MV) classify
the full conversation as female if AverageF > AverageM and as male otherwise.
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8.5 Data Acquisition and Parameter Setting

8.5.1 Data Acquisition

In order to be as realistic as possible, we set up two identical computers at different
locations and connected via Internet and we invited the participants who did not
know each other from before. Each participant was asked to chat with other parti-
cipant and get to know him or her. Each chat lasted about 15 minutes and Skype
was used as it is a commonly used social media application. A logging tool called
BeLT [80], developed in our laboratory, was used to capture all KD information
during the chat. There was no topic specified for the conversation. Participants
were asked to chat as normal as possible and try to get to know each other a bit.

8.5.2 Parameter Setting

There were 45 participants joining the data acquisition of which there are 10 fe-
male participants and 35 male participants. Even though this is an unbalanced
dataset, we made sure that the amount of data for training the classifier was evenly
balanced, such that there is no gender bias in the classifier output. This however
means that the testset is highly unbalanced. In addition, the thresholds used in
the evaluation will be cautiously selected in order to be neutral during prediction.
For instance, the predicted gender will be male if the generated score S from the
classifier is 0.5 < S ≤ 1, and the predicted gender will be female if such score
satisfies 0 ≤ S < 0.5.

The proposed approach was implemented and evaluated in Python. We call the RF
function from sklearn with 3-fold cross validation. During cross validation, 2/3rd
of the data is used for training and the rest of the data is used for testing. In order
to find the optimal values for the number of trees in the forest and the depth of tree,
we developed a random search function with two parameters: the number of trees
ranges from 200 to 2000, and the depth of three ranges from 100 to 500.

8.6 Performance Analysis and Discussion

8.6.1 Performance Analysis on Keystroke Dynamics Features

In order to confirm the discriminability of the selected 6 KD features, we list the
average values for two bigrams (from Table 8.1) from 10 randomly selected male
subjects and 10 female subjects. In Table 8.2, we can see the difference between
male and female subjects.

Because of the uneven number of male and female participants, we were very cau-
tious about the parameter selection to avoid biased training. During the classifier
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Table 8.2: Selected bigrams for keystroke dynamics feature extraction and their frequency
according to [2]

Bigram f1 f2 f3 f4 f5 f6
th of
male

79 70 38 117 108 187

th of
female

70 75 67 138 143 213

ha of
male

72 83 46 118 130 202

ha of
female

78 95 60 139 156 234

Table 8.3: Gender prediction accuracy based on keystroke dynamics features with differ-
ent amount of training data.

Num. of training
subjects

Num. of
testing

subjects

Prediction
accuracy

5 female and 5 male
subjects

35 53.33%

10 female and 10 male
subjects

25 72%

creation phase, the amount of KD features selected from the male subjects and
female subjects are absolutely equal. Testing is done only with the data of parti-
cipants that is not used during the training of the classifiers, i.e. the training and
test dataset are disjunct. Table 8.3 gives the gender prediction accuracy by us-
ing different amounts of features during the training phase. As we can observe,
the prediction accuracy can be significantly improved with a small increase of the
training data. As this study was conducted on free-text KD analysis based on only
15 minutes conversation, we think that 72% accuracy is an encouraging result.
We believe the accuracy could be boosted when we gain more data to build the
classifier.

8.6.2 Data Analysis on Stylometry Features

The chat data was separated into message based data for generating the statistics
of four stylometry features: average thinking time, ratio value of key deletion, av-
erage number of letters in a word and average number of words in a message. Note
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that these four features were extracted from message based data, which indicates
that the time for awaiting the response from other user is excluded for the statistics.

Tables 8.4 – 8.7 give the statistics in terms of median value, mean value and stand-
ard deviation regarding these four features. Figures 8.2 – 8.5 plot all feature values,
where each mark represents a value calculated from one subject.

As we can see in Table 8.4, the median value for male’s average thinking time is
393.7 ms while it is 506.5 ms for female subject. With respect to the ratio value of
key deletion, the mean and median values for male subject are 0.0406 and 0.0382
respectively while they are 0.027 and 0.0268 for female subject. These consid-
erable differences confirm our early assumption that these two features have the
capability to distinguish the male from the female subjects in an online chat. This
discriminability can also be observed from Figure 8.2 and Figure 8.3. However,
we could not find the discriminability for the average number of letters in a word
and the average number of words in a message as seen in Tables 8.6 – 8.7 and
Figures 8.3 – 8.5.

Table 8.4: Median, mean and standard deviation of average thinking time (ms).

Gender Median Mean StDev
Male 393.7 565.9 421.7

Female 506.5 591.1 615.3

Table 8.5: Median, mean and standard deviation of ratio value of key deletion.

Gender Median Median StDev
Male 0.0382 0.0406 0.0189

Female 0.0268 0.027 0.0158

Table 8.6: Median, mean and standard deviation of average number of letters in a word.

Gender Median Mean StDev
Male 4.0034 4.0079 0.22

Female 3.9898 3.9547 0.1579

timeAfterPunctuation.png

Besides the above statistics, these stylometry features were also used to form a
feature vector for training the RF classifier. As the KD feature based classifica-
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Table 8.7: Median, mean and standard deviation of average number of words in a message.

Gender Median Mean StDev
Male 9.6667 10.0761 2.6963

Female 8.3523 8.9136 1.6134

Figure 8.2: Average thinking time between two messages: each remark represents such
average thinking time for one subject.

tion achieved the best prediction accuracy by using 10 male/female training sub-
jects, we followed the same strategy and the prediction accuracy for stylometry
features is 64% when the same amount of stylometry features extracted from 10
male/female training subjects were used to build the classifier.

8.6.3 Score-level Fusion and Impact of Messages’ Length

After separately analyzing the KD features and stylometry features, it is interesting
to consider the combination from these features. As the KD based classification
is built on individual bigram features and not all bigrams can present in a short
message, we analyzed a score-level fusion approach instead of feature-level fusion.
The prediction accuracy from the score-level fusion approach remains at 64% with
equal weights assigned to scores generated from the KD based classifier and the
stylometry based classifier.
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Figure 8.3: Ratio value of key deletion: each remark represents the ratio value of letter
deletion for one subject.

Figure 8.4: Average number of letters in a word: each remark represents such value for
one subject, and this statistics excludes the words which has less than 4 letters.

As the length of message always varies and shorter message normally leads to less
bigrams, it is also interesting to investigate the impact of messages’ length from
the performance perspective. Thus, we group the messages into three classes ac-
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Figure 8.5: Average words of words in a message: each remark represents such value for
one subject.

cording to the number of typed keys in the message: (!) short messages (less than
20); (2) intermediate messages (between 20 keys and 40 keys); and (3) long mes-
sages (more than 40 keys). Tables 8.8 and 8.9 give the prediction accuracy for KD
features and for stylometry features respectively, when we consider the messages
consisting of a certain number of keys. As we can observe, longer messages lead
to better performance for the KD based approach, while the predication accuracy
can be significantly improved when we only consider the message with more than
40 keys.

Table 8.8: Gender prediction accuracy based on keystroke dynamics features with differ-
ent length of messages. These results are based on the training set consisting of 10 female
and 10 male subjects

Length of message
Prediction
accuracy

short message with less than
20 keys

52%

intermediate message with
20-40 keys

68%

long message with more than
40 keys

76%



114 Article 3: Exploring Keystroke Dynamics and Stylometry Features for Gender
Prediction on Chat Data

Table 8.9: Gender prediction accuracy based on stylometry features with different length
of messages. These results are based on the training set consisting of 10 female and 10
male subjects

Length of message
Prediction
accuracy

short message with less than
20 keys

48%

intermediate message with
20-40 keys

44%

long message with more than
40 keys

84%

8.7 Conclusions and Future Work
In this paper we investigated the Keystroke Dynamics and stylometry features for
predicting the gender by analyzing the chat data. A Random Forest based classific-
ation approach is also proposed to predict the gender by studying the KD features
generated from 20 bigrams. In addition, we invited 45 participants to chat online
with someone they never met before, for approximately 15 minutes, in order to
evaluate the performance. The proposed RF classification was combined with a
score-level fusion and a majority voting mechanism to predict the user’s gender,
and achieved 72% prediction accuracy. By analyzing the stylometry features on
the collected data, we conclude that the pausing time between two messages and
the letter deletion (or typo correction) have the capability to distinguish between a
male and a female subject.

We think the presented work in this paper is a preliminary result, but revealed
the feasibility of predicting the user’s gender in a short online chat conversa-
tion. Regarding future work, there are many possibilities to explore and further
improve the performance. Foremost we intend to extend the dataset with more
participants, more data per participant (i.e. longer chats), while ensuring a more
balanced gender distribution. Besides that we can also:

• consider the features from trigrams (instead of using only bigrams);

• consider more conventional stylometry features, such as the frequency of
selected words, or words preferred by male or female, the number of punc-
tuation, etc.;

• design different fusion mechanism when fusing the scores at message-level,
as length of message affects the performance.
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Predicting gender can be used to warn a chatter that the gender in the profile of
the chat partner is not correct, for example a male subject trying to impersonate
a female. In such a case, the chat partner of this impersonator would like to be
warned as soon as possible about the incorrectness of the gender and not only find
this out when a chat conversation has ended. For this we would like to extend this
work such that a system continuously predicts the gender, based on the current
and all previous messages received. Clearly, such a continuous gender prediction
system needs to reach a certain level of assurance before a potential deviation
between the claimed and determined gender is reported.
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9.1 Abstract
Providing a safe environment for children in online networks can be challenged
by the anonymous nature of the internet. One of the worst forms of cyber-security
issues is child grooming, where sexual predators seek contact with minors to abuse
them. Various types of organizations such as chat providers and law enforcement
are inclined to find online predatory conversations in order to protect the chil-
dren. This paper proposes a study on predatory conversation detection using Nat-
ural Language Processing. We analyzed the different types of features of online
grooming data considering various characteristics of online conversation, such as
psycho-linguistic patterns. Our experiments with online communication showed
an accuracy of 0.98 in automatically classifying the conversations into predatory
conversations and non-predatory conversations. Best results are obtained by using
linear SVM on 1-gram features when removing stop words as well as by using
multinomial Naïve Bayes on 1-gram features when not removing stop words.

9.2 Introduction
In Greek language, pedophilia is an expression for love (philia) of young children
(pedeiktos) [196]. Pedophilia is an expression that shows fantasies, sexual arousal,
and sexual interests in children. The important characteristic of this definition of

117
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pedophilia is age, as pedophiles intend to have a sexual relationship with minors
[196]. In this paper we will use the term sexual predator (or just predator) to in-
dicate a pedophile according to the above characteristics. It should be noted that
a predator approaches the victim to build not only sexual but also emotional rela-
tionship, and the tactics used by child offenders for abusing the children are not the
same [15]. So, finding sexual predators is a complicated task, and consequently,
the number of children are affected by this predatory behavior is increasing as chil-
dren have access to the internet through cellphones easily, and the internet provides
a good opportunity for predators to cover their real identity using the anonymity
characteristics of the internet.

Sexual abuse of children is an important and common issue in society, while many
people, and especially parents, are not aware of this phenomenon. This might re-
flect that there is no specific definition and condition in different societies about
child abuse or grooming. Craven [15] defined the grooming as “a process by
which a person prepares a child, significant adults and the environment for the
abuse of this child.” Grooming has specific stages including gaining access to a
child, gaining compliance, and maintaining the child’s secrecy to avoid disclos-
ure. This process serves to strengthen the offender’s abusing pattern, as it may be
used as a means of justifying or denying their actions. It affects the victim’s life
psychologically, physically, emotionally, behaviorally, and psycho-socially [15].
Grooming detection is a multifaceted and complex problem due to its variation in
duration, type, and intensity depending on the perpetrator characteristics and be-
havior; identifying where and when the grooming process begins and ends might
be impossible.

The need for sexual predator detection has increased by the development of the
internet and online social networks. This development made the world more dan-
gerous for children, as parents can hardly monitor their online activities. Con-
sequently, protecting the children in an online world is a big issue. Social media
has aroused harms such as addiction, depression, political polarization, and vari-
ous types of cyber-criminal acts like sexual abuse of children. It is common to
engage in various kinds of social media activities while it is easy to access the in-
ternet through smartphones. This makes it easy to have social interactions between
children and adults, and therefore, it brings many risks for children in online com-
munications. Predators try to gain the confidence of their victims in social media
and then abuse them. For this reason, the detection of online sexual predators has
gained interest of many researchers.

One of the main goals of Natural Language Processing (NLP) systems is to under-
stand the meaning of what is being communicated. A lot of work has been done in
traditional language documents such as books and longer articles. Online conver-
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sations are more challenging to be processed by NLP as in most cases, they do not
follow the standard grammar of writing and have a lot of slang words that might
not be defined in the traditional languages. Besides, online chats are short, and
they do not provide as much information as static texts such as books. Little work
has been done in processing online conversation and specifically sexual predator
detection in chat rooms. Egan [93] showed that finding the certain emotions in text
could be helpful for predator detection in social media.

During the last decade, more attention has been given to face the cyber-pedophilia
problem with different goals, including

• Identification of predatory chat lines;

• Classification of predatory chat conversations;

• Identification of the offender and the victim in a predatory conversation.

The Sexual Predator Identification competition (PAN2012) [30] was held in order
to cope with these goals. Researchers proposed different methods to detect cyber-
criminal activities. The competition included two parts, identifying predators, and
predatory lines detection. The first part has two steps including predatory con-
versation detection and detecting the predators in predatory conversations. In this
work, we focus on predatory conversation detection.

The remainder of this paper is organized as follows. In Section 9.3, we will first
give a short overview of the State of the Art of the features that were used for pred-
atory conversation detection. In Section 9.4, we will explain the data that is used
and layout how the preprocessing is done, which type of features are extracted, and
what the metrics are for performance evaluation, while in Section 9.5, we present
the results of our analysis. Finally conclusions and future research directions are
discussed in Section 9.6.

9.3 State of the Art
One of the first attempts for identifying online sexual predators was performed
by Pendar [16] using K-Nearest Neighbors (K-NN) and Support Vector Machine
(SVM). He recognized the sexual predators and the underage victim with F-score
of 0.943. In 2012, the PAN competition was held in order to find the best method
for detecting the sexual predators among the chat messages, and also, finding the
lines in predatory conversations which are the most distinctive for online groom-
ing.

Using SVM, Villatoro et al. [61] obtained the best accuracy for predators identific-
ation. They tried to identify sexual predators in a set of suspicious chats conversa-
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tions. They assumed that words used in online child abuse cases are different from
general conversations, and also believed that predators use the same approach to
catch their victims. To detect the predators, they performed two tasks: (1) Suspi-
cious Conversations Identification (SCI) and (2) Victim From Predator disclosure
(VFP). The accuracy of 0.988 for SCI and 0.925 for VFP were achieved by us-
ing the bag of words (BOW) representation employing either a Boolean or a Term
Frequency - Inverse Document Frequency (TF-IDF) weighting scheme.

Parapar et al. [143] used Linguistic Inquiry and Work Count (LWIC) features in
addition to TF-IDF features, and they got an F-score of 0.849 for the identification
of sexual predators. Cano et al. [40] used a dataset which was based on chat con-
versation transcripts extracted from the Perverted Justice (PJ) website to classify
chat messages into various grooming stages utilizing a series of features includ-
ing sentiment polarity, content, and psycho-linguistic and discourse patterns. They
acquired an F-score of over 0.8 to group the steps in the conversations.

Ebrahimi et al. [52] detected predatory chats using an anomaly detection method.
They achieved an F-score of 0.915 to classify the chat conversation into predat-
ory and non-predatory conversations. Recently, in [53] a Convolutional Neural
Network (CNN) was used to mitigate the problem of predatory detection in chat
rooms. It was shown that general pre-trained word vectors are not suitable for this
problem, and not removing stop words, numbers and symbols during the analysis
can increase the classification performance. Several machine learning techniques
such as SVM, Neural Networks (NN) and CNN were used, the best F-score of
0.809 was achieved when using CNN [53].

9.4 Method

9.4.1 Data

Most work in NLP analysis has been done in formal documents such as essays
of people, the Reuters news corpus, and the British National Corpus (BNC). In-
formal writing like blogs, tweets, and chats, have different characteristics: they
contain spurious information, and more likely to contain grammar and spelling er-
rors, abbreviations, slang words and phrases, and emoticons. Clearly, analyzing
informal writings is more challenging than formal ones. Another crucial challenge
in cyber-pedophilia detection is collecting relevant data. There are two different
types of online text chat with sexual content

• Conversation between a sexual predator and the minor

• Conversation between two consenting adults
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The fact is that chat providers do not make online conversations publicly available,
as it requires the informed agreement of the participants, so access to this type of
data is difficult while significant privacy and legal issues need to be resolved.

Most of the research regarding online sexual predators has used the conversa-
tions that are made available on the Perverted Justice (PJ) website (http://www.
perverted-justice.com/) as a source of data for cyber-pedophilia detection.
The Perverted Justice Foundation, more commonly known as Perverted-Justice
(also known as PJ or PeeJ), is an American organization based in California and
Oregon. Policemen and adult volunteers working for PJ, pretend to be minors in
online social media, to serve as a decoy to attract the sexual predators.

Figure 9.1: XML file contains the conversation-ids and message information: author,
time, text.

http://www.perverted-justice.com/
http://www.perverted-justice.com/
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Figure 9.2: Predators IDs

The PAN2012 competition released a data set that can be used as a common ref-
erence point for research in sexual predator detection. The data is retrieved from
various sources and contains: (1) normal (i.e. non-sexual) chat conversations; (2)
sexual conversations between consenting adults (from OMEGLE); and (3) predat-
ory conversations from PJ. Researchers can use their analysis techniques from dif-
ferent (e.g. Information Retrieval, Natural Language Processing, and Text Mining
with Machine Learning) to train and test their systems and compare the perform-
ance of their method to other researches. Performance of a system is related to
the number of True Positives (TP, i.e. correctly identified sexual predators or pred-
atory conversations), True Negatives (TN, i.e. correctly identified non-predators
or non-predatory conversations), False Positives (FP, i.e. non-predators classified
as predator or non-predatory conversations marked as predatory), and False Neg-
atives (FN, i.e. predators classified as non-predators, or predatory conversations
marked as non-predatory). From these four values we can calculate the following
performance indicators:

• Accuracy: The accuracy is defined as the fraction of correct decisions, i.e.
Acc = TP+TN

TP+FP+TN+FN .

• Recall: Recall is the fraction of detected relevant items, i.e. Rec = TP
TP+FN .

• Precision: Precision measures the ration between the number of relevant
detected items and the number of detected items, i.e. Pre = TP

TP+FP .

• Fβ-score: The Fβ-score is a weighted average of Precision and Recall, and
in particular:
Fβ = (1 + β2) · Pre+Rec

β2·Pre+Rec
.

In case of equal weighting (i.e. β = 1), we can refer to either F1-score or
simply to F -score.

In this paper, we have used the data which was created for the PAN2012 compet-
ition [30]. Different data was made available for training and testing. The main
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files contained the conversations between the chatters. The conversation file was
given in XML format (see Figure 9.1 for an excerpt) contains a lot of conversations
from various chatters. Each conversation has a unique conversation ID, and within
the conversation are different chatters identified with different chatter IDs. A chat-
ter can participate in multiple conversations. A conversation contains at least one
message and hence one chatter, but most conversations have two or more chatters
included. Each message in a conversation contains, beside the identity of the chat-
ter, also the time of sending the message as well as the actual text message that
was sent. A conversation where one of the chatters is a sexual predator is referred
to as a “predatory conversation”, while the remaining conversations are referred to
as “normal conversation” or “non-predatory conversation”. The PAN2012 data set
also contained a text file listing all the chatter IDs of the predators (see Figure 9.2
for an excerpt), and this information can be used to label each of the conversations
as predatory or non-predatory.

9.4.2 Preprocessing

As it was mentioned before, the conversations were tagged into two groups, non-
predatory conversations, and predatory conversations. There are 64911 non-predatory
conversations between users that might have more or less than two participants for
chatting. There are 2016 predatory conversations between sexual predators and
victims, and these conversations do have one or two chatters. All the conversa-
tions in the XML file that have only one chatter or have more than two chatters
were removed. In other words, only the conversations between two persons were
extracted for analysis. It should be noted that the data is highly biased, because
the number of non-predatory conversations is much higher than the number of
predatory conversations.

Some common words such as ’is’ and ’the’, which appear frequently in a text,
do not provide enough valuable information in text mining while in some cases
they might be valuable. Such words are referred to as stop words. In most text
analysis work, these stop words have been removed, but it should be considered
that online conversations such as chat and tweets are relatively short, in which
case every single word can be substantial for text analysis, including stop words.
To evaluate the usefulness of stop words in a chat conversation, we analyzed the
data both with stop words and without stop words. We found that the performance
when removing stop words is slightly better, except when using multinomial NB.

As it was mentioned before, online conversations do not follow the standard gram-
mar. For instance, there are a lot of misspelling, slang words, and abbreviations
in online texts. Some research works, in preprocessing step, have removed all
the misspelling and have tried to turn the non-standard online conversations to the
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standard text, but we feel that converting the online conversations to the stand-
ard language will loose a lot of relevant information that can give clues about the
author of the text. So, to keep the information, we did not use any stemming or
lemmatization during the preprocessing of the data.

9.4.3 Feature Extraction

A numeric feature space is needed to train the machine learning algorithms, which
is an input with a two-dimensional array where rows are instances and columns are
features. So, we need to transform the text data into vector representations which
give the ability to perform meaningful analytic on text documents. It should be
noted that a vector representation of a text can become extremely sparse, especially
as vocabularies get more abundant, and it can have a significant impact on the
performance of machine learning.

One of the common ways for extracting the features from a text is Bag Of Words
(BOW) [52], and the decision is made based on the occurrences of a particular
token in the text. It should be noted that the BOW method loses the relationship
between the words as it is assumed that the text is represented as a bag (multi-
set) of its words without considering the grammar and even word order. In this
work, we not only count the token occurrences but also considered the token pairs,
triplets, or different combinations. Here a token can be the representation of a
word or a stop word. This approach is also called as extracting n-grams, and a
1-gram stands for separate tokens, 2-grams stand for token pairs, and so forth.

High-frequency tokens are stop words, and it was mentioned before we analyzed
the data with and without considering them. In BOW, the goal is to find the tokens
that are more discriminative between texts.

Several ways have been used for data representations including binary represent-
ation, Term Frequency or the number of occurrences, and TF-IDF [52]. In this
work, the features were extracted based on the bag of words (BOW) models using
the TF-IDF weighting scheme.

TF-IDF

The measure of term specificity first time was proposed in 1972 by Jones [197]
that paper later became known as inverse document frequency or IDF [132]. The
main idea is that “a query term which occurs in many documents is not a good
discriminator and should be given less weight than one which occurs in a few doc-
uments, and the measure was a heuristic implementation of this intuition” [132].
The formula of TF-IDF is defined as below [198]:
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wi,j = tfi,j × log(
N

dfi
)

where wi,j is the weight for term i in document j, N is the number of documents
in the collection, tfi,j is the term frequency of term i in document j and dfi is the
document frequency of term i in the collection [198].

A high weight in TF-IDF is reached by a high term frequency (in the given docu-
ment) and a low document frequency of that term in the whole collection of docu-
ments.

Psycho-linguistic Schema

Various research works in authorship profiling have shown that when people write
about a specific topic, they show different styles of writing based on their person-
alities and experience [40]. In addition, it was shown that sexual predators might
suffer from emotional and instability and psychological problems. So, consid-
ering the sentiment polarity analysis might give us some clues about the online
predators [199]. For example, to get the confidence of the victims, predators use
more emotional words and emoticons. In some research work [40] [36], building
a confidential relationship with the victim is called Deceptive Trust Development.
Predators talk about their hobbies and what they like or dislike to befriend the
minors.

As mentioned, predators seek to develop a confidential relationship with the minors,
and in order to get their trust, they give a lot of compliments about the victims.
Nuria [145] has defined the compliment as a “speech act which explicitly or im-
plicitly attributes credit to someone other than the speaker, usually the person ad-
dressed, for some ’good’ (possession, characteristic, skill, etc.) which is positively
valued by the speaker and the hearer.”

According to research, the compliment topics are mostly about appearance, abil-
ity/performance/skills, possessions, and personality. Non-linguistic variables such
as the age and gender define the order of frequency of these compliments while
apparently, appearance has been the main topic of complementing [145].

As predators are conservative in building the relationship with minors, they do not
use hardcore words while adults might use this type of words in their conversa-
tions. Predators do not want to lose the trust of the children, and they assess the
risk of their plans by making sure that the minor agrees with their ideas. For in-
stance, they will ask many questions such as “would you like to ...?”, “do you like
...?”, “what do you like?”, or “what do you want?”. Moreover, it should be noted
that sexual predators mostly try to define the topic of the conversations as they are
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willing to gain enough information about the victim and assess the risk. They seek
this goal by asking many questions. Below you can see some typical questions
from predatory conversations.

is ur mom asleep?
i wanna see u do u think that is bad?

do your friends come over and hang out?

We compared the amount of questions between predators and victims, and we
found that predators ask more questions than victims. In Figure 9.3 we can see
that the average number of questions asked by a predator is higher than that of a
victim. But we can also see that a chatter in a non-predatory conversation (tagged
as “user 1”) generally asks very few questions. This indicates that the number
of questions in a conversation could be a weak indicator of it being a predatory
or a non-predatory conversation. We have not used this however in our further
analysis, because of the large spread in the number of questions asked (see the
standard deviations displayed in Figure 9.3).

Figure 9.3: Comparison of the number of the questions which were asked

9.5 Results
We used the extracted features which are based on the BOW models, using TF-IDF
weighting scheme to train the classifiers. The goal is to recognize the predatory
conversations from normal, non-predatory chats between adults. The table shows
the result of predatory conversation detection with various classification methods.
The predatory conversation is assumed as a positive result. We trained the machine
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learning methods considering three different n-grams including 1-grams, 2-grams,
and 3-grams. Analysis was performed with SVM (both linear and non-linear),
Random Forest (RF), and Naïve Bayes (NB). The results are shown in Tables 9.1-
9.12. Each table shows the achieved accuracy on the whole testing part of the
PAN2012 dataset, but also shows the obtained precision, recall and F-score on
only the predatory conversations (Pos) and the non-predatory conversations (Neg).
Note for example that although the accuracy in Table 9.5 is acceptable at 0.95, but
the performance on the predatory conversations is terrible.

Accuracy = 0.98 Precision Recall F-score
Pos 0.91 0.82 0.86
Neg 0.99 1.00 0.99

Table 9.1: Linear-SVM model with 1-gram features

Accuracy = 0.98 Precision Recall F-score
Pos 0.87 0.84 0.86
Neg 0.99 0.99 0.99

Table 9.2: Linear-SVM model with 2-gram features

Accuracy = 0.98 Precision Recall F-score
Pos 0.81 0.85 0.83
Neg 0.99 0.99 0.99

Table 9.3: Linear-SVM model with 3-gram features

Accuracy = 0.96 Precision Recall F-score
Pos 1.00 0.25 0.40
Neg 0.97 1.00 0.98

Table 9.4: Non-Linear-SVM model with 1-gram features

Accuracy = 0.95 Precision Recall F-score
Pos 0.00 0.00 0.00
Neg 0.95 1.00 0.98

Table 9.5: Non-Linear-SVM model with 2-gram features

In text analysis with machine learning, one has to deal with very large number of
features, often more than 10000 features. SVM uses protection against overfitting,
which is independent of the number of features. Because of this, SVM has the
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Accuracy = 0.95 Precision Recall F-score
Pos 0.00 0.00 0.00
Neg 0.95 1.00 0.98

Table 9.6: Non-Linear-SVM model with 3-gram features

Accuracy = 0.96 Precision Recall F-score
Pos 1.00 0.12 0.22
Neg 0.96 1.00 0.98

Table 9.7: Random Forest model with 1-gram features

Accuracy = 0.95 Precision Recall F-score
Pos 1.00 0.01 0.01
Neg 0.95 1.00 0.98

Table 9.8: Random Forest model with 2-gram features

Accuracy = 0.95 Precision Recall F-score
Pos 0.00 0.00 0.00
Neg 0.95 1.00 0.98

Table 9.9: Random Forest model with 3-gram features

Accuracy = 0.98 Precision Recall F-score
Pos 0.95 0.65 0.77
Neg 0.98 1.00 0.99

Table 9.10: Multinomial NB model with 1-gram features

Accuracy = 0.97 Precision Recall F-score
Pos 0.99 0.36 0.53
Neg 0.97 1.00 0.99

Table 9.11: Multinomial NB model with 2-gram features

Accuracy = 0.95 Precision Recall F-score
Pos 0.99 0.11 0.19
Neg 0.96 1.00 0.98

Table 9.12: Multinomial NB model with 3-gram features
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ability to handle large feature spaces. From Tables 9.1-9.6 we can see that linear
SVMs perform better than non-linear SVMs (denoted as SVC in Figures 9.4 and
9.5) when we have a high number of features [200]. From our results, we can also
conclude that linear SVM outperforms RF and NB.

As it was mentioned before, while vocabularies get larger, the vector of features be-
comes sparser, which influences the performance of machine learning algorithms.
Some machine learning methods such as Gaussian NB do not perform well on
sparse data, and we found that multinomial NB is better suited for vectorized text
data. We see from the various tables that 1-gram features result in a better accur-
acy than 2-gram or 3-gram feature sets in all machine learning methods on the used
dataset. Using 1-gram features, linear SVM and multinomial NB have good ac-
curacy while linear SVM gives a better F-score of 0.86 for predatory conversation
detection than NB with an F-score of 0.77.

As aforesaid, to keep all the information, we performed the models with stop words
and without them. The results given in Tables 9.1-9.12 are calculated when remov-
ing the stop words. Tables 9.13-9.16 show the result with stop words included.
Here all analysis are performed on 1-grams as that gave the best results so far.

Accuracy = 0.98 Precision Recall F-score
Pos 0.89 0.80 0.84
Neg 0.99 1.00 0.99

Table 9.13: Linear-SVM model with 1-gram features keeping the stop words

Accuracy = 0.96 Precision Recall F-score
Pos 0.99 0.12 0.21
Neg 0.96 1.00 0.98

Table 9.14: Non Linear-SVM model with 1-gram features keeping the stop words

Accuracy = 0.95 Precision Recall F-score
Pos 1.00 0.02 0.03
Neg 0.96 1.00 0.98

Table 9.15: Random Forest model with 1-gram features keeping the stop words

Linear SVM and Naive Bayes work well keeping the stop words, and it should be
mentioned that Naive Bayes performs better when using stop words compared to
removing them. Linear SVM detects the predatory conversations with an F-score
of 0.84, and NB recognizes the predatory conversations with an F-score of 0.83,
and both SVM and NB have accuracy of 98% for predatory conversation detection.
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Accuracy = 0.98 Precision Recall F-score
Pos 0.92 0.76 0.83
Neg 0.99 1.00 0.99

Table 9.16: Multinomial NB model with 1-gram features keeping the stop words

Figure 9.4: Comparison of predatory conversation detection methods

Although it was claimed that keeping the stop words is more beneficial than remov-
ing them, Figures 9.4 and 9.5 show that to detect the predatory conversations, it is
better to remove the stop words as the classification methods gave better results,
while they work without stop words. Linear SVM and multinomial NB outperform
the other approaches for predatory conversation detection in both cases. Both of
them classified the conversation with an accuracy of 98% while linear SVM has
slightly better F-score of 0.86 to detect the predatory conversations.

9.6 Conclusions and Future Work
We performed different classification methods to recognize the predatory conver-
sations from typical chats between adults. To build a confidential relationship,
sexual predators try to identify their victims’ needs and give a lot of compliments
about different topics such appearance, ability, and personality. To this end will
predators ask many questions to gain suitable information and seek their goals. It
was shown that the amount of questions a predator asks is more than the number
of questions a victim or non-predatory users might ask in an online conversation.

Our experiments show that preprocessing the data for predatory identification is
quite beneficial. In text analysis, there are a lot of features, and SVM is a suitable
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Figure 9.5: Comparison of predatory conversation detection methods

classification method to handle data sets with large sparse feature spaces, and more
precisely, linear SVM is a good approach for data analysis with high dimensional
feature sets.

Various types of classification techniques were used to detect predatory conversa-
tions, including linear SVM, SVC, Naïve Bayes, and Random Forest. Linear SVM
and NB recognized the predatory conversations with an accuracy of 98% although
linear SVM gives a better F-score of 0.84 for predatory talk detection.

Trying different n-gram feature sets showed that 1-gram is most suitable for BOW
features to detect grooming conversations. Although BOW gives a good result
for predatory conversation detection, it should be noted that BOW features do
not consider the relationship between the words, and in future, we have a plan
to include the features extract the relations of the words and sentences for this
problem.

Future work will also include further analysis of predatory conversations where we
will investigate the correct determination of the predator and victim in a predatory
conversation.
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Article 5: On Preprocessing the
Data for Improving Sexual
Predator Detection

Borj, Parisa Rezaee, Kiran Raja, and Patrick Bours. "On preprocessing the data
for improving sexual predator detection: Anonymous for review." 2020 15th Inter-
national Workshop on Semantic and Social Media Adaptation and Personalization
(SMA. IEEE, 2020.)

10.1 Abstract
Sexual predator detection and predatory message identification are critical to avoid
under-aged children from being abused online. In this paper, we investigate differ-
ent feature extraction approaches for predatory detection. While the previous res-
ults indicate good accuracy on predatory conversation detection, there is a missing
investigation on the robustness of feature space. Further, we also show the impact
of preprocessing on data to improve the performance of predator identification
and predatory message classification. Various types of the bag of words features,
including binary, term frequency, and TF-IDF representation are investigated on
the publicly available PAN 2012 competition dataset for predator identification.
Further, to cover the relationship between the words in the text analysis, the GloVe
feature set is also investigated for word embedding features. With the set of prepro-
cessing of data, we illustrate the improvement in detecting predatory conversation
with an accuracy of 0.994 and F1-score of 0.964.
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10.2 Introduction
Innovation in computer science and technology has advanced ways of communica-
tion. Various media, such as social media and messaging applications, have opened
opportunities for public and private communication. While the public communic-
ation forums facilitate seamless open discussions and debates, spreading hatred
and propaganda based opinion manipulation can be foreseen. However, such chal-
lenges can be addressed by having moderators to avoid misuse. In the case of
private messaging, the challenge is highly critical, where the messaging cannot
be moderated. Multi-party or two-party communication can be easily misused for
criminal activities, planning cyber-critical attacks on governmental organizations
and, in the worst case, abusing the under-aged children. The abuse of children
can be for obtaining sexual favors, blackmailing for sexual acts, or even radical-
izing political opinions. Pedophilia is defined as the sexual interest of adults in
minors, and obviously, age plays a vital role in this aspect [196]. Given the critical
and open nature of the problem, we restrict our focus on detecting sexual abuse
through messaging in this work, which is broadly classified under pedophilia.

Figure 10.1: The Architecture of the Sexual Predator Detection System

Reformulating and adapting the concepts of pedophilia in the context of social
communication, we refer to a pedophile as a predator, and any conversation that
involves a pedophile is referred to as a predatory conversation. Therefore, it is
critical to detect such behaviours in the messaging platforms at the earliest stage to
avoid unpleasant experiences the under-aged children may undergo. However, de-
tecting persons with pedophile intent is a challenging problem due to the complex
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combination of underlying behaviour such as psycho-dynamics, differing motives,
and style of writing depending on human characteristics. The considerable vari-
ation in these behavioural patterns makes detection of predators, particularly on
online platforms, a complicated and hard problem [34].

Many predators might fulfill their needs through available online child porno-
graphy and will never try to get in physical contact with a child. However, with
a carefully designed grooming1 approaches and the advancement in communica-
tion technology, the chances of predators contacting the victims physically cannot
be ruled out [34]. Whether-or-not, the child victim, is contacted physically, it is
necessary to detect predatory conversations in the early phase to avoid the negat-
ive psychological impact on the under-aged victims. Depending on the predator’s
characteristics, grooming might have different stages, such as gaining access to the
child, gaining compliance, and maintaining the child’s secrecy to avoid disclosure.
Predator and grooming detection is a complex problem, as every predator might
have a specific way of approaching a child. While this can be to a certain degree
handled by interception of chat messages by parents, in many cases, the parents
may be completely unaware of predatory conversation leading to adverse impact
on children, not only physically but also psychologically.

The magnitude of the problem of detecting the predatory conversations and eventu-
ally predators is increasing due to the limited text available during the chat conver-
sations. Well established approaches of Natural Language Processing (NLP) can
be used to analyze the textual information in online communications, such as de-
tecting the topics. Despite the techniques in NLP, the varying style of writing and
linguistics for communication hinder it from being effectively employed to detect
predatory conversations. Short messages, usage of abbreviations and slang words,
grammatical errors, and limited data available to identify the patterns make the
problem highly complicated for efficiently detecting the predatory conversations.

While the meta-information such as age, gender, location can be easily used for
identifying the predators, it has to be noted that the identity of users in online chat
rooms is self-chosen, and many users will not provide their real age or gender.
Precisely, with the intent of obtaining sexual favors, the predators adjust their age
and gender to contact potential victims in the first place. While earlier work in-
dicated the use of Keystroke Dynamics (KD) [25] to capture the specific typing
rhythm of a user (i.e. not what text is typed, but how this text is typed) to identify
the predators, most online social media or chat rooms have not integrated such an
approach due to privacy issues related to the capturing of KD information, and the
amount of data for transmission.

1A process that prepares the minor for sexual abuse in a particular environment is called child
grooming [15].



136 Article 5: On Preprocessing the Data for Improving Sexual Predator Detection

Despite the limited data from the predatory conversations and non-availability of
the meta-data of the predators, the problem of detecting predators is pressing. To
generalize the problem, one can consider the problem of identifying the predators
as a classical two-class problem where the predators are considered one class and
the rest in another class. As can be deduced, this leads to a high class-imbalance
problem, which is complex and needs robustness of various proposed approaches.
In an attempt to provide feasible solutions for the same, much research has been fo-
cused in this direction [201], including the Sexual Predator Identification compet-
ition (PAN 2012) [30]. The challenge consisted of three main goals to be solved:

• Identification of predatory chat lines;

• Classification of predatory chat conversations;

• Identification of the predator and the victim in a predatory conversation.

In this work, we focus on similar goals in line with PAN 2012 with a primary pur-
pose of investigating the textual features alone for predatory conversation identific-
ation and predator identification. The overall pipeline for predatory conversation
identification and predator identification can be seen in Figure 10.1. In order to
provide an objective answer on the role of different textual features, we provide an
extensive analysis of four different features primarily used in NLP for the task of
predator identification. We investigate Bag-of-Words with Binary representation,
Term Count (TC) [202] and Term Frequency - Inverse Document Frequency(TF-
IDF) [132], [198] while we also employ the deep learning-based text feature ex-
traction by leveraging GloVe [134] word embedding. We bench-mark all the ap-
proaches with different established metrics on the PAN 2012 dataset and provide
a detailed analysis. This work also provides insights on the most appropriate fea-
tures, specifically to deal with the high class-imbalance and studies different clas-
sifiers to indicate the robustness of the models.

The remainder of this paper is organized as follows. In Section 10.3, we first give
an overview of the State of the Art in online sexual predator detection, and we
describe features that were used for predatory conversation detection. In Section
10.4, we provide the details of the dataset used, explain various preprocessing
steps. In the same section, we also provide details on features extracted. In Section
10.5, we present the metrics used for performance evaluation, the results of our
analysis and conclusions, and finally, future research directions are discussed in
Section 10.6.
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10.3 State of the Art
We list a set of relevant state-of-art approaches related to predator detection in this
section. Egan et al. [93] tried to discover the language pattern used by sexual
predators in chat rooms. They found various themes that sexual predators might
express their emotions and patterns in an online conversation such as implicit or
explicit content, minimizing the risk of detection, and preparing to meet offline.
In their work, the authors noted that predators try to build an online relationship
with the minors, and they mostly avoid any use of hardcore words to avoid los-
ing any trust. At the same time, they assess the risk of their actions by asking
many questions to gain enough information. To develop a confidential relation-
ship, they explicitly or implicitly give compliments to the minors for appearance,
ability/performance/skills, possessions, and personality [36], [145]. For instance,
Cano et al.[40] used a combination of feature spaces including, bag of words
(BoW), syntactical, sentiment polarity, content, psycholinguistic, and discourse
patterns to detect the behaviour of child grooming in social media, and based on
these features and their results, they have found several stages for online grooming
that reveal the behaviour of predators.

Pendar [16] tried to identify online sexual predators using K-Nearest Neighbors
(K-NN) and Support Vector Machine (SVM). The features were extracted using
word n-grams and document frequencies. These features were combined with
Term Frequency - Inverse Document Frequency (TF-IDF) for his experimental
result. Villatoro et al. [61] used a Boolean and a TF-IDF weighting scheme for
sexual predator identification with an accuracy of 0.988 for predatory conversation
detection. The authors detected the predators with an accuracy of 0.925. Parapar
et al. [143] extracted linguistic inquiry and the bag of words (BoW) features,
including word counting and TF-IDF. The approach identified sexual predators
with an F-score of 0.849.

Ebrahimi et al. [52] used TF-IDF features with semi-supervised anomaly detection
for the recognition of predatory conversations, which achieved the best accuracy
of 0.99, with an F-score of 0.778. Bogdanova et al. [47] have used a set of high-
level features for detecting cyber-grooming on the data that was extracted from the
Perverted Justice (PJ) website (www.perverted-justice.com/). The features
were based on the precise rate of emotional instability, such as feelings of inferior-
ity, isolation, loneliness, low self-esteem, and emotional immaturity, and the best
accuracy of 0.98 was achieved. Yun-Gyung Cheong er al. [64] proposed a method
for predatory behaviour detection in online games. Various types of features were
used, including BoW, Sentiment Features, and Rule-Breaking Features on the data
that was extracted from MovieStarPlanet (www.moviestarplanet.com/). The

www.perverted-justice.com/
www.moviestarplanet.com/
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approach resulted in an accuracy of 0.93 and an F-score of 0.78.

10.4 Dataset and Feature Extraction
In this work, we employ PAN 2012 competition dataset [30] for all the evalu-
ation. PAN 2012 competition dataset consists of the training set and testing set in
a disjoint model. Both the training and the testing set contain a number of conver-
sations. A unique conversation ID identifies each conversation and each message
in a conversation contains an author ID, a timestamp of the conversation, as well
as the text of the message. An author can appear in various conversations. Ad-
ditionally, two files of the IDs of the sexual predators are given, one for training
data and one for the testing data. In Figure 10.2 an example of the conversation
format is presented, while in Figure 10.3, we can see part of the list of sexual
predator IDs. The organizers of the PAN 2012 competition have collected the
data from various sources. The sources included regular conversations without
any sexual content, sexual conversations between consenting adults from Omegle
(www.omegle.com), and conversations that are made available on the Perverted
Justice (PJ) 2.

10.4.1 Pre-processing

As the sexual predators’ IDs were given in the PAN 2012 competition dataset,
in this work, we have labeled the conversations as predatory or non-predatory.
A predatory conversation is a conversation where one of the parties has an ID
that was in the list of sexual predator IDs. All the conversations where none of
the parties’ ID was listed of sexual predator IDs were labeled as a non-predatory
conversation. Both training and test datasets contained conversations with one,
two, or more than two authors. In this work, we focus only on conversations
with two authors. Conversations with more than two authors are removed because
sexual predators will contact potential victims in person, one-to-one conversations,
and not engage in group chats. Conversations with only a single author are also not
relevant as it does not represent a combination of a sexual predator and potential
victim where cyber-grooming happens. Further, to curate the dataset, we also
removed all conversations with less than seven messages as such conversations
contain little information to be classified as either predatory or non-predatory.

Online conversations, in general, do not follow standard grammar, contain many
misspellings and slang words, and be interspersed with emojis. The PAN 2012
competition data did confirm these findings to be right in their dataset[30]. The
data contained a lot of non-English words that did not have any specific meaning,

2The Perverted Justice website is by an American establishment where police officers who work
for PJ pretend to be minors in online social media to serve as a trap and attract sexual predators.

www.omegle.com
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Figure 10.2: Excerpt of conversations in PAN 2012 format

and that did not provide any information for training. All these kinds of non-
meaningful words and symbols were removed from the text messages to study the
real impact of feature space and classifier space. Further, we have converted the
chat messages to standard texts where possible, and the text in the original form
was retained in other cases. Converting the messages to the standard language is
anticipated to result in the loss of some relevant information related to the author of
the text. To overcome this and yet keep the information as much as possible, we do
not carry out any stemming or lemmatization in the preprocessing of the data. The
preprocessing procedure used for cleaning the data was the same for the training
and the test dataset. The statistics of the dataset for predatory and non-predatory
data in training and test sets are shown in Table 10.1.

Predatory Non-predatory
Training 951 8477

Test 1697 19922

Table 10.1: The number of conversations for each class
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Figure 10.3: Excerpt of predator IDs in PAN 2012 format

10.4.2 Feature Extraction

As recommended in the standard NLP approaches, the text data is converted to
vector representations of numeric values. Many different approaches can be used
to compute the vector representation of the data. In this work, we specifically focus
on Bag of Words and Word Embeddings following the state-of-art works listed in
Section 10.3. For the brevity of the reader’s comprehension, we present a brief
background of the feature extraction approaches.

Bag of Words

One of the traditional ways to determine a vector representation of a text is the
Bag of Words (BoW) representation. The boW consists of a dictionary of words
with all possible words. An index represents each word (also called a token) in
the dictionary to a high-dimensional vector. A text is now represented in a sparse
vector, where all entries are zero, except those words/tokens present in the text.
The non-zero entries in the vector representation can be further coded in various
ways as listed below:

1. Binary: In the Binary representation, a 1 value indicates that the word ap-
pears at least once in the text. Simple counting of the different occurrences
indicates the weight of the vector.

2. Term Count (TC): Unlike simple binary counts, in Term Counts, the value
accounts for the number of occurrences in the text, i.e., it represents a counter
of occurrences. In this case, the weight of the vector equals the number of
tokens in the text.

3. Term Frequency (TF): Term Frequency can be seen as a normalized ver-
sion of the Term Count. The values represent a rational number between 0
and 1, representing the fraction of the words’ occurrences. As the occur-
rences are fractions, the weight of the vector now equals 1.

4. Term Frequency - Inverse Document Frequency (TF-IDF): TF-IDF nor-
malizes the term frequency (TF) values based on the occurrence in other
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documents. If a term occurs in many documents, then it has lower discrimin-
ating power. This is compensated by using the inverse document frequency
when weighing the terms to make it more discriminable.[132].

The computation of TF-IDF values is shown in Equation 10.1 [198].

wi,j = tfi,j × log

(
N

dfi

)
(10.1)

Here tfi,j represents the frequency of term i in document j, N represents
the number of training documents, and dfi represents the number of docu-
ments containing term i. Finally wi,j is the value of term i when repres-
enting document j in the TD-IDF vector representation [198]. A high term
frequency reaches a high weight in the TF-IDF representation (in the given
document) and a low document frequency of that term in the whole collec-
tion of documents. In other words, the term is a-typical (i.e., not used in
many documents), but typical for the author of the given document (i.e., a
long term frequency).

It should be noted that BoW regards a text as a set of words, regardless of the
grammar or even the word order. Clearly, it loses some information related to the
relationship between the words. The primary goal in BoW is finding the most
discriminative tokens. The BoW approach typically results in a larger dimension
of feature vector depending on the size of the dictionary created. Generally, the
dimensions are very high (typically 15-20.000), and further, the feature vectors are
sparse, i.e., most values are equal to 0. BoW creates a so-called one-hot represent-
ation of a word/text. Following the state-of-art works, we employ binary, TC, and
TF-IDF representations for the feature space analysis.

Word Embeddings

While BoW has been employed in earlier works, it has to be noted that in BoW,
the relationships between words are entirely ignored, leading to loss of informa-
tion. Such a loss of information leads to a sub-optimal classification of texts. For
example, ”toy dog” and ”dog toy” have entirely different meanings but will be
encoded in identical feature vectors when using BoW.

Word embedding is an alternative approach which mathematically transforms a
high dimensional space into a (relatively) low dimensional space, in such a way
that words with similar meaning will be encoded into similar feature vectors.
Word2Vec [203] and GloVe [134] are examples of word embeddings recent used
for extracting textual features. Despite the need to train on specific datasets for
extracting efficient word embedding network, recent works have introduced gen-
eric pre-trained model[134]. Given the limited amount of data employed in this
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work, we employ a pre-trained GloVe embedding model to obtain a feature vector
of dimension 300 [134].

10.5 Results
We detail the evaluation and performance metrics employed in this work, followed
by the details on results obtained on the dataset. We report two sets of experiments
for predator identification and predatory conversation identification. Table 10.1
presents the details of the dataset used in this work. It has to be noted that the
dataset is unbalanced, where the number of predatory conversations is much lower
than the number of non-predatory conversations as detailed earlier.

10.5.1 Performance Measures

Given the two-class classification nature of the predator detection and predatory
conversation identification, we employ the standard evaluation metrics of Ac-
curacy (Acc), Precision (P), Recall (R), and F-score (weighted harmonic mean
between precision and recall). Precision and Recall are calculated based on the
number of True Positives (TP, i.e., correctly identified sexual predators or pred-
atory conversations), True Negatives (TN, i.e., correctly identified non-predators
or non-predatory conversations), False Positives (FP, i.e., non-predators classified
as predator or non-predatory conversations marked as predatory), and False Neg-
atives (FN, i.e., predators classified as non-predators or predatory conversations
marked as non-predatory).

• Accuracy: The accuracy is defined as the fraction of correct decisions, i.e.
Acc = TP+TN

TP+FP+TN+FN .

• Recall: Recall is the fraction of detected relevant items, i.e. R = TP
TP+FN .

• Precision: Precision measures the ration between the number of relevant
detected items and the number of detected items, i.e. P = TP

TP+FP .

Precision is an indication of the number of false positives detected, while recall
indicates the number of relevant instances not detected. While we note that stand-
ard F-score measure (called F1-score) weights the precision and recall equally, in
certain instances, it is relevant to focus either on the precision or recall. Specific-
ally, in the case of the problem of detecting online sexual predators, it is relevant
to focus on precision which is more relevant in order to not overload police with
FP, i.e., investigating falsely accused non-predators. Thus the precision should be
weighted lower, i.e., β < 1 in the definition of F-score below. Alternatively, the
goal might be to reduce the number of false negatives to ensure that the number
of non-detected sexual predators is as low as possible, i.e., recall being weighted
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higher or β > 1 below. The measures of generalized F-score can be indicated as
below: Fβ = (1 + β2) · P+R

β2·P+R
.

In case of equal weighting (i.e. β = 1), we refer to F1-score. When the focus is
on precision, then we use β = 0.5 and refer to F0.5-score, while for we use β = 2
and the F2-score for more focus on recall.

10.5.2 Predatory Conversation Detection

We focus on this work on analyzing the feature space for the effective classific-
ation of Predatory Conversation. We, therefore, reproduce the state-of-art results
first and then provide an additional analysis with a careful preprocessing from our
work. To illustrate the preprocessing effectiveness, we compare the features ex-
tracted with BoW (TF-IDF, TC, and binary) and GloVe vectors. Earlier work also
employed 1-grams to obtain the best result for predatory detection [26] and motiv-
ated by the earlier work, we employ 1-grams on BoW to extract the features. For
all the set of features, we employ various classifiers such as SVM (both linear and
non-linear), Random Forest (RF), and Naive Bayes (NB) to establish the relation
of features.

For the detection of predatory conversations, we merged all the messages of a
single conversation into a single text block and extracted the features from each
of the merged texts. To create the training set, each merged text was labeled as a
predatory conversation if one of the chatters in that conversation was identified as
a predator, and as non-predatory otherwise. We have not applied feature selection
on any of the BoW feature sets, as it was earlier shown that reduction of the feature
space leads to a reduction in the detection performance[61]. Table 12.3 shows the
results obtained for predatory conversation detection with various feature spaces.

We note a set of observation from the obtained results as following:

• As observed from Table 12.3, all types of feature spaces give a promising
result using the SVM classifier (either linear or non-linear).

• As observed in PAN 2012 competition [30], it was noted that precision was
more important than recall to not overload law enforcement authorities with
many false negatives. In order to be consistent with the earlier results, we
employ F0.5-score as the criterion to evaluate the methods.

• Further, the F2-score is also included to reflect higher weight on recall, i.e.,
the focus is on detecting as many sexual predatory conversations as possible.

• Considering the F1-score or F0.5-score, we observe the best results are ob-
tained for the SVM classifier on the TF-IDF features. The highest F2-scores
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Feature Classifier Accuracy Precision Recall F1 F0.5 F2

GloVe LinearSVM 0.989 0.95 0.91 0.930 0.942 0.918
NonLinSVM 0.990 0.94 0.92 0.930 0.936 0.924

RF 0.971 0.98 0.64 0.774 0.886 0.688
NB 0.789 0.26 0.90 0.403 0.303 0.603

TF-IDF LinearSVM 0.994 0.99 0.94 0.964 0.980 0.950
NonLinSVM 0.994 0.99 0.94 0.964 0.980 0.950

RF 0.937 1.00 0.20 0.333 0.556 0.238
Binary LinearSVM 0.991 0.96 0.93 0.945 0.954 0.936

NonLinSVM 0.991 0.96 0.93 0.945 0.954 0.936
RF 0.931 1.00 0.12 0.214 0.405 0.146
NB 0.993 0.99 0.92 0.954 0.975 0.933

TC LinearSVM 0.990 0.95 0.92 0.935 0.944 0.926
NonLinSVM 0.990 0.95 0.92 0.935 0.944 0.926

RF 0.938 0.99 0.21 0.347 0.568 0.249
NB 0.993 0.92 0.99 0.954 0.933 0.975

Table 10.2: Results for predatory conversation detection

are obtained with Naive Bayes on TC features.

Various experiments on benchmark datasets have shown that selecting the suit-
able combination of preprocessing methods concerning the problem’s goal might
provide a substantial difference in classification accuracy [204]. Motivated by this,
we conduct a similar study in this work by investing the role of preprocessing on
various features on the PAN 2012 dataset. As noted in Table 10.3, we can see that
the preprocessing approaches achieve better results by refining the dataset to re-
move the unimportant data. It should be mentioned that the system in [61] reached
first place in the PAN 2012 competition. We can see in Table 10.3 that even though
the accuracy of the various methods is comparable, the F1-scores show a signific-
ant difference. The F0.5-score of Villatoro et al. [61] was equal to 0.935, the
highest of all submissions, but much lower than the highest F0.5-score of 0.980
in our results (SVM on TF-IDF features) simply achieved by better preprocessing
approaches.

In a similar manner, we also investigate the word embeddings through proposed
GloVe feature vectors using the different classifiers. We compare the obtained
results of the GloVe features using SVM with the results from Ebrahimi et al.[53]
using GloVe-CNN. As noted in an earlier set of experiments, the preprocessing
method used for refining the dataset has generated better results as against earlier
obtained results, as listed in Table 10.4.
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Source Features Classifier Accuracy F1

Villatoro et al. [61] TF-IDF SVM 0.988 0.952
Ebrahimi et al. [52] TF-IDF SVM 0.985 0.610

TF-IDF One-class SVM 0.982 0.546
Proposed method TF-IDF SVM 0.994 0.964

Binary NB 0.993 0.954
Binary SVM 0.991 0.945

TC SVM 0.990 0.935
Glove SVM 0.990 0.930

Table 10.3: Comparing the result with state of art results

Source Feature Classifier Precision Recall F1

Ebrahimi et al. [53] GloVe CNN 0.91 0.72 0.805
Proposed model GloVe SVM 0.95 0.91 0.930

Table 10.4: Comparing the result using GloVe

10.5.3 Predatory Identification

Following the predatory conversation detection, we also conduct predatory iden-
tification. For all the analysis in this section, we used the results from the best
performing feature set and classification algorithm from the previous section. In
particular, we used the conversations that were classified as predatory by the Linear
SVM classifier on the TF-IDF feature set. For predator identification, we extracted
the same type of features and applied the same algorithms as for predatory con-
versation detection. For training, we extracted all known predatory conversations
from the training data and split each conversation into two texts. One was com-
posed by merging all the messages from the sexual predator, while the other text
was composed by merging all the messages of the victim. The extracted features
were then used to train the various systems. Testing was done by considering all
the conversations that were marked as predatory in the previous stage. So some of
these messages were, in fact, misclassified non-predatory conversations. For each
conversation now, we extracted two texts again in the same way as described for
the training data. The features of each text were then classified according to the
trained models. The results are presented in the Table 10.5.

When comparing our results to the results from the PAN 2012 competition in [30],
we note that these results are slightly lower. The best result was obtained by Vil-
latoro et al. [61] with an F0.5-score of 0.935, compared to our best F0.5-score of
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Feature Classifier Accuracy Precision Recall F1 F0.5 F2

GloVe LinearSVM 0.864 0.87 0.85 0.860 0.866 0.854
NonLinSvm 0.859 0.86 0.85 0.855 0.858 0.852

RF 0.826 0.85 0.81 0.830 0.842 0.818
NB 0.726 0.80 0.59 0.679 0.747 0.623

TF-IDF LinearSVM 0.905 0.92 0.89 0.905 0.914 0.896
NonLinSvm 0.905 0.92 0.89 0.905 0.914 0.896

RF 0.842 0.84 0.85 0.845 0.842 0.848
NB 0.905 0.91 0.89 0.900 0.906 0.894

Binary LinearSVM 0.889 0.90 0.88 0.890 0.896 0.884
NonLinSvm 0.889 0.90 0.88 0.890 0.896 0.884

RF 0.854 0.85 0.86 0.855 0.852 0.858
NB 0.900 0.92 0.88 0.900 0.912 0.888

TC LinearSVM 0.884 0.89 0.87 0.880 0.886 0.874
NonLinSvm 0.884 0.89 0.87 0.880 0.886 0.874

RF 0.851 0.87 0.83 0.850 0.862 0.838
NB 0.902 0.92 0.88 0.900 0.912 0.888

Table 10.5: Results for predator identification

0.914. The highest F1-score (0.905) obtained was, however, higher than the one
from Villatoro et al. [61], or any other submission to the PAN 2012 competition
[30]. It has to be noted that there was a slight difference in the present analysis
making the results hard to compare. The goal of the PAN 2012 competition was
to identify sexual predators, but most sexual predators had multiple conversations
included in the dataset. This would mean that if there were, for example, five con-
versations of a sexual predator in the dataset, then identifying the sexual predator
in at least one conversation would result in a true positive. In our analysis, how-
ever, we present a fair comparison by considering all conversations independent
of each other. Hence, missing a sexual predator in a particular conversation would
count as a false negative, even if that particular predator was detected in another
conversation.

10.6 Conclusions and Future Work
In this work, we have analyzed feature spaces for detecting predatory conversa-
tion and predatory identification. Specifically, the feature space is analyzed by
employing a better preprocessing approach to indicate the superior performance
of existing state-of-art algorithms. To systematically demonstrate this, we have
employed the PAN 2012 dataset and studied various feature extraction algorithms.
In the first part, using the GloVe vector as feature space with SVM has given ac-
curacy of 0.989 and an F1-score of 0.930 to detect predatory conversations. While



10.6. Conclusions and Future Work 147

all of the features extraction approaches performed well with the feature selec-
tion or feature reduction, the features extracted from the BoW feature spaces did
not improve the performance of the models. Also, in the second part, for pred-
atory identification, various feature spaces were investigated, and the best result
achieved had an accuracy of 0.905 and an F1-score of 0.914. In future work, we
intend to increase the performance of our approach for predatory identification by
extracting stable features that can handle the word embedding for short texts in
a realistic scenario. Secondly, we intend to explore the use of deep networks to
improve the performance of detecting predators from predatory conversations.
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Article 6: Detecting Sexual
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Borj, Parisa Rezaee, Kiran Raja, and Patrick Bours. "Detecting Sexual Predatory
Chats by Perturbed Data and Balanced Ensembles." 2021 International Conference
of the Biometrics Special Interest Group (BIOSIG). IEEE, 2021.

11.1 Abstract
Securing the safety of the children on online platforms is critical to avoid the mis-
haps of them being abused for sexual favors, which usually happens through pred-
atory conversations. A number of approaches have been proposed to analyze the
content of the messages to identify predatory conversations. However, due to the
non-availability of large-scale predatory data, the state-of-the-art works employ
a standard dataset that has less than 10% predatory conversations. Dealing with
such heavy class imbalance is a challenge to devise reliable predatory detection
approaches. We present a new approach for dealing with class imbalance using a
hybrid sampling and class re-distribution to obtain an augmented dataset. To fur-
ther improve the diversity of classifiers and features in the ensembles, we also pro-
pose to perturb the data along with augmentation in an iterative manner. Through
a set of experiments, we demonstrate an improvement of 3% over the best state-
of-the-art approach and results in an F1-score of 0.99 and an Fβ of 0.94 from the
proposed approach.

149
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11.2 Introduction
Children are vulnerable due to the new sexual norms caused by advanced tech-
nology and increased time spending on online communities where chats with un-
known persons are fully possible. The children can thus be targeted by sexual
predators by convincing text messages [205]. Detecting and identifying the pred-
atory chats has been a major problem for parents and law enforcement agencies.
However, predatory conversation detection is a complex problem as the offenders
apply many techniques to avoid disclosure. The predators may not necessarily dis-
cuss about sex in the conversations, but apply different strategies and variations
in time, type, and intensity to keep the victim interested and eventually exploit
them. The process of gaining the trust of victim is usually called grooming [15]. A
common challenge in detecting online sexual predators is collecting the data as the
chat providers do not make it publicly available, and accessing them requires legal
permission. Of the few available datasets like PAN 2012 competition [30], one
can observe the common problem encountered in most machine learning problems
[30]. The datasets are heavily imbalanced due to normal conversations represent-
ing higher proportions than the predatory conversations. In reality, the percentage
of sexual predatory data is 0.25% of the total online data that causes many prob-
lems for designing an automated machine learning driven detection models [20].
Such composition of dataset makes the predatory detection a challenging problem
as handling the imbalanced dataset for the sexual predatory detection is critical.

In this work, we present a new approach for detecting predatory chat detection by
providing a new strategy in handling the imbalance to provide a new approach.
Specifically, we present an approach which first creates a balanced class distribu-
tion by increasing the minor class with a set of augmented and perturbed data. The
balanced class distribution is increased until a 50% balance is obtained by simply
augmenting and perturbing the data. With the refined class distribution, we create
an ensemble of HistogramBoostedGradient classifiers which directly benefit from
the augmented and perturbed data in selecting different set of features for creating
ensembles. With the set of experimental validation, we evaluate the proposed ap-
proach on PAN 2012 [30] dataset where the proposed approach outperforms the
existing approaches. The proposed approach results in a precision of 99%, a recall
of 99% and a F0.5 score of 94% with a gain of 3% over the recent work which
reported a recall of 96%. In the rest of this paper, we first present briefly detail the
dataset employed and discuss the imbalanced nature of the dataset in Section 11.3.
We then list out few related works which have tried to address the imbalanced
nature of sexual predatory data for the convenience of the reader in Section 11.4.
We present the proposed approach in Section 11.5 followed by the discussion on
results in Section 11.6. To the end, we make concluding remarks and list out few
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potential future works.

11.3 Database for Sexual Predatory Detection
A chat conversation typically is one of three types of conversations such as (a) a
conversation without sexual topics, (b) a conversation between adults on sexual
topics, or (c) a conversation between a predator and a minor victim which is
considered as a predatory conversation. The PAN 2012 [30] competition data-
set deals with the third category and the data contains the conversations between
police officers who pretended to be minors and convicted predators extracted from
the PJ website (http://www.perverted-justice.com/). The data also con-
tains the ordinary chat without any sexual content extracted from http://www.

irclog.org, and sexual conversation between consenting adults from Omegle
(www.omegle.com). In addition to the conversation data, the data also consists of
a unique conversation ID to distinguish between the conversations. Each message
in a conversation further includes an author ID, a timestamp, and the text of the
message [28]. In training data, there are 951 predatory conversations and 8477
non-predatory conversations. The test data contains 1697 predatory samples and
19922 non-predatory conversations. More detail about the applied data and the
pre-processing method can be found in [30] and [28].

11.3.1 Constraints of Dataset

As with any other type of data investigation, predatory detection requires pertinent
data. The amount of predatory data is much lower than the normal chatlogs, mak-
ing it challenging to find appropriate subset of data. Further, analyzing the data,
we note the heavily imbalance in the data where predatory data is less than 0.25%
of the total data [20]. Such imbalance leads to sub-optimal classifiers favoring one
class over the other resulting either in underfitting or overfitting. When the training
data is highly imbalanced, it becomes more critical as the class with fewer samples
is severely under-sampled and causes to not capturing the complete information of
the given data. If one does not consider the class imbalance problem, the learning
techniques can be overwhelmed by the majority class, and the minority class will
be easily ignored. An imbalanced classification problem is a problem where the
datasets have skewed distributions. It has several characteristics, including class
overlapping, small sample size, and small disjuncts [103]. A predatory dataset
can suffer from all these characteristics as there are many overlaps and disjuncts
between a predatory conversation and a non-predatory one. In addition, the num-
ber of predatory conversation samples is much lower than the non-predatory ones.
Also, a chat conversation might contain some sentences or topics that are common
in both predatory and non-predatory talks.

http://www. perverted-justice.com/
http://www.irclog.org
http://www.irclog.org
www.omegle.com
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11.4 Related Works
Earlier research works mainly have used conventional methods for sexual pred-
atory detection disregarding the imbalanced dataset [93, 76, 61, 30, 47, 52, 28].
However, we restrict our focus to few sample works and focus on works that deal
with data imbalance problem within predator detection. Cardei et al. [51] tested
several techniques for coping with the imbalanced data in sexual predatory de-
tection, such as cost-sensitive technique and sampling techniques including Bal-
anceCascade [104], and CBO - a clustering-based method using k-means [105].
The authors found that the cost-sensitive model where a cost matrix gave a penalty
for misclassifying gained the best performance experimenting on PAN 2012 data-
set [30]. Their proposed model had two stages where it investigated behavioural
features that cover the users’ behaviour on the online platform. It considered the
ratio of questions, underage expressions, slang words, and the bag of word feature
vectors and obtained an F0.5 score of 0.95 [51]. Zuo et al. [63] presented an adapt-
ive fuzzy method for artificial neural networks (ANNs) to address the imbalanced
data in sexual predatory detection. They used conventional fuzzy inference based
on dense rule and fuzzy rule interpolation to handle the imbalanced dataset in the
sexual predatory detection problem. Their method was a combination of an ad-
aptive fuzzy inference-based activation function with the artificial neural networks
(ANNs) that extracted BoW and TFIDF as feature sets, classified the data sets, and
gained an accuracy of 0.766.

11.5 Proposed Approach
The overall pipeline of the proposed approach is illustrated in the Figure 11.1. The
proposed approach starts with the preprocessing of the data, followed by feature
extraction using Word2Vec [133] and the proposed strategy of learning the en-
semble classifiers as detailed below in this section. As the data is heavily noisy,
we first preprocess the data to eliminate the irrelevant entries from PAN 2012 data-
set. Based on the common properties of the predator victim contacts, we assert that
these kinds of conversations have only two authors. We therefore eliminate all the
other conversations that involve multi-parties or have only one author. Further, we
discard all the conversations with less than seven messages as such conversations
contain too little information to be classified as either predatory or non-predatory.
Further, as another refinement, we analyze chat messages to eliminate non-English
words that did not provide any special meaning or do not follow standard gram-
mar in a remote manner, have many slang and emoticons. To keep the information
as much as it is possible, no stemming or lemmatization in the preprocessing of
the data was performed. We then extract the features the from the chat logs that
cover the word relationships in different contexts with a low dimensional feature
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vector. In order to fully exploit the word analogies, we extract features using the
Word2Vec embedding model with pre-trained networks with a 300 dimensional
vectors. Word2Vec provides distributed representation of the text data which we
further use to design the classifier.

Figure 11.1: Proposed approach for predatory chat detection

11.5.1 Balanced and Augmented Dataset

Given the dataset D with n classes and m features, D = {(xi, yi)}ni=1, each class
can consist of k samples. When all the classes have equal number of samples,
i.e., k ≈ kave one can effectively learn a classifier. However, when the number
of samples ki for a chosen class i is significantly lower than average number of
samples from all other classes, the classifier is challenged with skewed data dis-
tribution. As it happens, the number of predatory samples is much lower than the
number of non-predatory conversation with a sample distribution ratio 1.00 : 8.91
for predatory to non-predatory samples in our case. Thus, irrespective of the
sampling approaches to be used, the minor class will contribute to imbalance for
learning a classifier. Thus, we first propose to create an augmented dataset D′ for
T number of iterations. For each class Ci in the n classes, we employ two kind
of sampling such that class with higher samples is under-sampled and the class
with lower samples is over-sampled. In order to achieve this, we simply resort to
progressively balanced hybrid sampling using the class distribution. The balanced
classes for each iteration is then used to compute the error distribution for the true
class distribution and inverse error distribution. Further, as the number of samples
in one class can be much higher than the other class, for instance, in our case non-
predatory conversations are much higher than the predatory samples, we augment
the features in both classes such that the minor class is represented equally with
a set of perturbation. The perturbation factor p therefore leads to new samples of
the minor class which can be represented as x′ → x + α.xp where α is a linear
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scaling factor. Thus, the new augmented samples lead to creation of D′. For each
of these samples obtained, we obtain new class distribution C ′ for a given iteration
t in total number of iterations T . Using the newly augmented dataset D′ with new
class distribution C ′ with balanced, augmented and perturbed data, we learn a clas-
sifier Histogram Gradient Boosted Decision Trees as detailed in the next section.
In every iteration t, the class distribution and inverse class distribution is used to
balance the samples chosen to learn the classifier.

Algorithm 1: Pseudocode for Proposed Approach
initialization : T iterations, Number of base estimators, Number of bins

for HistogramBoostedGradient;
procedure CLASS DISTRIBUTION BALANCE;
t←∈ Titerations
while K do

Compute class distributions;
Compute balanced hybrid sampling;
Compute the expected class distribution (number of samples from
each class);
Compute the intra-class balanced sampling weights by inversing
prediction error distribution;
Undersample or oversample the features;

end

procedure AUGMENT DATA;
Perturb and augment data;

procedure CREATE ENSEMBLE;
For each set of augmented data, create classifier -
HistogramBoostedGradient;
Fit HistogramBoostedGradient estimator;
Choose features if the loss is less than iteration t-1;

The Algorithm 1 represents the pseudocode of the approach.

11.5.2 Histogram Gradient Boosted Decision Trees

Given the augmented, balanced and perturbed dataset D′ with n samples and m
features, D = {(xi, yi)}ni=1, where xi ∈ Rm and yi ∈ R, the predictions from
the boosted decision tree model, ŷi, is defined as a tree-based additive ensemble
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model, ϕ(xi), comprising of K additive functions, fk, defined as:

ŷi = ϕ(xi) =

K∑
k=1

fk(xi), fk ∈ F

where F = {f(x) = wq(x)} is a collection of Classification and Regression Trees,
such that q(x) maps each input feature x to one of T leaves in the tree by a weight
vector, w ∈ RT . Given the function defined above, the Gradient Boosted algorithm
minimizes the following regularized objective function:

L̃ =
∑
i

l(yi, ŷi) +
∑
k

Ω(fk)

where l(yi, ŷi) is the loss function of the ith sample between the prediction ŷi and
the target value yi, and Ω(fk) = γT + 1

2λ∥w∥
2 is the regularization component to

penalize kth tree in growing additional leaves by λ - a regularization parameter and
a weight vector w. We approximate the loss function using a second-order Taylor
expansion [206], and we omit the details for the brevity of the paper considering
the page limit.

11.5.3 Ensemble Construction

Based on the augmented features selected in each iteration, a classifier is chosen if
the loss l(yi, ŷi) is the loss function of the ith sample between the prediction ŷi and
the target value yi, and Ω(fk) = γT + 1

2λ∥w∥
2 is the regularization component

to penalize kth tree in growing additional leaves by λ - a regularization parameter
and a weight vector w.

Ref Accuracy F1 Fβ

Bogdanova et al. [76] 0.97 - -
Villatoro et al. [61] 0.92 0.87 0.93
Borj & Bours [26] 0.98 0.86 -
Fauzi & Bours [55] 0.95 0.90 0.93
Bours & Kulsrud [50] - 0.94 0.97
Borj et al. [28] 0.99 0.96 -
Ebrahimi et al. [53] - 0.80 -
Ebrahimi et al. [52] 0.99 0.77 -

Imbalance based approaches
Cardei et al. [51] - - 0.95
Zuo et al. [63] 0.76 - -
Proposed Model 0.99 0.99 0.94

Table 11.1: Performance of various approaches
against proposed approach. The blocks in gray
color indicate the approaches that handle data im-
balance and can be directly compared to our pro-
posed approach.

Figure 11.2: Performance variation to
perturbation factor in data.
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11.6 Experimental Results
For detection of predatory conversation, all the messages of a single conversation
were merged into a single text block. Then, we extracted the Word2Vec feature
vector for each of the merged texts. The main focus of this analysis is to handle
the imbalanced nature of the dataset applying the proposed method. Thus, we se-
lect two state-of-the-art approaches which are close to our work to provide a com-
parison. Specifically, we compare our results against Cardei et al. [51] and Zuo
et al. [63] who propose strategies to handle the imbalance in the predatory data.
Further, we also compare our results against other state-of-the-art approaches to
give a broader comparison. Predatory detection techniques have been evaluated
using different metrics such as accuracy, precision, recall, and F1-score. Further,
to avoid many false-positive detection Fβ is also recommended as another primary
metric for analyzing the performance [30] with β = 0.5. Table 11.1 demonstrates
the obtained results and compares them with the baseline of various works. The
proposed approach obtains a gain of 3% over the best benchmark, while it gains
more than 23% more accuracy compared to the earlier approach [63] in a similar
category of using balancing strategies. Further, we also analyze the effect of per-
turbation factor in augmenting the dataset, and the obtained accuracy is presented
in Figure 11.2. As noted from Figure 11.2, the performance changes slightly when
the perturbation factor is increased to more than 20%. Despite the slight drop in
performance, one can note the superiority of the proposed approach as compared
to the accuracy reported in Table 11.1. Thus, we deduce that the perturbation
factor should not be more than 50% to obtain a reliable classification accuracy.

11.7 Conclusion
Predatory conversation detection based on text messages is a crucial problem to
avoid exploiting under-aged or minors for sexual favors. Owing to the limited real
datasets available, current works employ a standard dataset with less than 10%
predatory data leading to a heavy imbalance in the dataset resulting in a classifier
that may be sub-optimal. This work has proposed a new approach for handling the
imbalanced nature of predatory data by hybrid sampling and class re-distribution
to obtain an augmented dataset. Further, to improve the diversity of classifiers
and features in the ensembles, this work also proposes to perturb the data along
with augmentation in an iterative manner. With the set of experiments on the
state-of-the-art dataset, we demonstrate that the proposed approach obtains an im-
provement over the best state-of-the-art approach by 3% and results in a F1-score
of 0.99 and a Fβ of 0.94. Unlike this work, in future works, we also intend to ex-
plore different feature extraction approaches to validate the scalability of the pro-
posed approach for predatory detection. Further, this work can also be extended by
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generating the predatory data through advanced approaches, including Generative
Adversarial Networks.
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