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Abstract

There are currently no scientific, evidence-based guidelines for designing wind-
related traffic regulations on Norwegian road bridges. The topic of crosswind-
exposed vehicles on bridges has been studied theoretically, numerically and in the
lab, but not in the field. In this work, a test vehicle is established to take mea-
surements of wind, vehicle and driver response in strong crosswinds. The aim is
to identify and characterise gusts that cause drivers to perceive the vehicle as less
stable and/or controllable.

Field measurements were taken under strong crosswinds (peak gust speeds be-
tween 20 and 32 m/s) on 7 different bridges — of which 4 are suspension bridges,
2 are cantilevered and 1 is cable-stayed — and 2 fixed-base roads in Norway. To the
best knowledge, the data set is the first of its kind, with up to 40 repeated crossings
at each location, utilising two-point satellite positioning, a 3-component accelerom-
eter and gyroscope, an ultrasonic anemometer and measurements of driver steering
input.

Predictable gusts are observed leeward of discrete obstacles to the crosswind
such as towers, support piers, substantial structural components under the bridge
deck or land at the abutments. It is found that gusts with certain spatial dimensions
(1-4 vehicle lengths) and temporal periods (0.36-2 s) induce the most severe ad-
verse handling responses. Stochastic gusts emanating from upstream terrain and
the separation of flow over bluff-section bridge girders are found to continually
perturb the vehicle-driver system and in some cases to cause front-axle skid events.

In general, it is found that decreasing the driving speed significantly decreases
the severity of wind-induced handling motions. On the other hand, if large-scale,
coherent vortex shedding is observed in the wake of the towers at a frequency
that matches the vehicle’s natural roll frequency, then slow driving speeds allow
excessive roll motions to develop. This can be a significant comfort issue.

The results allow infrastructure owners to design better mitigation strategies
and ensure the safe crossing of vehicles whilst satisfying serviceability and cost re-
quirements. Further research on mitigation strategies is needed, though the modu-
lation of driving speed has been shown to effectively reduce the severity of handling
response to wind perturbations.
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Chapter 1

Introduction

1.1 Motivation

Bridges in Norway are closed to road traffic when the 3-second mean wind speed
exceeds a predetermined value at 90 degrees to the driving direction. Based on
the experiences described in this work, this threshold varies from bridge to bridge.
Some bridges have been observed to close at 25 m/s while others close only when
measurements exceed 32 m/s.

Road users are notified about the closure through automated electronic signs
that show the open/close status of the roadway as well as the highest wind speed
measured somewhere on the bridge in the past x minutes (varies from bridge to
bridge). See Figure 1.1 for an example of how one of these electronic signs looks
when a bridge is closed. The bridge remains closed for 10 minutes from the last
time the threshold was exceeded.

To the best current knowledge, there are no formal, evidence-based guidelines
in Norway for deciding what the threshold wind speed should be [21]. Whether a
bridge closes at 25 m/s or 32 m/s (or any other speed) is a choice that appears to be
made on the basis of experience. The automated closure system is sometimes over-
ridden in order to relieve congestion, or let certain — typically emergency — vehicles
across. Sometimes contractors can be found on-site regulating traffic manually as
well. The overall system for managing wind-related traffic risks on bridges is there-
fore still largely dependent on manual evaluations, decisions and interventions.

Important infrastructure

Bridges are important for many communities living along Norway’s rugged coast-
line, particularly for those who live on islands near the mainland. While alternative
means of transportation often exist by sea, road connections are typically quicker
and more reliable. Ferry services are often affected by weather conditions before

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: The electronic sign at the Tjeldsund bridge showing that the roadway
is closed to traffic. (Photo: NTNU/Sebastian Reymert)

bridges are.

Maélgy, Rervik and Sandnessjgen are all examples of towns that only have one
fixed road connection to the mainland via the Malgy (cantilevered), Nergysund
(suspension) and Helgeland (cable-stayed) bridges respectively (see Figure 7.1 to
see these on a map of Norway). Each of these have been visited during the field ses-
sions in addition to the Halogaland (suspension), Hardanger (suspension), Tjeld-
sund (suspension), and Dolmsund (cantilevered) bridges.

For the typical bridge user it is important that bridges are safe to cross when
they are open and that they are not closed unnecessarily [80]. From the perspective
of a bridge owner — either the Norwegian Public Roads Administration (NPRA) or
the local county in the case of Norwegian road bridges — it is important to provide a
socio-economic benefit by maximising the ratio of utility to investment. This means
maximising the serviceability of bridges for the lowest possible cost.

It is vital to understand how strong winds affect accident risk. The knowledge
gained through this work will be increasingly useful going forward as ferry cross-
ings are likely to be replaced by ever longer fixed-link crossings [74] and climate
change threatens to make extreme wind a more frequent phenomena than it is to-
day. Winds in Northern Europe that have a 100-year return period today (based
on historical data in the period 1976-2005) may have return periods of 83 years
by 2011-2040, 76 years by 2041-2070 and 67 years by 2071-2100 according to
simulations [151].
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1.1.1 Predicting wind-induced accidents

A test vehicle has been used in this work to take measurements of wind, vehicle
and driver response under strong winds on various roads and road bridges in Nor-
way. To give an initial idea of which winds (speed and direction) pose a threat to
occupant safety, a simplified accident analysis will be presented for the test vehicle.
The following is based on the analysis presented in a report by Camara [38].

The assumptions will then be discussed to highlight some of the challenges in
making more accurate and/or precise accident predictions. This will motivate the
rest of the work presented in this thesis.

Wind
Figure 1.2: The relationship between the wind vector observed by a stationary ob-

server V,, and that measured by the anemometer on the moving vehicle V. (diagram
adapted from [38]).

Background on the method

The idea is to simply calculate the static forces necessary to cause a lateral skid or
rollover. The accident wind speed necessary to create these forces can be mapped as
a function of driving speed and wind direction and can be used with in-situ wind
measurements to regulate traffic. The analysis method was proposed by Baker [23]
in 1987 and inspired a similar analysis by Camara [38] in 2019, both on the Orwell
cantilevered bridge in England.

Camara was in fact commissioned by Highways England to re-evaluate the
risk of wind-related accidents on the Orwell Bridge. Changes to the regulations
have been enforced following his recommendations and electronic signs have been
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placed on the bridge to regulate traffic as a function of wind conditions [8]. He per-
formed two different static analyses — one with only in-plane forces and moments
(2D), like the one presented next, and another with full 3D forces and moments.
For reference, he also considered the effect of the girder on vehicle aerodynamic
loads as well as the excitation of the vehicle by road roughness/undulations and
bridge vibrations. This analysis will not be discussed here.

Aerodynamic loads on the vehicle

The aerodynamic loads on a vehicle can be described as a function of air density p,
incident wind speed V,, incident wind angle y (to be defined below), a reference

surface area A; (frontal projection used here) and centre of gravity height h,,

1
Fs = ~pV?Cs(1)Ay

2
1
Fp= EPVrZCL(Y)Af
1 2
Fp=5pV; Cp(1)Af

1 1.1)
MY = EPVrZCY(Y)Afhcg

1
MP = EPVrZCP(Y)Afhcg

1
Mg = EPVrZCR(Y)Athg,

where S,L,D,Y,P and R denote the side, lift and drag force, yaw, pitch and
roll moment respectively [38]. The wind speed V, and angle of incidence y in
the vehicle’s moving reference frame are functions of the vehicle and wind speed
vectors as shown in Figure 1.2. The wind vector is defined relative to the road with
the incidence angle 3. The angle y is calculated,

y =tan"! (—VW sin o ) (1.2)
Ve +V,cosp ) '

Camara [38] presents his analysis for 5 different vehicle types. For the large van
type (the test vehicle used in this work is a large van) he references aerodynamic
force coefficients from Baker [23]. The aerodynamic coefficients are defined in
[23] as a function of the wind incidence angle on the vehicle v,
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_ 0.328
Cs =017

C; = 0,[1+sin(3y)]
Cp = 03[1+2sin(3y)]

(1.3)
CY — _0_4,}/1.77
CP — 0_5,)/1.32
CR = 0-6‘)/0-924’

where each of o; are given in [23]. Substituting these expression into the force
equations (1.1) as well as the definition of v (1.2) gives the aerodynamic forces as
a function of the wind speed V,,, incidence angle against the road 8 and vehicle
speed V,.

The shape of the coefficient curves in [23] are derived from wind tunnel data
using a scale model Leyland Atlantean double-deck bus (1958-1986). The curves
are then scaled based on wind tunnel data for a variety of different vehicle types
at a single incidence angle y = 30°. To apply this model to the current case is to
make the following assumptions:

1. The aerodynamic coefficient curves for the test vehicle have the same shape
as those of a double-deck bus.

2. The curves can be scaled to be appropriate to the geometry of the test vehicle
(based on a single point from wind tunnel tests using a similarly shaped van).

3. The wind tunnel tests were performed with the appropriate Reynolds number
and turbulence intensity for valid comparison with the real world.

Baker argues that there is a critical Reynolds number above which the coef-
ficients are independent [25]. This Reynold’s number was exceeded in the wind
tunnel and so the argument is made that the curves are valid for use in assessing
real-world environments. This partly addresses point 3. Points 1 and 2 will have
to be addressed using engineering judgement.

The shape of the test vehicle is not too dissimilar to the Leyland Atlantean,
though aerodynamic force coefficients will likely be higher on the bus. They are
both box-like shapes, yet the modern test vehicle has been designed with crosswind
response in mind. The concerns can therefore be alleviated by stating that the
current approach is at the very least conservative. Nonetheless, the accuracy of the
static coefficients can likely be improved significantly.

Accident prediction

The simplest accident model is developed by assuming the vehicle is a 2D rigid
body resting on the ground. The free body diagram can be drawn as shown in
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Figure 1.3. Two accidents types are possible:

1. Overturning/rollover: occurs when the aerodynamic loads cause the wind-
ward wheels to lose contact with the ground. For the case drawn in Figure

1.3,

Fop ==, — %o (1.4)
Wp

2. Side-slip: occurs when the aerodynamic loads cause the lateral interaction
force between the wheels and the ground to exceed the value available through

static friction Fy .,

Fy max = umg, (1.5)

where u is the friction coefficient describing the friction available between the tyres
and the road surface. F, . and F, = F, . + F,; can be estimated for a range of wind
speeds V,,, driving speeds V,. and incidence angles y. The parameters necessary for
the analysis with the current test vehicle are shown in Table 1.1.

z,l 2z,

Figure 1.3: A 2D free-body diagram of the vehicle under lateral wind loading (di-
agram adapted from [38]).

The wind speed required to produce an overturning/rollover accident and the
wind speed necessary to produce a side-slip (skid) accident can be calculated for a
given wind direction and driving speed. The minimum of these two wind speeds is
then defined as the accident wind speed. The accident wind speed can be plotted
as a function of driving speed for a selection of wind directions. This is shown in
Figure 1.4 for two different coefficients of friction, u = 0.2 and 0.7.
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Ay
h

Wp

Table 1.1: Analysis Parameters

1.225 kg/m3 **
4.25 m?

0.75m

2,780 kg

1.79 m

**at 0 m in the International
Standard Atmosphere [1].

2 o0 R Safe Zone
---p3=175
0 | | |
0 25 50 75
V. [kph]
(@ u=0.2

Viy,q: accident wind speed.

V,: driving speed.

100

.......... (B = 45 Safe Zone

B = 60
-==8=15
---------- B =90
25 50 75
Ve [kph]
M u=0.7

Figure 1.4: Maps of accident wind speed.

100
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The lowest value u = 0.2 comes from the Bosch Automotive Handbook [164]
and is the worst case scenario for worn tyres at a driving speed of 90kph on a
wet surface. Note that values below 0.1 are possible with non-studded tyres on
black ice. The test vehicle is equipped with studded tyres in the winter months.
The highest value is the wet condition considered by Camara [38]. The side-slip
accident mode is generally the critical one based on this analysis. This explains
why the safe zone shrinks with u in Figure 1.4.

The plots in Figure 1.4 are simple to understand and useful in defining speed
limits that adapt to wind conditions. However, there are multiple assumptions
that could make these plots overly conservative — thereby reducing serviceability
unnecessarily — or not conservative enough — thereby failing to reduce the wind-
related accident risk to an acceptable level.

Assumptions in the static analysis

The accuracy of the static aerodynamic coefficients has already been discussed. At-
taining better estimates could be achieved in a wind tunnel with a scale model of
the specific test vehicle. However, there are some more challenging unknowns to
tackle. How significant are dynamic effects in relation to static loads? Which dy-
namics make the biggest difference? Some of the assumptions in the static analysis
include:

1. Steady aerodynamics

It is assumed by the application of the static aerodynamic coefficient curves
that aerodynamic loads develop quasi-steadily. In reality, loads may be dy-
namically amplified or attenuated depending on the time period of change
in wind speed and/or direction. Changes that are faster than 3 seconds —
perhaps poorly captured by the 3-second mean wind speed — may in fact be
relevant to vehicle safety. The 3-second mean is used both in Norway and on
the Orwell bridge in England to regulate traffic.

2. Arigid vehicle

Vehicles are not rigid structures. There is compliance in the suspension sys-
tem and chassis that will change the dynamic distribution of vertical and
lateral tyre loads. Sources of excitation of the suspension system include the
roughness and/or undulations of the road surface and the vehicle-induced
and wind-induced motions of the bridge deck.

3. An unsteered vehicle

In the current, real operating environment, vehicles are controlled by human
drivers. A driver may be able to avoid wind-induced accidents by applying ap-
propriate steering control. The opposite is certainly possible as well. Drivers
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can respond poorly to wind loads and be the primary cause of rollover or
side-slip incidents. The static analysis does not consider the handling (lat-
eral) dynamics of the vehicle at all.

4. Wind homogeneity

In order to use the accident curves in Figure 1.4 it is necessary to know what
wind speed and direction a vehicle is likely to experience on the bridge. A
point measurement of wind speed may not be sufficient to describe the ex-
pected wind along the entire span. The assumption in Norway and on the
Orwell bridge is that the 3-second mean wind speed measured at one point
on the bridge sufficiently characterises the maximum load seen by vehicles
across the whole span. Local variations may occur as a result of changes in
bridge geometry or local topography.

The biggest contribution of this work will be to describe inhomogeneities in
the wind field resulting from structural features of the bridge and local topography
(assumption 4). It will be shown that only gusts of a certain frequency (i.e. certain
turbulent length scales) are a significant concern to vehicle safety (assumption 1).
All analysis is based on field measurements that include a fully featured vehicle
(assumption 2) with a driver (assumption 3).

1.2 Recent research

The literature will be systematically reviewed and discussed in Chapter 4 and so
only a brief summary of the current state of knowledge will be given here. To sup-
port the analysis presented later in this thesis it will be necessary to review some
relevant literature at the beginning of some of the other chapters. For example,
existing measurements of the Strouhal number in the wake of high aspect ratio
cylinders will be reviewed in Chapter 14 to enhance the discussion of the phe-
nomenon observed at the Helgeland bridge. Studies concerned with on-road wind
measurements, wind-induced accidents on roads and wind-induced accidents on
bridges will be reviewed here.

Vehicle safety on roads

Some of the earliest and best known works on wind-related road accident risk are
by Baker [22-29]. In the first of these papers, Baker writes in his conclusion on the
static methodology (similar to one used in Section 1.1.1 here),

“...1it must be emphasised that this method has not been checked against
reality, and until this is done no great reliance should be placed on the
absolute values of accident wind speeds that are predicted.”
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The emphasis in this work will be on observations of wind, vehicle and driver in
the real operating environment of road vehicles on public roads in Norway.

On-road field measurements

There are some examples of vehicle-based field measurements of wind that have
been undertaken since Baker’s first paper:

* Snaebjérnsson et al. [179] performed wind measurements on public roads in
Iceland with an ultrasonic anemometer fixed to a vehicle that was equipped
with a GNSS antenna. They used the recordings to show that the vector
relation shown in Figure 1.2 holds true for their experimental set-up.

* Quinn et al. [162] and Sterling et al. [190] take wind and surface pressure
measurements (taps on the surface of the vehicle’s body) on a commercial
vehicle in a stationary position as well as while driving on a public road in
England. In the first work, rolling moment coefficients are estimated using
pressure measurements and in the second study the full-scale/field results
are compared to CFD and wind tunnel experiments.

* Wordley in [219-221] measured the wind on multiple roads in Australia with
different surrounding terrain types. The goal of the experiment was to char-
acterise the frequency content of the wind such that realistic conditions can
be re-created in wind tunnel studies.

Other than Sneabjornsson et al. [179], where wind speeds up to 25-30 m/s appear
to have been recorded, the field experiments were performed at relatively low wind
speeds (~ 5 m/s in crosswind during the driven sessions in England [162, 190] and
less than 5 m/s in crosswind in the Australian measurements [220]). No study has
made use of a substantial measurement system to measure vehicle body accelera-
tion, position, attitude, velocity and driver input.

Vehicle safety analysis on bridges

There is a coupled interaction between all three components of vehicle, bridge and
wind:

* Vehicle-wind: As discussed above, the wind applies forces to vehicles directly.
On bridges, vehicles can act like obstacles that change the flow around the
structure and in turn the resulting aerodynamic loading on both the bridge
and the vehicle.

* Bridge-wind: Interaction phenomena between bridges and wind include the
development of self-excited forces (fluid-structure interaction) like galloping
or flutter and more direct response to wind loads like buffeting (in response
to turbulence) and vortex-induced vibration.
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» Vehicle-bridge: Vehicles are moving loads that can excite the vibration modes
of bridges. The vibration can in turn induce a vibrational response of the
vehicle (by the suspension between the wheels/tyres and the body). The
dynamics of the two systems can interact and the result could be amplified
bridge and/or vehicle response.

The vehicle-bridge-wind system is therefore a complex one. It has been studied
from both the perspective of structural health [90, 127, 233, 241] and traffic safety
[34, 39, 87, 211, 242]. These cited works are only a small selection of the many
works on vehicle-bridge-wind interaction. To probe the existing literature more,
please see the published database [165] created for the systematic mapping in
Chapter 4.

Mitigation strategies have also be investigated in the literature. The follow-
ing will be discussed further in Chapter 4, but the most promising wind-induced
accident mitigation strategies are:

* Wind barriers to reduce wind loads on vehicles for at least part of the bridge
span [41, 46, 92, 114, 131, 223, 224]: these are typically localised near the
towers to dampen the sharp changes in wind speed.

* Operational constraints based on in-situ wind measurements [40, 53, 131]
like the systems used at the Orwell bridge and on bridges in Norway: con-
straints may include closure of the bridge or modulation of the driving speed
for certain combinations of wind speed and driving direction as suggested in
[38].

1.3 Objectives

The overarching aim of this work is to contribute to a better understanding of wind-
related accident risks on Norwegian road bridges. This will allow infrastructure
owners to design better mitigation strategies that ensure the safe crossing of vehi-
cles whilst satisfying serviceability and cost requirements.

One of the conclusions from the systematic mapping study (Chapter 4) is that
models of transient vehicle aerodynamics are a particular area of interest. They are
not well developed and are untested in reality. An overall need for more observa-
tions of the vehicle-bridge-wind system in reality is identified.

In Chapter 5 it is concluded that vehicle-bridge interaction is unlikely to signifi-
cantly contribute to vehicle excitations that are relevant to accident risk in Norway.
Vehicle-bridge interaction may be a more relevant concern in countries where traffic
volumes are larger and bridges have more than one lane in each direction. During
the field experiments presented in this work, the test vehicle was mostly on the
bridge deck alone.
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Given the conclusions of the systematic mapping and the vehicle-bridge inter-
action studies, it was decided that the core contribution of this thesis would be
observations of the wind, vehicle and driver response on bridges. A particular em-
phasis is placed on understanding the direct load action of wind on the vehicle.

The objectives of the work are to:

1. Establish a vehicle-based instrumentation system that can be used to ob-
serve wind, vehicle and driver on public road bridges under strong cross-
winds

2. Characterise the wind environment on bridges

* Is a single-point measurement of wind speed and direction appropriate
to characterise the wind-related accident risk posed to vehicle-driver
systems?

* Which features of the wind environment are critical to driver-perceived
stability and control?

* Which features of the structural bridge design affect the presence and
severity of safety-critical wind features?

3. Describe the vehicle’s response to the wind environment under the control
of a driver

* How can the vehicle-driver’s resultant response (the motions of the ve-
hicle resulting from wind perturbations and driver control) be evaluated
to describe comfort, stability or controllability?

* How does the vehicle-driver response change as a function of driving
speed?

1.4 Scope

The current experimental study has been limited to:
* bridges and roads in Norway that have been open to normal, public traffic
during the period of the measurement campaign,
* cable-stayed, suspension and cantilevered bridges,
* one test vehicle, the VW Crafter L4H3, and
* one test driver, myself.
It is noted that the roads/bridges visited during the field experiments were gen-

erally free of traffic. Traffic volumes are low in Norway in comparison to many
countries and the experiments were performed under adverse weather conditions
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and often during the night. It was typical to see only a handful of other vehicles
during the sessions. The only place where there was a notable amount of traffic
was at Malgy. Consequently, the effects of traffic will not feature significantly in
this work.

Barring the numerical study of vehicle-bridge interaction in Chapter 5, this the-
sis is purely an observational study of the experimental data collected in the field.
The systematic mapping in Chapter 4 along with additional literature reviews at
the beginning of some chapters are used to enhance the discussion and draw more
significant conclusions. The updating of a single-track vehicle handling model is
provided in Appendix A to give background to the description of the handling fre-
quency response functions presented in Chapter 2.

1.5 Organisation of thesis

The core investigation presented in this thesis is shown by the dark arrow in Figure
1.5. It starts with a systematic mapping of the literature on vehicle-bridge-wind sys-
tems. The conclusions of the mapping study — combined with a brief investigation
of vehicle-bridge interaction — sets the direction for the remaining work. The pri-
ority becomes gathering data from the field that describes vehicle-driver response
to wind perturbations on bridges.

Chapters 6 and 7 present the instrumentation used in the field and give an
overview of the field sessions respectively. Observations of wind features that may
be consequential for vehicle safety are made in Chapter 8. The effect of the identi-
fied wind features on the vehicle-driver system is described in Chapters 10 through
12. Two particularly interesting wind features are then studied in more detail:

1. Tower wakes: The bridge towers at suspension and cable-stayed bridges form
wakes that — upon passing — induce a strong response in the vehicle-driver
system. This is found in Chapter 11 to be related to the dimensions of towers
and their respective wakes. The characterisation of wakes and aerodynamic
loads in the wake of towers is a topic of significant interest in the literature
[20, 42, 132, 133, 166, 209, 236]. The mean wind profiles measured in
the driving lanes of each of the visited cable-supported bridges are therefore
presented and discussed in Chapter 13.

2. Vortex shedding: The phenomenon of large-scale vortex shedding was ob-
served in the wake of the Helgeland bridge towers and is reported in Chapter
14. This is included in this thesis because the oscillatory wind pattern induced
a severe roll response of the vehicle. This was a experienced as a comfort is-
sue in the field sessions, but could become a safety issue depending on vehicle
type, driving speed and style. The data is also interesting simply as an ob-
servation of high Reynold’s number vortex shedding (Re of the order of 107)
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( Systematic Mapping (Vehicle-Bridge-Wind) - Ch. 4 J
\»( Coupled Vehicle-Bridge Simulation - Ch. 5 J

( Instrumentation & Field Experiments - Ch. 6-7 J

Observations of Local Flow Features - Ch. 8 ]

Observations of Vehicle Response to Flow Features - Ch. 9-12 J

—

( Characterisation of Mean Wind Profiles in Tower Wakes - Ch. 13 )

\

Description of Roll Response to Vortex Shedding in the
Wake of the Helgeland Bridge Towers - Ch. 14

\ 4

( Conclusions and Recommendations - Ch. 15 J

Figure 1.5: An outline of this thesis.
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and is compared to the substantial set of literature on simulating the vortex
shedding phenomena numerically and in the wind tunnel.

Conclusions and recommendations for infrastructure owners and future re-
search are given in Chapter 15.

1.6 Coordinate systems, symbols

Vehicle coordinate systems

Three coordinate systems are needed to translate information between the GNSS
system, the IMU and the virtual space of the single track model (Appendix A). A
global (earth-fixed, XY Z) reference frame is used to describe the vehicle’s trans-
lation and orientation relative to the earth and its geographical features. This is
the coordinate system used by the GNSS system (see clarification below) and is
denoted by E. The local S-frame (x’y’z’) is fixed to the vehicle’s body and is the
one used by the IMU.

A third reference is useful to translate GNSS and IMU information for compari-
son with the single track model. The xyz system shown in Figure 1.6 has its origin
on the global XY -plane at the projection of the vehicle’s CG. The x-axis points in
the longitudinally forward direction of the wheels/suspensions/axles. This system
is denoted U.

A common conceptualisation of the vehicle is that it is composed of one or more
sprung bodies (all components held by the suspension) and one or more un-sprung
bodies (the suspension, axles, wheels and other components not supported by the
springs in the suspension). The xyz coordinate system can be thought of as fixed
to the un-sprung body, which in the sprung/un-sprung conceptual model remains
plane to the global XY -plane.

Geographic coordinate systems

The GNSS system on the test vehicle gives the ellipsoidal latitude, longitude and
height coordinates in an earth-centered, earth-fixed (ECEF) coordinate system. For
the case of GPS coordinates the ellipsoid is specified by the World Geodetic System
WGS 84 standard. This is the system used in this work. A good source for further
information about GNSS systems is ESA’s navipedia (gssc.esa.int/navipedia).

A local earth-fixed, Cartesian coordinate system will be defined at each individ-
ual test site. These coordinate systems follow the east-north-up (ENU) convention
described in Figure 1.7. A plane parallel to the WGS 84 reference ellipsoid at a
given origin (latitude, longitude and height) is defined and the axes X and Y are
chosen to be in the east and north directions respectively. The Z-axis is co-linear


https://gssc.esa.int/navipedia
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Figure 1.6: Defining coordinate frames fixed to the vehicle.
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with the radial axis of the ellipsoid at the origin of the local ENU system. The Carte-
sian ENU system is a more practical reference frame than the ellipsoidal system and
will be used in this thesis.

North (Y) Up (2)

East (X)

Figure 1.7: The east-north-up (ENU) coordinate system.

An example

An example of a local ENU coordinate system (X-Y) defined at the centre-point
between two bridge towers can be seen in Figure 1.8. In this example, the bridge
girder runs from the two abutments at end points A and B (assigned arbitrarily).
An axis s is then defined from point A to B along the curvilinear path of the road
and takes values between 0 and 1 (where O is at point A). The axis is denoted T
when using metres rather than the normalised value.

The vehicle’s S-frame has been sketched (x’-y’) and is not necessarily aligned
with the bridge. The axes X;-Y}, are aligned with the bridge axis. The wind’s angle
of incidence relative to the vehicle’s yaw attitude is 8. The angle of incidence to
the bridge axis is ¢ and the wind’s heading in degrees north is denoted V.

Symbols

The symbols used in this thesis are defined under the Symbols chapter which is
presented after the References. Some notes on the use of symbols in this thesis:

* Chapter 5 has been published in the proceedings from the IABMAS confer-
ence in 2021. Consequently, the use of symbols has not been changed for
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Figure 1.8: A birds-eye view of the bridge, a local ENU system, the vehicle and the
wind vector with magnitude V,,.

consistency with the rest of the thesis, nor are symbols from said chapter in-
cluded in the list at the end. All symbols are sufficiently introduced in the
text.

* The definition of aspect ratio AR is different in Chapters 13 and 14 to make
better comparisons with the literature in each respective chapter. The abbre-
viation is clearly defined in each.

* U has been used as both the name of a coordinate system as introduced in
this chapter and as a generic characteristic wind speed in the definition of
aerodynamic quantities. The appropriate interpretation will be clear from
context.



Chapter 2

Background on vehicle-driver
crosswind sensitivity

There are three non-trivial factors at play when drivers are confronted with cross-
winds on a bridge:

1. The characteristics of the vehicle’s handling response to driver input and ex-
ternal perturbations.

2. The characteristics of vehicle aerodynamic loads and their relationship to the
characteristic winds seen on bridges.

3. The ability of a human driver to react appropriately to external perturbations.

Each of these topics have been explored in the existing literature and will be tied
together in this chapter to provide a background understanding of the crosswind
sensitivity of driver-steered road vehicles.

2.1 Vehicle handling characteristics and sensitivity to per-
turbations

The handling response of a vehicle — as it will be termed and used in this text — refers
specifically to the yaw (rotation about z) and lateral (y) motion of the vehicle. The
single track model is commonly used to describe the handling dynamics of road
vehicles. As shown in Figure 2.1, the tyres on the front and rear axles are each
modelled as an equivalent tyre at the front and rear respectively.

The model describes an interaction between the vehicle’s lateral motions, the
resulting inertial forces, and the lateral forces produced by the tyres F; and F,. The
equations of motion are [10, 153]:

19
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Figure 2.1: A single-track model of vehicle handling dynamics that is described in
more detail in Appendix A.

ag . side-slip angle of front/rear axle.

a,: side-slip angle of rear tyres (same as a, for non-steered rear wheels).
ay: side-slip angle of front tyres.

V¢ velocity vector at front/rear axle.

V —(Cp+C)  mVEHC1L—Cyly Cr
y mV, mV, y m

Y= g e + o 18] 2.1)
@, ClL—Cly  —(CL+CLY) w, £l
L, Vy L.Vy L

The single track model is described in more detail in Appendix A where a model
updating procedure is used to develop an accurate model of the test vehicle’s han-
dling dynamics.

Single track dynamics

Pacejka [153] gives a succinct presentation of how the system poles of the single
track model change as a function of vehicle and driving parameters. An interesting
property to the current study is that an increase in driving speed has the effect
of decreasing the damping ¢ and undamped natural frequency w, of the system.
The damped natural frequency w,, (= wy+/1 — {2) remains approximately constant
with variations in driving speed.

Abe [10] delves deeper into the vehicle’s response to perturbations. He shows
that an understeered vehicle develops stabilising transient lateral forces and yaw
moments in response to lateral force perturbations acting at the centre of gravity
(without driver input). Such a perturbation is commonly introduced by undula-
tions in the road. The undulations cause the vehicle to roll, giving the gravity vec-
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tor a horizontal component which looks like an external force acting at the centre
of gravity.

On the other hand, the transient forces developed by an oversteered vehicle
work to increase the magnitude of the response to perturbing forces. Depending
on the driving speed, the vehicle may fall into an unstable spiralling motion. This
occurs if the driving speed is above the so-called critical velocity V, > V.

The test vehicle used in this work is understeered. Therefore, without driver
input, the system works to reduce the handling response to lateral force perturba-
tions acting at the centre of gravity.

Understeer/oversteer

The degree of understeer is a function of the mass distribution of the vehicle and
each axle’s effective cornering stiffness. The effective cornering stiffness at each
axle is in turn a function of tyre characteristics, road surface conditions as well as
compliances in the steering and suspension systems. The tyres as well as the steer-
ing and suspension systems can introduce a number of non-linear effects. See both
of the aforementioned texts for more details on the non-linearities in the vehicle
handling system [10, 153].

The degree of understeer can be characterised by the distance from the centre
of gravity to the so-called neutral steer point nsp. Figure 2.2 shows an example
of single track model of an understeered vehicle where the neutral steer point is
behind the centre of gravity and the distance between them is [,,,. By definition,
a horizontal load can be applied at the neutral steer point without inducing a yaw
motion to the vehicle.

This explains why the understeered vehicle (lnsp > 0) is less sensitive to a hor-
izontal perturbation at the centre of gravity. The centre of gravity is ahead of the
neutral steer point such that the vehicle rotates with the force and the resulting
centripetal force acts in the opposite direction to the perturbing force. During the
transient period of motion, the lateral tyre forces are therefore reduced in magni-
tude by aide of the centripetal force.

An oversteered vehicle rotates into the force such that the resulting centripetal
force adds to the perturbing force. This will in turn increase the lateral tyre forces.
See Abe [10] for a full description of the transient development of forces in this
situation. The distance I, is related to the static margin [10] and the understeer
gradient [153].

Aerodynamic perturbations

The point at which a resultant aerodynamic load acts on the body is called the cen-
tre of pressure — sometimes called the aerodynamic centre. This point can move
depending on the flow conditions — primarily the wind’s incidence angle y [134].
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lcp < _lnsp lcp = _lnsp lcp > _lnsp
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Figure 2.2: The neutral steer point, centre of pressure and centre of gravity and
their effect on the transient response to a hat-shaped crosswind gust (based on
sketches in Table 4.1 of [10]).

An aerodynamic perturbation will therefore act much in the same way as a per-
turbation acting at the centre of gravity if the aerodynamic centre is ahead of the
neutral steer point as shown in Figure 2.2. Without driver input, the vehicle will
respond such that the response is dampened.

As clarified by the graphical formulation in [134], a steering input in a tradi-
tionally front-steered vehicle is equivalent to applying a perturbing — or more appro-
priately a controlling — force at the front axle (ahead of the neutral steer point). The
vehicle’s response to steering input therefore gives an indication as to it’s response
to wind perturbations if the neutral steer point, centre of gravity and aerodynamic
centre are arranged as shown in Figure 2.2.

The three sketches at the top of Figure 2.2 show how the vehicle is expected
to react to a hat-shaped crosswind gust for different combinations of l,,;, and [,
according to [10]. If the aerodynamic centre trails the neutral steer point then
the vehicle turns into the crosswind gust. If the two points are coincident, then the
vehicle simply gets translated to the side. Lastly, if the aerodynamic centre is ahead
of the neutral steer point, then the vehicle is translated and turns with the gust.

Alexandridis et al. [18], Favre et al. [79], MacAdam et al. [135] all conclude
that the crosswind sensitivity of a given vehicle is determined by the placement of
the neutral steer point, centre of gravity and aerodynamic centre. Favre et al. [79]
show through a coupled vehicle dynamics-CFD analysis that the lateral deviation



2.1. HANDLING CHARACTERISTICS 23

due to a crosswind gust is minimised by moving the aerodynamic centre towards
the centre of gravity, but still ahead of the centre of gravity and the neutral steer
point. The neutral steer point should then be moved forward, but should remain
behind the aerodynamic centre. Keep in mind that the neutral steer point should
remain behind the centre of gravity to maintain an understeer characteristic that
dampens out handling response to road undulations (as explained previously).

Frequency response function

As shown by Pacejka [153], the frequency response function of the lateral acceler-
ation A, and yaw rate w, to steering input 6 can be plotted to reveal the sensitivity
of the vehicle handling model to different frequencies. The response functions for
the current test vehicle (the parameters have been updated using a procedure pre-
sented in Appendix A) are shown in Figure 2.3 and have been plotted using the
state-space formulation of the single track vehicle given in Pacejka [153].

The gain on the yaw rate starts to fall at around 0.5 Hz and is reduced signif-
icantly (to about 0.3 /s at all driving speeds) at 10 Hz. This is less than 10% of
the static gain for the 80 kph case (~3.47 /s). The lateral acceleration gain has
a minimum at the higher driving speeds at f ~ 1.3 Hz and above this frequency
it appears that the driving speed has little impact on the frequency response. The
driving speed has a clear significance at the lower frequencies, with large variations
in the zero-frequency gain. Additionally, at the highest driving speed a peak ap-
pears in the yaw rate gain near the handling natural frequency that is not equally
evident at the lower driving speeds.

The gain for an non-steered vehicle loaded by an aerodynamic load F,, at the
aerodynamic centre is plotted on the last two sets of axes in Figure 2.3. The solid
lines show the gain when the aerodynamic centre is located at 1/3[;, — one third
the vehicle body length (see Figure 6.3 for the definition of [;) — from the front
(a rule of thumb used in [134]). In this case [, = —0.35 m and is between the
centre of gravity and the neutral steer point. This makes the lateral acceleration
gain different to the steering case in that there is no longer a minimum at ~ 1.3 Hz.
Instead the curve looks more similar to the yaw rate gain. Placing the aerodynamic
centre ahead of the centre of gravity (I, = 0.35 m) reproduces a response function
very similar to the steering case (with a dip and a minimum near f = 1.3 Hz).

In summary:

* The vehicle’s response to lateral input forces is dependent on the location at
which the force is applied as well as the neutral steer point and centre of
gravity.

* An understeered vehicle will by the nature of its cornering characteristics and
weight distribution dampen the handling response to undulations in the road
and work to reduce the tyre lateral forces.
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Figure 2.3: The wind spectrum and transfer function for the steered and wind-

perturbed single track model.

IWind spectrum according to N400 5.6.5 [7] at 60 m above terrain category 0, vpo = 30 (Alstahaug, Nordland,

where the Helgeland bridge is located).

zlcp = —0.35 m for the solid lines and 0.35m for the dotted and dashed lines.

30.5-2 Hz range according to [170, 205].

4Reduced frequency k¢ range 0.05 to 0.5 translated to f at 80 kph, [, = 6.8 m.
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* An equivalent damping mechanism will result for lateral aerodynamic loads
if the aerodynamic centre is forward of the neutral steer point.

* The steering/handling characteristics of the vehicle (linked to the driver’s
ability to control the vehicle) and the wind sensitivity are therefore closely
linked.

* According to the frequency response function of the single-track model, the
vehicle’s handling response is most sensitive to input forces below 10 Hz.

* The vehicle’s handling response is approximately equally sensitive to (equal
gain) static loads as to non-static loads up to about 0.2 Hz.

* The driving speed increases the lateral acceleration and yaw rate gains across
the frequency domain, yet has most effect below about 1.3 Hz (particularly
for the lateral acceleration).

* The shape of the frequency response function is similar for steering inputs
and aerodynamic forces (as long as the aerodynamic force acts fore of the
neutral steer point).

* Having the aerodynamic centre between the centre of gravity and the neutral
steer point increases the sensitivity (gain) to loads in the range ~ 1-5 Hz.

It should be kept in mind that the aerodynamic centre and neutral steer point
can move during a transient manoeuvre [10, 79] and that non-linearities can be
introduced to the handling system through the tyres (the friction forces can reach a
saturation point) as well as the steering and suspensions mechanisms. The descrip-
tion of the system given above is therefore only approximate and most accurate in
steady-state situations.

This section has described the vehicle’s handling characteristics. Next, it is
useful to understand how the wind environment can be described and how wind
characteristics relate to the aerodynamic loads developed on the vehicle body.

2.2 Wind characteristics & vehicle aerodynamics

The topic of vehicles driving through crosswinds has been tackled before:

* using a theoretical framework [22-24, 28, 208, 234],
* using a wind tunnel [25, 59-61, 99, 167, 222],

* using a computational framework (often CFD) [70, 95, 98, 125, 133, 137,
168, 199, 200, 217, 232],

* using a full-scale vehicle on a test track in natural winds [32],

* using a full-scale vehicle on a test track in artificial winds/gusts [69, 83, 84,
109, 124, 135],
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* or using a full-scale vehicle driven on public roadways in natural winds [107,
123, 162, 179].

Sims-Williams [178] has written a useful review paper on the characteristics of
the crosswind environment and resulting aerodynamic loads of on-road vehicles.
The results most pertinent to this work:

* “The on-road spectral energy begins to roll off at a few Hz” ([178], p.179)

* Length scales of 2-20 vehicle lengths are important to consider because the
spectral energy is typically high at these frequencies, the vehicle response
is not quasi-steady, the aerodynamic loads are unsteady (aerodynamic ad-
mittance may exceed unity) and suspension natural frequencies for vehicles
typically lie in this range.

To illustrate the roll-off in the wind spectrum (atmospheric turbulence), a typ-
ical design spectrum from the Norwegian bridge design normal (N400:2022 [7],
which in turn references NS-EN 1991-1-4:2005+NA:2009 [2]) has been plotted on
the first set of axes in Figure 2.3. This differs from the diagrams shown by Sims-
Williams [178] based on Wordley [219] where the roll-off for measured on-road
spectra starts at approximately 10° as opposed to 1072 or below as shown in Figure
2.3. Wordley’s measured spectrum suggests there is more energy in region near 10°
likely due to turbulence induced by road-side obstacles. As stated by Sims-Williams
[178]:

“On-road turbulence may stem from vehicle velocity changes, natural wind
turbulence and traversing through a steady spatial wind distribution pro-
duced by road side-obstacles. For road vehicles this last term is of greatest
significance.”

As will be demonstrated in Chapter 8, in the case of bridges it is not only road-side
obstacles like the towers that affect the wind distribution, but also topography and
structural bridge features under the bridge deck.

Critical scales

The rule-of-thumb that defines 2-20 vehicle lengths as a critical length scale range
can also be presented using reduced frequencies. As determined by Theissen [196],
the unsteady magnification of the aerodynamic yaw moment on a passenger vehicle
is predominantly a function of what he terms the Strouhal number. To avoid con-
fusion with the traditional use of the Strouhal number to describe the normalised
frequency of oscillatory flows (as it is used in Chapter 14), the same mathemati-
cal definition is used here, but the reduced frequency terminology instead. In this
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work, k; is the reduced frequency and is mathematically the same as Theissen’s
Strouhal number,
_fD

kg U

) (2.2)
where f is the frequency at which a gust is experienced by the vehicle, D is a
characteristic length (the length of the vehicle body is used in this text [}, whereas
the wheel base is used by Theissen) and U is a characteristic velocity (the driving
speed is used in this text V,.). Using this definition, the reduced frequency can be
simply described as the ratio of the time taken to travel the length of the vehicle
At;, = Vy /1, to the time taken to pass through a gust of spatial dimension Dy,
AtG = Vx/Dgust:

k L 2.3
N 2:3)
or similarly in terms of spatial dimensions,
ly
k ;= . (2.4)

D, gust

This makes the spatial dimension of the wakes and pressure fields of road-side
obstacles (towers, support piers etc.) particularly interesting.

Note that in some texts [ 178] the reduced frequency is defined using the angular
frequency:
_wD 2nfD
U U

ks , (2.5)
and in other texts [ 154] the reduced frequency is defined as exactly half of Equation
2.5.

Translating the 2-20 vehicle length range to a reduced frequency range is simply
done by taking the reciprocal as shown by Equation 2.4. This gives a critical range
of 0.05 < k; < 0.5, which corresponds well with Theissen’s results which show an
amplification of the unsteady yaw moment in the range 0.05 < ks < 0.45. This
2-20 vehicle length range has been plotted as a coloured patch — labelled Aero.
Critical (blue) — in Figure 2.3. The reduced frequency has been translated to the
frequency axis (in Hz) using the test vehicle length [, ~ 6.8 m and a driving speed
V, = 80 kph.

As illustrated in Figure 2.3, the highest gains in vehicle handling response to
aerodynamic loads (|A, /F,| and |w,/F,|) may be found within this aerodynam-
ically critical range. The lateral acceleration to driver input gain |A, /(g&)| also
has a minimum in this range, indicating that the driver may have to provide high
energy inputs to stabilise the vehicle. The vehicle may therefore be experienced as
less stable and/or controllable in response to gusts.
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2.3 Driver response to perturbations

Schaible, in his PhD thesis [170], concludes that there are four distinct frequency
ranges for drivers of road vehicles in response to crosswinds. As reported by Theis-
sen [196]:

1. The driver compensates fully for static aerodynamic loads (much in the same
way they compensate for the drainage slope of road decks).

2. At frequencies in the range 0 to 0.5 Hz, the driver is generally able to com-
pensate for wind-induced handling motions.

3. At frequencies in the range 0.5 to 2 Hz, the driver is unable to compensate for
wind-induced handling motions. On the contrary, the driver often amplifies
the wind-induced motions up to a certain frequency within this range. The
amplification is highest at frequencies close to the typical handling eigenfre-
quency of the vehicle at around 1 Hz.

4. The driver does not affect the vehicle response for wind-induced perturba-
tions above 2 Hz.

These conclusions are based on measurement data collected on two full-scale ve-
hicles (BMW E36, now known as the 3-series and E38, now known as the 7-series)
in artificial gusts with three separate drivers. The artificial gusts were generated
using fans.

Schaible’s analysis involved estimating the transfer function gains for the yaw
rate response both with and without driver input. The understanding of a driver’s
frequency-dependent ability to compensate for wind perturbations is based on a
comparison of the two transfer functions (steered and non-steered). There were
variations in the results between drivers and vehicle types, though what is sum-
marised above is part of the final conclusion to the thesis.

Figure 2.4 is a recreation of one of Schaible’s transfer function plots comparing
the transfer function of a steered vehicle to a non-steered vehicle. The transfer
function is between the time-derivative of the yaw rate ¢, and the product }erz,
where 7 is the wind vector’s incidence angle in the vehicle’s reference frame (recall
Figure 1.3) and V, the magnitude. The aerodynamic moment is expected to scale
with the square of the wind speed (a basic aerodynamic result, see aerodynamic co-
efficients in [ 19]) and the incidence angle at small values (y < 40°, see for example
Fig. 4, the side force coefficient as a function of wind incidence in Baker [22]).

The steered gain in Figure 2.4 is lower than the non-steered gain below about 0.5
Hz. This indicates that the driver is successfully compensating for the perturbations
in handling response. Then there is a range between 0.5 and approximately 1.75 Hz
where the steered gain is larger, indicating that the driver is worsening the handling
response. Beyond this, the driver either has no input to the system or does not have
an impact on the resulting handling response.
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Figure 2.4: A comparison of the transfer functions of one steered and one non-
steered vehicle, here re-drawn from Figure 70 in [170] with data from the BMW
E38, a driving speed of 150kph, and under the control of driver b (as defined in
[170D]).

It was noted by Schaible in the final conclusion that drivers who do not attempt
to correct for perturbations above approximately 0.4 Hz contribute to a better over-
all handling response in comparison to those drivers who do attempt to compensate
for higher frequency perturbations.

Similarly, MacAdam et al. [135], who also conducted full-scale experiments
with fan-generated artificial gusts, observed that drivers could be placed into two
categories. Those who tried to continuously compensate for the wind-induced per-
turbations and those who gave minimal input to the system. The latter group was
the most successful in minimising handling response.

Wagner and Wiedemann [205] present a very similar plot to Schaible’s transfer
function plots in their Figure 4. In this case, the steered and non-steered lines cross
at almost precisely 0.5 and 2 Hz. This range has been plotted in Figure 2.3 as a
coloured patch (green) labelled Driver Critical.

2.4 Summary: the wind-vehicle-driver system

Figure 2.3 illustrates the wind’s energy distribution (atmospheric turbulence) in
the frequency domain as well as the vehicle’s transfer function superimposed with
the frequency ranges that have been identified as critical for unsteady (and possibly
amplified) aerodynamic loads as well as adverse driver response. From this stems
the hypothesis that the frequency range 0.5-2 Hz will be particularly critical due to
the overlap — in much of this domain — of the driver critical range with the critical
aerodynamic range. The vehicle’s handling eigenfrequency lies at the bottom of
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this range and the frequency response gains are high both to driver input as well
as aerodynamic perturbations. Another important observation from the figure is
that increasing the driving speed makes the vehicle more sensitive to aerodynamic

perturbations in this critical range.



Chapter 3

Background on quantifying and
qualifying vehicle-driver response

In the last chapter, some theory was presented on the sensitivity of vehicles to
crosswinds. In this chapter, the aim is to find useful methods of describing the
response that has been measured in the field. Ratings of controllability, stability
or comfort have not been taken during the field experiments. Consequently, the
quantitative data collected will be labelled and compared with reference values
that have been found in the literature. The methods, measurement quantities and
reference values presented in the literature will be reviewed here for later reference
in Chapters 9 to 12.

3.1 Possible measures of vehicle response

Many authors concerned with the safety of vehicles on crosswind-exposed bridges
use the same accident criteria. Baker [22] proposed a set of theoretical accident
types and associated criteria in 1986 for use with computational and analytical
analyses. For each accident type, an accident is said to have occurred if:

1. one wheel vertical reaction falls to zero (termed an overturning accident),
2. the lateral deflection exceeds 0.5 m (termed a side-slip accident), or
3. the angular deflection exceeds 0.2 rad (termed a rotation accident where ro-

tation refers to yaw rotation).

within 0.5 s of a crosswind perturbation (without driver interaction). These criteria
are used to map out a set of acceptable wind and driving speeds in which wind-
induced accidents are avoided. The argument is made that the 0.5 seconds provides
a safety margin to the real case of a steered vehicle where the driver will begin

31



32 CHAPTER 3. QUANTIFYING AND QUALIFYING RESPONSE

stabilising steering motions within 0.2-0.4 s (Baker quotes these as typical reaction
times).

Baker’s paper has been cited 127 times as of 11/08/2022 according to Semantic
Scholar and his criteria have been used directly to predict the occurrence of wind-
and/or bridge vibration-induced accidents in multiple texts [36, 47, 87]. Similar
and/or modified accident criteria have been used, for example, by [53, 113, 230]
and several similar accident criteria have been proposed by for example Rocchi et al.
[166] and Chen et al. [46]. These last two works do not set criteria for the rotation
(yvaw) accident type. More complex models than the 2D static analysis presented
in Chapter 1 are typically used. Compliance in the suspension system, excitation
by road undulations, and vehicle-bridge interaction are often considered.

Instead of trying to predict accidents, some researchers have simply evalu-
ated driver and passenger comfort on wind-exposed bridges [39, 238, 242]. Com-
fort criteria are established in standards like ISO2631-1 [3], ISO2631-4 [4] or
EN12299:2009 [6].

From a regulatory perspective the question is how to distinguish between an
acceptable response and an unacceptable response. Baker’s criteria are attractive
because they are logical and easy to apply to theoretical and numerical examples.
These criteria are difficult to evaluate using the current data because:

* The test vehicle is driver-steered. It is difficult to define and/or identify a
period of 0.5 s where the driver does not apply a steering input.

* The vertical tyre forces are not estimated by the instrumentation. This could
likely be developed — for example using a Kalman filter — but there is currently
no way to evaluate how close any one of the tyres is to lifting off from the
road surface.

* The GNSS data was not always found to be reliable (particularly around tow-
ers or tunnel entrances/exits) and nor was the bridge motion measured si-
multaneously with the vehicle’s. This makes the side-slip criterion difficult to
evaluate as an accurate estimate of the vehicle’s position relative to the lane
is difficult to obtain.

* No significant rotations close to the accident criterion on rotation were ob-
served in the field. This could simply mean that this accident mode was not
the critical one for the vehicle in the field. Regardless, the criterion is not
found to be useful useful in describing the relative safety of the vehicle re-
sponse using the current data.

The approach used here is to quantify the response of the vehicle and make
comparisons to qualitative descriptors developed in the literature. Three candidate
response measures have been chosen:

* the lateral acceleration A,
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* the yaw rate w,, and

¢ the roll rate w,.

The first two describe the handling response of the vehicle (and are related to
Baker’s side-slip and rotation accident types) and the roll rate is related to the
rollover (overturning) accident type. Each measurement quantity is therefore an
obvious candidate for use in defining an un-/acceptable vehicle response. Useful
reference values of all three measures can be found in the literature.

Lateral acceleration A,

The lateral acceleration of a vehicle in a turning manoeuvre is often approximated
as a scaling of the side friction coefficient u by A, = ug (using a point mass model)
[5, 120, 195]. There is a limit to how much friction is available for any given
combination of tyre, road surface and condition and so roads are designed using
values of u that give a margin for safety.

The design values of u should account for the aforementioned variations as well
as temporary increases in required friction from special manoeuvres such as braking
and lane changes. Sometimes there are environmental and practical concerns as
well. Nonetheless, the design value of u will be substantially lower than absolute
physical limitations on friction. At 80 kph on rural roads, [5] recommend a design
value of 0.14 (1.37 m/s?) and [120] a value of 0.13 (1.26 m/s?, based on eq. 10.4b
in [5]). These values have been reproduced in a summary table — Table 3.1.

Eboli et al. [ 77] use the recommended values of u as a function of driving speed
from [120] to classify driver behaviour directly as safe or unsafe.

Lateral accelerations also appear in multiple standards on the human experi-
ence of vibrations [3, 4] and comfort on railways [6]. In the latter text, quantities
of continuous comfort, comfort during discrete events and in transition curves are
defined, all of which depend - at least in part — on the lateral acceleration.

Brandt et al. [32] performed experiments on a test track at high speeds (140-
185 kph) with crosswind gusts of amplitude up to ~ 10 m/s. Multiple drivers were
instructed to drive the same car along a straight path and to press a trigger button
when they experienced prominent high speed stability issues. A statistical analysis
revealed that the drivers collectively related large changes in lateral acceleration
AA, and yaw rate Aw, to handling instability, but not translations or rotations in
any of the other directions (including the roll rate). An argument is made that a
change in lateral acceleration AA, (within a 2.9-second sliding window, the term
amplitude-of-change will be used in this work) above 0.58 m/s? is a reasonably
good predictor of a subjective trigger event. This amplitude-of-change value is
reproduced in Table 3.1.

Xu et al. [225] performed a series of measurements on a variety of vehicles,
each with a different driver and on various types of roads in China with the aim to
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Table 3.1: An overview of reference response values from the literature

Measure Ref. Description Value Units

A, [5] Design friction coefficient 1.37 m/s?

A, [120] Design friction coefficient 1.26 m/s?

Ay [225] 90™ percentile, 4-lane highway 1.92 m/s?
(80-100kph)

A, [135] 4/10 uncontrollable in cross- 1.35 m/s?
wind guantlet (peak)

A, [135] 8/10 uncontrollable in cross- 2.74 m/s?
wind guantlet (peak)

A, [164] Small-signal range 0—0.5 m/s?

A, [164] Linear range 05—4 m/s?

A, [164] Transition range 4—6 m/s?

A, [164] Limit range >6 m/s?

AA, [32]  Subjective instability (2.9s) 0.58 m/s?

Ay [5] Clothoid/spiral design value 0.3-0.9 m/s®

Ay [73] Clothoid/spiral design value (at 0.51 m/s>
80kph)

w, [135] 4/10 uncontrollable in cross- 2.89 deg/s
wind guantlet (peak)

W, [135] 8/10 uncontrollable in cross- 11.04 deg/s
wind guantlet (peak)

Aw, [32]  Subjective instability (2.7s) 0.84 deg/s

Wy [106] At point of vehicle rollover 250-350 deg/s

|y ]1s [6] When P =1 3.68 deg/s

! Data set includes only peak values for identified fixed radius sections on the road.
2 Measured at headrest, the 0-10 scale can be interpreted as 0:no wind effect and 10:uncontrollable
due to crosswind effect.
3 Approximate value at which test drivers pushed trigger button to indicate feeling of instability.

4 Using equation (16) under 7 Comfort on Curve Transitions in [6] assuming pure roll motion, this
value gives the 1 s RMS value of roll rate needed to give a Pcy that equals one, indicating that 1%
of passengers would feel discomfort.
Note: a fuller descriptions of the values are given in the text where reference to the table is made.
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quantify typical values of lateral acceleration on roads. The 90 percentile values
of lateral acceleration varied by the type of highway, with:

. A?/Oth = 1.26 m/s? on 6-lane highways,
. A?,Oth = 1.92 m/s? on 4-lane highways, and
. A?,Oth = 3.72 m/s? on 2-lane highways.

It should be noted that the term highway might be vague. The 2-lane highways, as
they are designated in the text, had speed limits between 20 and 60 kph and eleva-
tion grades up to 9%. They have no median separator and 4/6 of the roads traverse
mountain ridges. These would not be termed highways in Norway. Nonetheless,
the results give typical 90 percentile values of lateral acceleration that can be used
as references against the results given here. The value for 4-lane highways with
speed limits between 80 and 100kph are the most relevant for comparisons with
the current data and are reproduced in Table 3.1.

MacAdam et al. [135] gathered subjective measures of controllability from mul-
tiple drivers steering a vehicle through artificial gusts. One gust was formed by a
series of 8 fans in parallel blowing in the same direction (forming a pulse gust) and
another by fans that were placed in a pattern on both sides of a test track creating
an alternating wind field (gauntlet) pushing the vehicle from side to side.

Various vehicle configurations were compared, where the worst configuration
was deemed to have a controllability score of 8, where 1 corresponds to no wind
effect and 10 to uncontrollable. The configuration with the worst controllability
score of 8 presented with an RMS lateral acceleration of 1.37 m/s? (peak ~ 2.74).
The most controllable configuration had an average score of 4 and an associated
RMS of 0.67 m/s? (peak ~ 1.35). Note that the acceleration measured at the
headrest was approximately 1.6 times that at the centre of gravity. These values
are considered relevant for comparison and are reproduced in Table 3.1.

The Bosch Automotive Handbook [164] says the following about “ranges of
lateral acceleration”:

* 0-0.5 m/s? is the small-signal range. “The phenomenon to be considered in this
range is the straight-running behaviour, caused by crosswind and irregularities
in the road, such as ruts.” [164]

* 0.5-4 m/s? is the linear range where the linear single track model is appro-
priate.

* 4-6 m/s? is the transition range (where some vehicles may still behave lin-
early, whilst others may behave non-linearly).

* >6m/s? is the limit range and is only reached in extreme situations.

These are useful reference ranges and are given in Table 3.1.
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Lateral jerk A,

The time derivative of A, gives the lateral jerk in m/ s3. Lateral jerk is used in
the design of transition curves (spirals or clothoids). Similarly to the side friction
factor, design values take into account variations in vehicle/road parameters, driver
behaviour and practical considerations. Recommended values of 0.3-0.9 m/s® are
quoted in [5] whereas a value of 1.2 m/s is recommended to minimise the length
of the spiral. Dumont and Tille [73] recommend 0.51 m/s® for a driving speed of
80 kph. These values are summarised in Table 3.1. Note that Brandt et al. [32]’s
value of 0.58 m/s? for AA, is equivalent to a minimum jerk of 0.20 m/ s2 within
the 2.9 second window.

Yaw rate w,

Jones and Wilson [ 106] use the yaw attitude and yaw rate to describe the conditions
necessary for the on-road rollover of vehicles. Brandt et al. [32], as stated above,
found a statistical link between driver-observed instability events and changes in
yaw rate. Similarly to the lateral acceleration, they found that a change in yaw rate
Aw, within a 2.7-second sliding window above 0.84 deg/s was a good predictor
of subjective triggers indicating instability events (also in Table 3.1).

MacAdam et al. [135] found that subjective ratings of controllability could be
predicted very well by a linear function of the RMS of yaw rate.

“The high degree of correlation between subjective ratings and the mea-
sured yaw rate responses is surprisingly strong, suggesting that nearly all
of the variation in subjective ratings can be accounted for by the RMS
levels of the yaw rate alone.”

This would suggest that the yaw rate is a key input to the human driver’s internal
model of vehicle physics. The head-rest acceleration was also found to be a good
predictor of perceived controllability followed by the lateral acceleration. The con-
trollability score of 8 (as a reminder, 10 is uncontrollable) was associated with an
RMS yaw rate of 5.5 deg/s and a peak value of 11.0 deg/s. This value, along with
the peak yaw rate for the most controllable configuration (with a score of 4) is
given in Table 3.1.

Roll rate w,

The roll rate features in the standards on human perception of motion [3, 4] and
is specifically considered for comfort evaluations on transition curves on railways
[6]. Meanwhile, MacAdam et al. [135] found that “increased roll motion due to de-
creased suspension roll stiffness was associated with lower driver subjective evaluations
of vehicle crosswind sensitivity”.



3.2. A NOTE ON RESPONSE TO ROAD UNDULATIONS 37

Contrary to the above, Brandt et al. [32] did not find a statistical link between
subjective evaluations of stability events and the roll response of the vehicle. It
could be that drivers had such a good internal model of the vehicle physics that
roll response was filtered out from the handling response of the vehicle. Otherwise
it could be that the roll responses measured were so small that they did not lead to
a feeling of instability. The maximum roll velocity change Aw, within a 3-second
window was 3.6 deg/s in their statistics. In this work, values in excess of 10 deg/s
in a 2-second sliding window have been observed.

Typical and/or comfort/controllability limit values of roll rate are difficult to
find in the literature. Nonetheless, presented in Table 3.1 are the values given by
Jones and Wilson [106] for the roll rates typically seen at the point of rollover for
a road vehicle. This is an extreme value from which a very wide safety margin is
expected.

Another reference value is given at the bottom of Table 3.1 using the comfort
index for curve transitions on railways given in [6]. The value of P.r is to be
interpreted as the percentage of train passengers who are predicted to find the
motion of the train carriage uncomfortable during a curve transition. The value is
dependent on 1 s RMS values of lateral acceleration and jerk as well as roll rate. The
value given in the table is the roll rate necessary to give a P value of 1 assuming
no other motions (zero lateral acceleration or jerk) and seated passengers. This
should give an idea of the lower threshold for an uncomfortable roll rate for seated
passengers.

Summary: reference values

Table 3.1 provides an overview of the reference values found in the literature. In
general, there is a reasonable agreement between sources. For example, the 90
percentile of peak lateral accelerations on fixed radius curves recorded on 80-100
kph roads in China is 1.92 m/s2, which is about 40% higher than the design fric-
tion coefficient set out in AASHTO’s Green Book [5] for highways in the United
States. This is a reasonable separation given the simplifications in the point-mass
model (relating friction coefficient to lateral acceleration) as well as variations in
the behaviour of drivers from the design case (particularly on dry roads).

3.2 A note on response to road undulations

The undulations of the road induce a repeatable handling and roll response. The
vehicle’s lateral acceleration, yaw rate and roll rate signals follow a similar curve for
each repeated recording. This was noticed while processing the data presented in
some of the later chapters, but is presented here because it presents an opportunity
to quantify wind-induced loading separately from road-induced response.
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Figure 3.1 shows five repetitions of the test vehicle driving on one segment of a
mountain pass (80 kph speed limit, as close to 0 m/s wind as was observed during
the field sessions). It is particularly the roll response of the vehicle that shows
little variation between repetitions and appears to be completely explained by road
undulations. The yaw rate, on the other hand, appears to be more independent of
road undulations and the lateral acceleration lies somewhere in between the yaw
rate and roll rate in terms of the degree of road-induced response.

Yy [m]

240 1 1 1 1 1 1 1 1

Averaged (interpolated**) Repetitions: 5

-200 -150 -100 -50 0 50 100 150 200

Figure 3.1: An example of the lateral, yaw and roll response of the test vehicle
during the field session at Dovre 1 (the field experiments will be introduced in
Chapter 7). ©Kartverket (road shape)

**Signals have been re-sampled onto one discretisation of the X; domain and then averaged at each step
Note: all signals have been low-pass filtered with a Butterworth filter with a cut-off frequency of 5 Hz.

The lateral acceleration signal is affected both by the roll rate and the roll at-
titude of the vehicle. The IMU is slightly above the roll axis of the vehicle (~0.28
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m above) such that part of the measured lateral acceleration is simply the result of
roll rotation. The resulting lateral acceleration at the IMU due to the roll rate has
been estimated and is plotted in Figure 3.1. This component is insignificant.

The roll attitude will rotate the IMU such that a component of the gravity vector
is captured on the y-axis. This component may be more significant, but is difficult
to estimate with the current instrumentation. This is likely the reason for the higher
repeatability of the lateral acceleration compared to the yaw rate.

The repeatability of the roll response is useful because any variations from the
mean curve can be interpreted as being caused by external perturbations other
than road undulations. On the road, the main source of external perturbations
other than road undulations is wind loads.

3.3 Summary

The lateral acceleration, yaw rate and roll rate have been selected as measurement
quantities to describe various aspects of road vehicle safety observed in the field.
Some useful reference values from the literature:

* Typical lateral accelerations under normal driving conditions are expected
to be below 4 m/s? (linear range) and below 0.5 m/s? (linear range) under
straight-line driving in response to road undulations and wind [164].

* Brandt et al. [32] has shown that subjective wind-induced instability events
can be identified by finding amplitude-of-change values above 0.58 m/s? and
0.84 deg/s for lateral acceleration A,, (2.9 s sliding window) and yaw rate
w, (2.7 s sliding window) respectively.

* In response to a crosswind gauntlet, MacAdam et al. [135] has found peak
lateral acceleration and yaw rate values that describe a 4/10 uncontrollable
vehicle configuration (A, = 1.35 m/s? and w, = 2.89 deg/s) and an 8/10 un-
controllable vehicle configuration (A, = 2.74 m/ s? and w, = 11.04 deg/s).
Zero on the scale refers to no wind effect while 10 is uncontrollable.

* Under pure roll, a seated passenger on a train will start feeling uncomfortable
once the roll rate exceeds 3.7 deg/s [6].

* The roll rate in response to road undulations is a very repeatable signal such
that any variance from the expected signal could indicate the presence of
additional external perturbations like wind gusts.
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Chapter 4

Systematic metadata analysis of
wind-exposed long-span bridges
for road vehicle safety
assessments

Sebastian Reymert, Anders Ronnquist and Ole @iseth
J. Bridge Eng., 2022, 27(2): 04021104

Abstract

Long-span bridges are part of a vital road infrastructure for communities living
in the coastal regions of Norway. New projects considering advanced bridge con-
cepts will contribute to solidifying this dependency. These are locations that are
increasingly exposed to extreme weather and authorities have concerns about ve-
hicle safety. The traffic safety problem can have implications for new designs as
well as the management and possible retrofitting of existing bridges. This work
provides insights into the maturity of computational models and simulation pro-
cedures, the readiness of technological concepts to mitigate accident risk as well
as gaps in the relevant research domain. This is achieved by a systematic litera-
ture search, mapping and metadata analysis. It is found that the major area for
development in current models is the ability to credibly predict the vehicle’s op-
erating wind environment on bridges and the resulting aerodynamic loads on the
vehicle. Another identified gap is the critical lack of real-world observations and
experience. Little evidence of knowledge transfer from domains outside of civil
engineering is found despite this being a complex multi-disciplinary problem. The
technological readiness of solutions explored in current research is found to be low,
with no evidence of any going beyond the proof-of-concept stage.
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4.1 Introduction

4.1.1 Motivation

Long-span road bridges are often in locations where they are regularly exposed to
strong, dynamic winds. This can increase the likelihood of accidents by creating
unfavorable driving conditions. Namely by exposing vehicles to stronger aerody-
namic loads than they might experience elsewhere on the road as well as the wind-
induced motion of the deck. In addition, the bridge itself may be at increased risk
of failure as a result of the combined intermittent loading by both wind and moving
vehicle loads.

This work is part of a larger infrastructure project looking to improve the E39
coastal highway in Norway. It involves the construction of multiple long-span
bridges (fjords up to 5,000 m wide) to replace some of the current ferry services.
Crossings are typically in mountainous and/or coastal terrain (fjords) where high-
speed wind events occur with increasing regularity. There are concerns from the
Norwegian Public Roads Administration (NPRA) and the public with regards to the
safety of road vehicles while crossing new and existing bridges. This is particularly
a concern for the proposed long-span crossings. The feasibility of new technology
to assess and mitigate the risks posed to vehicle safety needs investigation. This
may be a considered in the design of the new bridges or used to develop/apply
technological solutions that ensure uninterrupted access to critical transportation
lines after construction.

There are a number of studies that have been published on this topic. These
vary from the purely theoretical to experiments in the field and have a wide range
of focuses. However, there is currently no published work that provides a high-level
metadata analysis of the type of research being undertaken, possible solutions to
the safety problem and where future efforts are best directed. This work achieves
this by building an unbiased and representative database of current studies and
uses this to provide a critical analysis of the maturity of models and technological
readiness of the solutions explored by researchers.

A well-defined, systematic approach is used to find the relevant literature. Key
methods and findings are extracted and entered into a metadata database. In ad-
dition to this, works are categorised across three different facets describing the
research. This leads to the creation of a map that efficiently conveys what type of
research has been performed, with which focus and to what extent. This map is
analysed to give insights into the development progress of modelling and simula-
tion strategies and technological concepts to mitigate road vehicle accidents. Crit-
ically, it reveals where the biggest gaps in knowledge and understanding lie and
what should be in focus going forward. A formal framework for the development
of numerical models [172] and the ISO standard for technological readiness [103]
are used as tools to assess the maturity of models and the readiness of technology
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concepts.

Systematic mappings and systematic reviews are commonplace in some areas of
research. For example, the journal Environmental Evidence provides specific guide-
lines and submission protocols for these types of research article [161]. They have
also been introduced in software engineering, such as the systematic mapping study
by Petersen et al. [159]. A search revealed little evidence of any such articles or
practice in the fields of engineering relevant to the current topic. This is is a com-
plex, multi-faceted problem that benefits from the insights resulting from the anal-
ysis of a systematic map.

4.1.2 Background

Systematic mappings and systematic reviews are not commonly used in the fields
of civil, structural, vehicle or wind engineering and will therefore be introduced in
some more detail.

Traditional review articles are rooted in a pre-digital era. The number of articles
on a given topic were fewer and it was significantly more difficult and/or cumber-
some to access them. They typically give an historical background and thorough
explanation of theories and methodologies. The content is often a result of the au-
thor’s years of expertise on the topic. The list of relevant literature they provide is
also valuable to many readers. These are still relevant today as exemplified by Chen
and Chen [52] and Cai et al. [37]. Both articles provide an extensive review of the
research methods used to study the vehicle-bridge-wind system with descriptions
of critical technical details.

A systematic review differs from this by making use of formalised objectives
and a structured approach to the search. The results of the review are also pre-
sented in a structured, often tabulated format. The benefits are best summarised
by Petersen et al. [159]; ‘a well-defined methodology reduces bias, a wider range
of situations and contexts can allow more general conclusions, and use of statisti-
cal meta-analysis can detect more than individual studies in isolation’. Note that
the quoted summary is itself based on a reading of the work by Kitchenham and
Charters [115].

Petersen et al. [159] also provide a clear definition of the systematic mapping;
‘a systematic mapping study provides a structure of the type of research reports
and results that have been published by categorizing them and often gives a visual
summary, the map, of its results’. A systematic map will be utilised here for original
research on the topic of vehicle-bridge-wind systems. A high-level, unbiased analy-
sis gives valuable results for the future development of safe and serviceable bridge
infrastructure. The technical details of the methods and findings in the literature
are left for the interested reader in the individual texts. The full list can be found
in the associated database [165].
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4.1.3 Objectives

The objective of the present work is to systematically search for, map, and anal-
yse the metadata of current research concerning the interaction of dynamic winds,
long-span bridges and road vehicles. The underlying goal is to be able to critically
assess the vehicle safety problem in the context of strong winds on bridges. In this
vein, it is interesting to get a high-level understanding of:

* The focus of current research
* The maturity of modelling approaches
* The application readiness of technological solutions

e Where future efforts are best directed

4.2 Research methods

4.2.1 Search phrasing

The efficient database search method used here follows that presented by Labon-
note et al. [119], based on the work of Petersen et al. [159]. The search phrase
is composed using Table 4.1. A search phrase is formed by placing boolean or op-
erators between terms in each of the columns and and operators between each
respective column. The tabular format makes it easier for the researcher to clearly
define the scope of study. An overview of the databases that were searched and the
results that were found can be seen in Table 4.2.

The search phrase was developed through multiple iterations to give the most
complete and precise list of relevant literature as possible. At first, a rather broad
search phrase was used to gauge the quantity of results available. Additional con-
straints were added (and removed) progressively until the results appeared to be
satisfactorily complete and precise. Nonetheless, the search is unlikely to provide
complete coverage of the literature of interest. Even if this was the case, it will be
seen that not all texts can be sourced. The current work is primarily an analysis of
the metadata. The results and conclusions are unlikely to be strongly influenced by
a small number of articles. The aim of the search is not to provide a complete list of
relevant literature, but rather a representative list that is as complete as possible.
The high quantity of results from each given database shown in Table 4.2 suggests
that the list considered here is indeed representative.

4.2.2 Screening

A reduced list of only relevant literature is established by two screening processes.
The basis for removal in the first step is one of the following:
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Table 4.1: Structuring the search phrase.

How? What? Specification Not
"numerical analysis" "bridge" "long span" "short span"
model AND "long-span" "short-span"
modelling "vehicle" floating rail
modeling AND "cable stayed" train
experiment "wind" "cable-stayed"

field suspension

"wind tunnel" long

parameter "floating tunnel"

"case study"

coupled

interaction

analysis

vbi

safety

Table 4.2: Summary of search results.

Database Search Results
Scopus 255
Engineering Village 223
Web of Science 122
Science Direct 105
NTNU/Oria 48

* not in the English language
* clearly irrelevant based on the article title or journal/conference title

* is a duplicate

The second phase involves reading the abstracts. Entries are removed if they do
not align with or make significant contributions towards the objectives. Note that
4 texts that were deemed of interest to this mapping could not be sourced using
available resources. This concerns [78, 89, 144, 194]. Further filtering inevitably
occurs as the mapping process proceeds. An overview of the search and screening
process can be seen in Figure 4.1.
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Database Unique: Passed Referenced:
Search: Screening:
753 374 123 T 97
v ' Y
Excluded Not Not
Screening: Pursued*: Sourced:
215 22 4

Figure 4.1: Overview of search and screening process. *Conference articles not
immediately available were not pursued further

4.2.3 Choosing a mapping scheme

Petersen et al. [159] managed to establish a clear and insightful map by categoris-
ing across three facets. The same number is chosen here and allows for a similar
visualisation.

The major challenge in the mapping process is the choice of the three facets
and the categories within. These must be chosen to best serve the objectives. In
addition, the map cannot be too intricate as to confuse the reader, yet must still
provide enough resolution to allow for fruitful discussion of the presented research
methods and outcomes.

One of the primary goals is to evaluate the technological readiness of possible
solutions to ensuring the safe crossing of vehicles on wind-exposed bridges. The
choice of facets and categories should reflect this. Since the majority of research is
centred around the numerical modelling of physical systems, it is decided to refer to
a formal description of the model development cycle to aide in making said choices.
This description is given under The Model Development Cycle below.

The process was therefore a lengthy and iterative process that involved reading
each full article at least once as well as the abstracts and conclusions multiple times.
An initial categorisation was established through a process of digital bookmarking
and keyword searches. The details of the modelling and experimental methods
were extracted and tabulated per category. This database has been published as
a digital database [165] and will be used to enhance the analysis below. Multiple
cycles of categorisation across different facets were performed before the presented
facets and categories were chosen.

4.2.4 The model development cycle

A good reference for describing the model development process is the report Termi-
nology for model credibility from the Society for Modelling and Simulation [172].
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Therein lies a diagram describing the model development cycle. It has been re-
created for the discussion here and can be seen in Figure 4.2.

Qualification

Reality

Py Analysis
: g
: Conceptual
Model Simulation P
Validation i Model
Digital .szogramming ol
a7 Mode
Model Verification

Figure 4.2: The model development cycle. [172]

In short, the cycle is an iterative process composed of three parts that can each
be described by outcome and activity. The process typically begins with obser-
vations of reality that are used to form a conceptual model. The outcome is a
qualified model and the activity required to achieve this is analysis of the obser-
vations. The conceptual model is then interpreted and programmed into a digital
model. The digital model needs to be an accurate representation of the conceptual
model. When this is achieved, the model can be considered a verified one. Finally,
a simulation procedure is performed to find a solution. Ensuring that this solution
is an accurate representation of reality is the process of model validation. This is
typically established only for a domain of applicability. Following validation, the
model can then be used to perform simulations that give valuable input for solving
engineering problems. For example, a model could be used to predict the wind and
vehicle speed combination at which traffic accidents are most likely to occur on a
bridge.

The model development activities presented by research articles can loosely be
categorised into the following list. This list is a subset of the categories describing
the research type facet of the research to be presented below. The relationships
between these category definitions and the stages in the model development cycle
are described here in order to aide in the discussion to follow.

* Observational research involves making observations of physical phenomena
- preferably from reality but also from the lab or well-established numerical
simulation packages (i.e. computational fluid dynamics) - and analysing the
data to suggest or provide the basis for mathematical conceptual models.
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This is the very beginning of the model development cycle or takes place
when existing models need to be re-assessed.

* Evaluation research involves all considerations in the digital implementation
of a conceptual model. The main activities are programming and/or an eval-
uation of the programmatic implementation. This can be viewed as the next
step along the development cycle from observational research. This suggests
that there is enough confidence in the conceptual model to warrant an at-
tempt at further development.

» Simulation research involves the use of the model to make predictions of
reality and often also an analysis of the results of the simulations. This is the
last step of the development cycle and should - if credible - result in a valid
model ready for application within a given domain.

The relationship between the categories used below and the model development
cycle should give an indication as to the maturity of the models. This will be utilised
in the discussion below. Note that this is an indication of model maturity only. Any
technology based on these models may still be far from application readiness.

4.3 Mapping scheme

The facets chosen for this mapping are described below. The corresponding cate-
gories are described in Tables 4.3, 4.4 and 4.5.

Focus Area: Which physical element of the vehicle-bridge-wind system is in fo-
cus? This is sometimes clearly established in the abstract. However, it was often
found that a look back over the content of the text and especially the conclusions
showed a slight shift from what was indicated in the abstract. Consequently, the
conclusion generally had more clout over categorisation of this facet.

Research Type: How can the stage of research or technological development be
described? The categories and their definitions are formulated from a modelling
perspective. The categories will therefore be applicable to many engineering re-
search problems, yet are likely to differ from those relevant in other scientific fields.

Key Research Tool: What is the enabling research technique that lead to the
significant outcomes? The multi-disciplinary nature of the current problem en-
courages, or even necessitates, the use of multiple engineering research tools. It
can sometimes be difficult to choose one key technique from any given contribu-
tion. Again, the information presented in the conclusions is relied on more heavily
than, for example, the abstract. In cases of significant uncertainty, the novelty of
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the tools in the context of the rest of the relevant literature is considered.

Evaluation vs. simulation research

On the research type facet, there is a fine line between the categories of evalu-
ation and simulation research which can make the task of categorisation difficult.
In order to reduce bias and simplify this procedure, a rule was established. To be
classified under the simulation category, it must be possible to establish that some
sort of performance indicator has been used to evaluate the response of the physical
system - not the behaviour or performance of the modelling method or simulation
procedure. The best method by which to determine this is to look at the figures and
tables presented in the text in the context of the conclusion. For example, Zhou and
Chen [238] evaluate driver comfort by generating estimates of overall vibration to-
tal value (OVTV), a weighted sum of root-mean-square values of acceleration at a
point on the vehicle body. Plots of OVTV as a function of various parameters can
be found in the body of text and are in focus in the conclusion.

The map

The result of the mapping process is visualised using the bubble plot shown in
Figure 4.4. Note that 100% of entries in the relevant literature are represented on
each set of axes. Percentages have not been provided given that the total number
of entries in the relevant literature lies so close to 100 (97).

Table 4.3: Focus area facet.

Complete System The work focuses on an approach that describes
the vehicle-bridge-wind system as a whole.

Bridge Response  The structural response of the bridge features
heavily in the outcomes of the work.

Vehicle Aero. The aerodynamic forces acting on the vehicle fea-
ture heavily in the outcomes of the work.

Vehicle Response  The structural-mechanical response of the vehicle
features heavily in the outcomes of the work.

Bridge Aero. The aerodynamic forces acting on the bridge fea-
ture heavily in the outcomes of the work.

4.4 Author and audience perspectives

The relevant literature is made up of 88 journal articles and 9 other contributions.
Those belonging to the former have been mapped into categories. The categories
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Table 4.4: Research type facet.

Evaluation The work is evaluative of the implementation of a
modelling methodology.
Simulation The work is evaluative of the solution or results of

a pre-supposed modelling methodology. The re-
sults are treated as an analog of the physical sys-
tem and analysis of the behaviour of the system is
given.

Observational Key outcomes of the work are observations of
physical phenomena. This might be in the lab, in
the field or using established numerical tools such
as commerial computational fluid dynamics pack-

ages.

Experience The personal experience of the author or authors
is presented and discussed.

Review The work presents a review of existing literature.

Solution Proposal A solution to an engineering problem is proposed.

Table 4.5: Key research tool facet.

Numerical Model A numerical model is a representation of a math-
ematical model of a physical system.

Wind Tunnel The collection of data or observation of phenom-
ena in a wind tunnel facility.
CFD Computational Fluid Dynamics. Researchers here

often use a numerical tool as an analog of wind
tunnel tests.

Empirical Model  An analytical model or numerical implementation
thereof derived from observation and experiment.

Various It is not possible to choose a unique key research
tool for the text, for example in experience or re-
view articles.

Field Data The defining feature of the work is the use of field
data. This might be used in a model or a process-
ing technique for better observation of the physical
system is presented.
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are chosen to best reflect the content of each journal as a whole based on the
description given on their homepage. The results are visualised in Figure 4.3.

An overwhelming majority of articles come from journals associated with the
field of civil engineering (76%), followed by vibrations (7%) and transportation
(3%). The weight of civil engineering journals is perhaps unsurprising. However,
a rather significant 24% of articles come from a variety of other areas. This is an
indication that the search and filtering process has been appropriately unbiased. It
is notable that areas more closely associated with vehicle engineering are absent
such as vehicle dynamics, aerodynamics or control. In fact, no category containing
the word ‘vehicle’ is present at all.

This indicates that those participating in research on the current topic are likely
to have a greater interest and/or competence in the bridge’s response rather than
the vehicle’s. Meanwhile, it will be demonstrated below that there is a perceived
need for a new vehicle-wind interaction model in the bridge environment. There
may be significant advantage gained by seeking new perspectives and knowledge
transfer. This from actors in vehicle engineering research and development or
maybe even from aerodynamicists working in other arenas.

I 2. Civil (76%) Ikjiy
I b. Vibration (7%) g f
I c. Transportation (3%)

I d. General Science (2%)

[ e. Aerospace (2%)

[ f. General Engineering (2%)
[ g. Computing (1%)

[ h. Materials (1%)

[i. Fluid Mechanics (1%)

[1j. Mathematics (1%)

[ k. Marine (1%)

[ 1I. Fluid-Structure Interaction (1%)

Figure 4.3: An overview of journal categories.

4.5 Discussion

4.5.1 Numerical modelling

The map (Figure 4.4) shows that the majority of research in this area is of a compu-
tational nature. 62/97 texts are categorised as simulation or evaluation, in which
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Figure 4.4: A map of the relevant literature.
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the bulk of analysis relates to the methods or results of simulations. At least 45/97
texts present a description of how models of the vehicle, bridge and wind systems
are coupled together. This includes only the articles where the details of said in-
teractive model are explicitly described. There are therefore a substantial number
of examples of how the full, interactive vehicle-bridge-wind system can be mod-
elled and simulated. This is unlikely to be a limiting factor for the development of
road-bridge safety technology.

4.5.2 Review and experience articles

Approximately 5% of the relevant literature is of the review or experience arti-
cle type. All review articles found are specific to the vehicle-bridge-wind system
rather than any of the subsystems therein. This suggests the search and screening
process was sufficiently precise. The fact that there are three review articles points
to significant research interest in this area over substantial time. This conclusion is
supported by the quantity of references articles (97).

Only 2 experience articles present themselves on the map. There are multiple
possible explanations for this. The first one might be that this type of article is not
valued as highly as other types of research. Interestingly, these two articles are
each published in journals that appear only once in the relevant literature; [30] in
Structure and Infrastructure Engineering and [216] in Marine Structures.

Another possible explanation is that this distribution of the type of research
article published reflects the maturity of the research field. Assuming that experi-
ence articles are valued in the current research community (contrary to the above,
or at least partly so), the lack of experience articles might suggest there is a lack of
experience. Such articles typically share an individual or group’s lessons-learned of
solving practical engineering problems. This is typically with reference to a specific
project. Consequently, it would seem that few have practical experience consider-
ing the combined vehicle-bridge-wind system in reality. This may not be surprising
given the likely high cost of practical investigations involving vehicles and bridge in-
frastructure. Nonetheless, the apparent low level of practical experience will make
considerations of vehicle safety on the bridge particularly difficult for practitioners
and administrators in the near term.

4.5.3 Solution proposals

On the surface, the low number of solution proposals (5/97) points to a low level
of technological readiness. Of the 5 articles, all are primarily backed by numerical
models. There are no solution proposals based on data from the field or labora-
tory. An overview of the types of solution proposed and the number of articles that
propose them:
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* Vehicle-based vibration suppression devices to control bridge motions, 4 ar-
ticles

* Operational constraints based on wind speed/direction and vehicle driving
speeds, 2 articles

Even if these solutions are proposed on the back of credible models, their tech-
nological readiness is unlikely to be high. Nor are the solutions necessarily going
to lead to improved vehicle safety. For example, the studies that propose vehicle-
based vibration suppression devices [35, 49-51] demonstrate the virtues of this
solution in a numerical simulation. Suppression of bridge vibration may have mul-
tiple benefits, but not necessarily for the safety of traffic on the bridge. This has
not been proved. As evidenced by the fact that all solution proposals are based on
numerical models, this has yet to be demonstrated in the field, or even in the lab.
Consequently, the technology readiness level (TRL) according to [103] is at most
2/9, where the ‘formulation of the technology concept and/or application has been
established’.

Other concepts

There are additional concepts for solving the traffic safety problem on long-span
bridges that do not reveal themselves on the map. The reason for this will be dis-
cussed further below. Nonetheless, this is where the searchable metadata in the
aforementioned database becomes useful [165].

Wind barrier

One concept is the use of a wind barrier on the bridge deck to shield vehicles from
oncoming wind. They are typically proposed in the vicinity of bridge towers to
reduce the impact of sudden changes in wind magnitude and direction. 5 articles
that present results pertaining to the use of a wind barrier as a shield for vehicles
can be found by filtering the Keywords column with the search phrase ‘barrier’. The
reason these have not been categorised as solution proposals is because the focus is
on understanding the vehicle aerodynamics/response (4 articles) and the complete
system response (1 articles). The articles are deemed to make a more significant
contribution to those areas and are not explicitly focused on the development of
the wind barrier as a solution. 3/5 articles are observational and 4/5 make key use
of the wind tunnel. Given this information, the TRL level is ostensibly 3 or lower,
experimental proof-of-concept.

In-situ operational constraints

Another concept is to map out the combinations of driving speeds and wind con-
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ditions (speed and direction) that are unsafe for a given vehicle or set of vehicles.
This information can then be used to establish in-situ speed limits or other limi-
tations on bridge traffic based on measured wind conditions. To investigate, the
search phrase ‘driving speed’ is used in the Keywords column. The search returns
14 articles of which 8 also have the keywords ‘accident’ and ‘wind speed’. This
demonstrates interest in this concept beyond the explicit solution proposals de-
scribed above. All 8 entries are based on numerical models. Again, this limits the
possible TRL to 2.

4.5.4 Vehicle aerodynamics

The distribution of entries along the vehicle aerodynamics axis in Figure 4.4 sug-
gests a strong interest in the development of new conceptual models. This is clearly
evidenced by the majority of studies being categorised as observational. This shows
at the very least, that there is a perceived need for new prediction models for wind-
induced loads on vehicles in the bridge environment.

The first set of axes in Figure 4.4 shows that there are 17 articles at the Vehicle
Aerodynamics-Observational intersection. These papers make up 7 of 8 entries at
the CFD-Observational intersection on the second set of axes. Similarly, they make
up 10/16 entries at Wind Tunnel-Observational. Therefore, all observations in the
Vehicle Aerodynamics category are made in the wind tunnel or using CFD. Also,
vehicle aerodynamics dominates the observational research category. This is clear
evidence that current actors are looking for a better understanding of the vehicle’s
aerodynamics in the bridge environment.

There are five studies that have moved down the Vehicle Aerodynamics axis
from observational into simulation and evaluation type research. This indicates
that some researchers have progressed said observations into digital models and
simulations. An overview of specific interests:

* Local vehicle aerodynamic load variations near bridge towers, 3 articles

* Vehicle aerodynamic load variations resulting from wind interaction with
bridge decks and/or barriers, 3 articles

4.5.5 Field data

Whilst the categorisation process was strict for the categories across all three facets,
a looser definition of key research tool was used for the field data category. The
definition was loosened in order to highlight any references to reality rather than
mathematical models. Figure 4.4 shows that 6 studies have been placed in this cat-
egory. However, the focus in all studies bar one is in fact a simulation methodology.
Field data is rather used to enhance or make simulations statistically significant. An
investigation reveals:
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* Kim et al. [113] and Wang et al. [212] present and utilise historical weather
data

* Wang et al. [214] present and utilise driving speed statistics

* Zhou and Sun [239] present and utilise statistics on traffic, wind and wave
characteristics

* Wang et al. [211] present a hybrid simulation methodology using measured
bridge response

The remaining text is unique in that the focus is on the collection and analysis of
measurements made on a bridge [55]. There does not appear to be any obser-
vations of vehicle response in the real, fully coupled wind-excited system. Sim-
ilarly, the wind effects relevant to vehicle aerodynamics that have been studied
thoroughly using CFD and the wind tunnel (effects of the tower, bridge girder and
barriers) do not seem to have been studied in the field. These have been identi-
fied as a key area of interest above and so observations from reality will have a
significant impact on future technological development. Data can be used for the
development of new conceptual models, confirmation of observations from numer-
ical studies and the calibration/validation of models.

4.6 Conclusions

A systematic search and filtering process has been used to compile a precise and
representative list of literature relevant to the vehicle-bridge-wind system. Meta-
data about the methods and findings of each article can be found in an external,
searchable database [165]. The data has been mapped across multiple categories
describing three different facets of the research and has been presented here. The
map is used to lead an investigation into the level of understanding of the system
and the technological development of concepts that can help reduce the accident
risk for vehicles crossing long-span bridges. The database is used as a tool for ad-
ditional analysis along with a formal description of the model development cycle
[172] and technological readiness levels [103]. Some key insights from the analy-
sis:

* A 76% majority of journal articles are published in civil engineering jour-
nals. There are no contributions from journals that fall into any category
containing the word ‘vehicle’. This presents a prime opportunity for knowl-
edge transfer. This is particularly true of research related to the vehicle’s
aerodynamic characteristics, as will be seen below.
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* The numerical modelling of the fully coupled vehicle-bridge-wind system has
been thoroughly studied and features in at least 45/97 entries in the relevant
literature. The development of such numerical models is unlikely to be the
limiting factor for technological development.

* The following technological concepts to reduce accident risk on long-span
bridges have been explored by researchers:

- In-situ operational constraints (speed limit or other restrictions to bridge
traffic) based on measurements of wind conditions

— Wind barriers to shield vehicles from winds
— Vehicle-based devices for suppression of bridge vibration

* The technology readiness level [103] for these concepts do not appear to be
higher than level 3. That is to say there is some evidence of an experimen-
tal proof-of-concept for some proposals. No concept has been proven to be
effective in reducing accident risk in a real operating environment.

* The majority (17/22) of observational research concerns the vehicle’s aero-
dynamic loads in the wind environment on the bridge. This type of research
activity is associated with the very early stages of model development. The
vehicle’s aerodynamic loads in the wind environment on the bridge is osten-
sibly the least understood part of the vehicle-bridge-wind system amongst
current actors.

* Based on the focus of observational research, the important aspects of the
vehicle’s operating environment to be understood includes the effects of the
following:

— Bridge girder
— Bridge towers
— Wind barriers

* There is little (2/97 articles) published work describing experience of consid-
ering the vehicle-bridge-wind system in engineering practice. The apparent
void in experience is likely to seriously hinder the technological development
of safety solutions for vehicles on wind-exposed bridges.

* Another gap that is similarly detrimental to technological development is the
lack of data gathered in the field (mentioned in only 6/97 texts). Field data is
crucial to the evaluation of existing and synthesis of new conceptual models
as well as the validation of simulation results.

In summary, the development of technology that reduces the risk of vehicle acci-
dents on wind-exposed long-span bridges is likely to be most limited by a lack of
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understanding of the vehicle’s operating environment on the bridge. Future stud-
ies should focus on this and should do so in the real operating environment rather
than the lab or using numerical simulation.



Chapter 5

Coupled vehicle-bridge-driver
modelling of exposed long-span
fjord crossings: an initial study

Sebastian Reymert, Anders Ronnquist, Ole @iseth, @yvind W. Petersen and Lars
Drugge

Bridge Maintenance, Safety, Management, Life-Cycle Sustainability and Innovations,
Proceedings of the Tenth International Conference on Bridge Maintenance, Safety and
Management (IABMAS 2020), Sapporo, Japan, 11-15 April, 2021, 3406-3414

Abstract

Bridges built over wide fjord crossings (2,000 to 5,500 m) will serve as critical
structures for Norway’s new E39 coastal highway. An important capability for the
Norwegian Public Roads Administration is the evaluation of the level of accident
risk for motor vehicles on cable-stayed and floating bridges during high velocity
wind events. This work develops a simple computational model to evaluate the
importance of bridge- vehicle interaction in the vehicle-bridge-driver system in the
presence of winds. The present results suggest that the vehicle-bridge interaction
forces may be small in magnitude relative to aerodynamic forces on the structure
and the vehicle. Future analyses may be simplified by obtaining the response of
the bridge and using it as an input to an isolated vehicle dynamics model. The
limitations of the model are discussed along with the challenges of achieving more
accurate safety analyses. The need for data from field tests is motivated and the
parameters for a planned experimental study using a large van on an existing long-
span bridge are presented.

59
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5.1 Introduction

The new E39 coastal highway route aims to replace current ferry crossings with
bridges and tunnels in order to reduce the travel time between Kristiansand and
Trondheim. This will involve the construction of multiple long-span fjord crossings
which may be exposed to strong wind conditions. The Norwegian Public Roads
Administration (NPRA) aims to keep these road crossings operational to the same
extent as today’s ferries. There is a need to understand the impact of wind forces
on the safety and comfort of road users.

This work presents an initial analysis of the interaction between vehicles and
bridges in the presence of high velocity winds. The potential to simplify estab-
lished interaction models when applied to long span fjord crossings in Norway is
highlighted. In particular, it is noted that vehicle-induced bridge vibrations play
a minor role in the system and that the vehicle handling dynamics can likely be
uncoupled from the lateral bridge dynamics. Data collected from the Hardanger
bridge suggests wind-induced vibrations may be even more significant (in compar-
ison to vehicle loads) than the current model suggests. A brief discussion of further
modelling challenges and considerations is presented to motivate future numerical
and experimental work. This will involve collecting vehicle response measurements
as a large van crosses an instrumented cable-stayed bridge.

5.2 Vehicle-bridge interaction

The interaction between vehicle and bridge is studied using a modal analysis of the
bridge and simplified vertical and lateral models of the vehicle.

5.2.1 Bridge modelling

The equations of motion of the bridge are integrated in time using modal coordi-
nates. The modal mass, damping and stiffness matrices are extracted from an FE
model of the Hardanger bridge. Details of this model and its calibration using field
data can be found in Petersen et al. [160]. The mode shapes X;(x) are approxi-
mated by a modal analysis in Abaqus providing a lateral and vertical displacement y
and z and torsional rotation 6 at discrete span-wise locations Xj, = {1,2,...,325}.
The FEM nodes at the centerline of the bridge deck are used. Approximations of
the continuous mode shapes are given by linear interpolation. The first 143 modes
(ignoring cable modes) are included in the vertical bridge analyses, frequencies
from 0.05 to 3.98 Hz. The first 15 modes are drawn in Fenerci and @iseth [81].
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Figure 5.1: Sketch of the Hardanger bridge.

5.2.2 Wind loading

Realisations of the wind field are generated by Monte Carlo simulations using the
spectral densities given in @iseth et al. [148] and a time step At = 0.048 s. Lin-
earised buffeting theory is used for calculating the wind buffeting loads on the
bridge deck due to turbulence. The self-excited forces are taken into account by
quasi-steady theory (i.e. constant aeroelastic damping and stiffness matrices are
added to the structural system). This mainly increases the effective damping ratio
of the modes. The process is repeated four times considering the wind speeds U =
5, 10, 15, 20m/s.

The turbulence intensity in directions y and g, see Figure 5.1, are chosen to
match on-site measurements and are I,, =0.15 and I, = 0.075 respectively.

5.2.3 Vertical motion

The interaction equations used are a slight variation of the method presented by
Cheung et al. [54]. The vehicle is modelled as an unsprung mass m; and sprung
mass m, connected by a spring-damper pair as shown in Figure 5.2.

The degrees of freedom of the coupled system are each of the generalised modal
coordinates g; and the displacement 2, of the sprung mass m,. Note that assumed
vibration modes presented in Cheung et al. [54] are not used here, but are replaced
by approximations from the FEM. The unsprung mass m; is assumed to move with
the bridge (ie. the vehicle’s tyres remain in contact with the bridge at all times such
that z; equals the displacement of the bridge at the vehicle’s location).

Some of the equations from Cheung et al. [54] will be presented here for the
purposes of developing the lateral interaction equations in Section 5.2.4. See the
referenced paper for a full derivation. The force the vehicle imparts on the bridge
is,

d’5(0)  dz(t)

a2 e
where f, can be written in terms of the generalised bridge displacements to give
generalised interaction forces,

Qi (1) = —=f(X; ()] =y, - (5.2)

fe(t)=(m; + my)g +my (5.1)
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Figure 5.2: Unsprung and sprung mass on bridge beam model.

After some manipulation, the equations of motion of the vehicle and bridge can be
made to form a matrix system, where the subscript sv is used to denote the fully
coupled vertical interaction system,

q q ql _ .
M, {Zz} +C,, {2_2} +K,, {ZZ} = {p*}. (5.3)

The loading term p* is given by,

p; () = —(my + my)gX;(x,(t)) (5.4)

The system above is converted to an appropriate state-space system and solved
using a 4M-order Runge-Kutta integration scheme. The implementation has been
validated against the results presented in Cheung et al. [54]. Note that the matrices
in (5.3) are a function of the location of the vehicle x,, and so the system is time-
variant.

Vehicle moving load

The vehicle has the properties described in Table 5.1, chosen as convenient numbers
based on values given in Xu [226]. The undamped natural frequency is w, =
3.00 Hz and the damping ratio, {, = 0.35. The excitation due to the moving
spring-mass-damper is characterised by its velocity using the parameter a, defined
in Cheung et al. [54] as,

a=x,m/wy;L, (5.5)

where wy; is the first natural frequency of the bridge and L its length. For this
problem a = 0.17, possibly suggesting that dynamic amplification due to the mov-
ing load will be limited (see Figure 3 in Cheung et al. [54], noting that a direct
comparison is difficult as some dimensionless parameters are difficult to calculate
for the Hardanger bridge).

The vehicle begins its motion at x = -4,000 m, reaches the bridge at approxi-
mately x = -650 m and continues beyond the bridge to 1,000 m. In Section 5.2.3
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Table 5.1: Vehicle parameters.

Parameter Value Unit

m; 3,000 kg

my 4,500 kg

I, 100,000 kgm?

k 1,600 kNm™*
c 60 kNsm™!
X, 22.22 ms™!

g 9.81 ms2

[ 3.00 m

[, 500 m

it will be seen that this leaves approximately 150 seconds for the motion of the
bridge to develop in the presence of wind loading. The vertical displacement at
midspan for this time period can be seen in Figure 5.3 labelled ‘spring-mass-damper’
or ‘SMD’.

The quasi-static curve shows the static solution at each time step of the SMD so-
lution, while the ‘moving point load’ is the result of a transient dynamic simulation
of a constant point load moving at the same velocity as the spring-mass-damper.
The bridge deflects a maximum of ~ 30 mm with some minor dynamics associated
with excitation of some of the lower bridge modes. The effects of vehicle dynamics
do not seem to be significant given the indistinguishable difference between curves
(a) and (c) in Figure 5.3.

Vehicle & wind loads

Generalised aerodynamic loads on the bridge are simulated only for the first 50
modes, frequencies from 0.05 to 0.84 Hz. It is assumed that wind-induced bridge
excitation at higher frequencies is negligible.

Curve (d) in Figure 5.3 is the result of a simulation of the spring-mass-damper
system travelling over a bridge that is excited by wind loading with a mean velocity
U = 5m/s as described in §5.2.2. It is clear that both the vehicle as well as the wind
have an impact on the response of the bridge.

In Figure 5.4 a higher mean wind velocity is considered, U = 20m/s. In this
case, the vehicle’s contibution to the bridge response is much less significant in
comparison to that of the wind. Visually in Figure 5.4, there is only a very minor
deviation of curve (c¢) from (b). It might be concluded that at such high wind
speeds, the effects of the vehicle on bridge response can be neglected. Alternatively,
the quasi-static effect of the vehicle could perhaps be superimposed on the response
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Figure 5.3: Vertical response of the bridge at mid-span due to a moving heavy duty
vehicle. *moving point load

of the bridge to wind loading.

Figure 5.5 allows for a light visual comparison between the generated wind
vibrations used here and a twice-integrated acceleration signal measured at the
midspan of the Hardanger bridge (sensor H5E in Figure 4 in Fenerci and @iseth
[81]). The data plotted is a short sample from January 29, 2016 between 14:00 and
14:30, where a mean wind speed of 19.77 m/s was recorded at the same spanwise
location using anemometer A6. A high-pass filter with a passband frequency of
0.03 Hz was applied before each consecutive trapezoidal integration.

The two curves are visually similar in nature, noting that an offset has resulted
from the integration. It is also noted that the standard deviation of the measured
signal is 165 mm versus 90 mm for the simulation. This further highlights the
relatively low impact a vehicle has on the bridge response in the presence of strong
winds. Further analysis and comparisons with measurement data will be included
in future work.

Interaction force

Tyre forces will be critical to any vehicle safety analysis and so models should pre-
dict these accurately. Note that the wind-vehicle interaction has not been consid-
ered in the following analysis.

Equation 5.1 can be used to calculate the interaction force f.(t) given the solu-
tion to (5.3). The mean, standard deviation and peak deviation (from the mean)
of the interaction force for the time period the vehicle spends on the bridge can be
seen in Table 5.2. Note that this is the mean value for 100 realisations.

It will be important in future studies to consider the impact a ~ 5% change in
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Figure 5.5: Generated vs. measured vertical response at midpoint of bridge.
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Table 5.2: Statistical properties of interaction forces.

Simulation Mean Std. Peak Dev.

kN % %

SMD, U5 73.58 0.04 0.46
SMD, U10 73.58 0.15 1.25
SMD, U15 73.58 0.32 2.89
SMD, U20 73.58 0.56 4.55

Figure 5.6: A diagram of the single track model, degrees of freedom y,, 6, and
input 6.

overall vertical contact force may have on the stability of the vehicle. Note that the
above analysis considers only the interaction between the vehicle body as a whole
and the bridge. Pitching and rolling motions in the vehicle may lead to higher
variations in the contact force between each individual tyre and the road. It is
unlikely that the bridge will induce significant pitching and/or rolling motion in
the vehicle given the large scale and long period of its vertical and torsional mode
shapes (see Table 2 and Figure 14 in Fenerci and @iseth [81]). Road roughness or
irregularity may lead to more significant excitation.

5.2.4 Lateral motion

Modelling lateral vehicle-bridge interaction requires a vehicle model that accu-
rately captures handling dynamics. One well-established model is the single-track
or bicycle model. More about this model and how it differs from higher fidelity ap-
proximations can be seen in Abe [10] and Pacejka [153]. The equations of motion
can be developed by considering the diagram in Figure 5.6.

The model has two degrees of freedom; lateral displacement y, and rotation
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Figure 5.7: A diagram of the bridge under front and rear axle loads.

about the centre of mass 6,. The lateral tyre forces are summed for the front and
rear axles and are Y; and Y, respectively. These forces will interact with the lateral
forces on the bridge. The equations of motion for the vehicle in a ground-fixed
reference frame are derived in Abe [10],

m,y, =F,, F,=2Y;+2Y, (5.6)

1,6, =Fy, Fy=211Y; —2l,Y,. (5.7)

The lengths [; and [, describe the distance from the centre of mass to the front and
rear axles respectively.

The equations of motion for coupled lateral dynamics are derived as follows
using transformations to generalised coordinates. The displacement of the bridge
can be written,

yp(x, ) =X"(x)q, (5.8)

taking X to be a column vector of the y-displacement of the mode shapes. It should
be noted that the total derivative of y;, with respect to time at the location of the
vehicle x, is,
dy,
dt

X=X,

=X(x,)Tq+%,X"(x,)74, (5.9)

with ” denoting differentiation with respect to x.
Interaction forces

Assuming a linear tyre model where the lateral tyre forces are a function of the
sideslip angle f3, the axle forces can be written,

Yy =—Kif4, (5.10)

Yy ==Ky, (5.11)

where the sideslip angles are given by,

1 L .
B(t) = x—(y'v—y'b(xl))+x—19v—9v—6, (5.12)

v v
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1 L .
Ba(t) = — (G = Jp(x2)) — 26, - 6,. (5.13)
X, x

v

Note that the bridge lateral velocity at the position of each axle y;(x;) and y;(x,)
have simply been subtracted from the vehicle’s lateral velocity to give the vehicle
sideslip relative to the road surface on the bridge. This is thought to correctly
model the interaction between a vehicle and a laterally moving driving surface.
This assumption has not been validated experimentally and it is highly desirable to
do so.

All terms in (5.12) and (5.13) are functions of time. Substituting (5.9) into
(5.12) and (5.13) and subsequently into (5.10) and (5.11) gives,

Fy:2(a1yv+315+326+a29+a39+a45), (514)

Fg = 2(asy, + b3q + bsd + agh +a,0 + ag5). (5.15)
The new variables introduced here are given in Appendix B.
Generalised interaction forces
Equation 5.2 can be used to evaluate the interaction forces on the bridge, summing
the force from the front and rear axles,

Q =Qqy, +Q;,, (5.16)

Q* =81Yv+Dla+qu+829 +639+845(t). (5.17)
The new variables introduced here are given in Appendix B.
Assembly of equations

Equation 5.3 can be re-written for the coupled lateral dynamics sl,

- -

q q q
M yv + Gy .)'_/v +Kg 4y =Fg, (5.18)
g, 0, 0,
where,
¢4
F, = { 2a, b 5(1). (5.19)
2ag

The matrices in this equation are,

M O
Msl = 0 mv y (520)
0 O

—~
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c-D, &
Csl = _2_121 _2a1 _2a2 5 (5.21)
—2by  —2a5 —2a4
K-D, 0 -3,
Ksl = —sz 0 —2a3 . (522)

—2b, 0 —2a,

Note that M, C and K are the modal mass, damping and stiffness matrices for
the bridge under wind loads (ie. C and K are aeroelastic). The bridge coupled
with the vehicle handling dynamics can now be analysed by solving (5.18) in the
time domain. Again, the system is re-formulated as a state-space system and solved
using a 4M-order Runge-Kutta method.

Cornering stiffness

The cornering stiffness at each axle is estimated as proportional to the vertical
load as described in §1.2.1 of Pacejka [153]. A constant of 20 is chosen here in an
attempt to over-estimate the interaction between the vehicle and the bridge. The
cornering stiffnesses are K; = 460 and K, = 275kN/rad for the front and rear axles
respectively.

Analysis

Only the first 50 modes (including cable modes) are used in lateral analyses,
frequencies from 0.05 to 0.84 Hz.

The coupled model is compared to a decoupled equivalent in Figure 5.8. In
this latter model, the bridge’s response to wind loads is obtained in the absence of
the vehicle and used as the input to a separate single-track analysis. The coupled
approach produces curves (b) (sampled here at a low sample rate and plotted using
circle markers for ease of interpretation), while the separated analysis leads to (a).
The maximum difference between curves (a) and (b) for the bridge is found to be
less than 0.25 mm, whereas this value is 5 mm for the vehicle response. Note that
the vehicle and bridge displacements (y; and y,) are nearly identical due to the
overestimation of cornering stiffness.

It is clear from this that the lateral interaction forces (ie. the lateral tyre forces)
do not develop to sufficiently large magnitudes to influence the response of the
bridge. Note that aerodynamic loads on the vehicle itself have not been considered.

Considering the results of this analysis, it is concluded by the authors that the
lateral dynamics of the bridge and vehicle systems can be decoupled without sig-
nificant loss of accuracy.
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Figure 5.8: Lateral displacement response of bridge y; and vehicle y, .

5.2.5 Torsional motion

A set of 100 simulations of the torsional motion of the bridge under U20 wind
conditions presents a standard deviation of 0.16° at the middle of the bridge. This
magnitude of rotation is unlikely to lead to significant rolling motions in vehicles
travelling on the bridge. However, one of the lanes of traffic is approximately 4 m
from the geometric centre of the bridge. The vertical displacement experienced by
a vehicle in this lane has a standard deviation ~ 4 x 0.16(7/180) x 10° = 11.2mm.
This value is about 10% of that seen in the vertical modes.

Due to the relatively low magnitude of these vertical displacements, they have
not been considered in these analyses. They may be considered in future studies.

5.2.6 Conclusions on vehicle-bridge interactions

It is concluded in Camara et al. [39] that vehicle-induced bridge vibrations play a
minor role in the wind-excited bridge-vehicle system. The bridge is more strongly
affected by direct wind action. Similarly, ‘the vehicles are mostly influenced by
the wind and by the pavement irregularities.” The results of this initial study align
well with the first conclusion. The latter conclusion on road irregularity is an op-
portunity for further development and can readily be introduced in the current
implementation.
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5.3 Model limitations

The analysis presented above is simple and computationally efficient, yet has many
limitations. Its use in the evaluation of accident risk must be considered in the
context of experimental data. A follow up from this initial study will include results
from a full-scale experiment as described in §5.4.

It should also be noted that some non-stationary events have occured since the
start of the monitoring programme of the Hardanger bridge in 2013. The gusts
of wind and resulting displacement of the bridge can be significantly larger than
shown here in a simulated stationary process.

5.3.1 Accident modes

The literature presents a variety of accident criteria, though they are often varia-
tions of those proposed by Baker [22]. The criteria are stated as thresholds on the
vertical tyre reaction force, vehicle lateral deviations from path and absolute yaw
deviation. Exceeding these thresholds will lead to what is described as overturn,
sideslip and rotation accidents, respectively. The criteria proposed by Baker are
applied in Xu [226] and Wang and Xu [207], whereas some variation on them can
be found in Chen and Chen [48], Cheung and Chan [53], Zhou and Chen [237]
and Rocchi et al. [166]. Briefly, it is clear from these studies that the response of
the vehicle to aerodynamic loads will be a critical consideration for any accident
analysis.

5.3.2 Vehicle aerodynamics

Various simple aerodynamic theories have been applied to the case of a vehicle
driving on a bridge, and particularly to the case of entering a sharp-edged gust, for
example when emerging from behind a bridge tower. A quasi-static approach is
used in Guo and Xu [87]. It is pointed out that the prediction of the yaw moment
coefficient corresponds poorly with experimental results. Attempts to correct this
include the development of a lateral force distribution method that takes into ac-
count the fact that the front of the vehicle enters the gust first, see Charuvisit et al.
[42]. This causes a high initial yawing moment that changes as the vehicle passes
through the gust.

There are multiple examples of wind-tunnel experiments in the literature, such
as Chen et al. [46] or Dorigatti et al. [71]. The immediate focus going forward
from this work will be a full-scale experiment more similar to Snabjornsson et al.
[179]. Wind tunnel and CFD studies of a bridge section with a model vehicle are
under consideration as well.
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5.3.3 Vehicle model

Both pitch and roll dynamics will have an effect on tyre traction and may be an
important consideration. Many coupled analysis studies use a system of masses,
springs and dampers such as that used in Xu [226] (for example Cai and Chen
[34] or Wang et al. [211]). The parameters (ie. the lumped mass, equivalent
stiffness and damping) of these models may be difficult to evaluate and validate
experimentally.

On the other hand, Lundahl et al. [130] shows how variations of the single-
track and double-track models (including various combinations of pitch and roll
with lateral and longitudinal load transfer) can be used to describe vehicle motion
during optimal maneouvres. These models may be more appropriate to experimen-
tal comparison and/or validation. The state variables are simply the translational
and rotational motion of the vehicle body and the parameters required can more
easily be obtained from the measurement of said states during test maneouvres.

5.3.4 Tyre model

A vehicle’s lateral dynamics can generally be considered linear when lateral accel-
erations are below 4 m/s? according to Reif [164] (pg. 958). The highest lateral
acceleration of the bridge for the 100 simulations considered here is ~ 0.18 m/s?.
For the current analysis where only the bridge is excited by the wind it is there-
fore appropriate to use a linear tyre model. Future work that considers the aero-
dynamic forces on the vehicle may benefit from a non-linear tyre model such as
Pacejka’s magic formula or the Fiala model, see Pacejka [153] for more details.

5.3.5 Driver model

Baker proposed a driver model in Baker [24] in which the steering angle & is given
as a proportional gain on the vehicle’s lateral displacement y, and velocity y,. He
also proposed that the driver has a reaction time (input signal delay) of 0.25 s.

This type of controller can be extended to include integral and derivative action
as well, capturing the ability of a human to predict the path of a vehicle and correct
for course deviations. This type of driver model is presented in Abe [10] where it is
also identified that a human has the ability to learn or ‘get a feel for’ the handling
characteristics of the vehicle they are controlling. A PID controller model would
change depending on factors affecting the driver’s capabilities. This might include,
but is not limited to, previous driving experience, familiarity with a specific vehicle
or state of mind.

It will be important to statistically characterise driver model parameters for the
domain of human drivers under consideration. In this case, this is all people who
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are legally allowed to operate vehicles on Norwegian public roads and the various
environmental and physiological conditions they may face.

This area of research would benefit from a statistically significant dataset de-
scribing the behaviour of drivers in the conditions of interest. This makes the
prospect of large scale monitoring of bridge traffic desirable.

5.4 Description of experiment

The following is planned for early 2020 to characterise the response of vehicles to
wind and bridge vibrations. A large van will be driven across the Hardanger bridge
in the presence of strong winds. The test vehicle has the approximate length, width
and height,

[=6.8m, w=20m, h=2.6m, (5.23)

chosen to provide high aerodynamic force and moment coefficients. The vehicle is
instrumented with a real-time kinematic (RTK) positioning system that makes use
of a base-station GPS receiver fixed on the ground and two mobile GPS receiver
fixed to the vehicle. An accelerometer/gyroscope will also measure its rigid body
dynamics while additional sensors will be aqcuired to measure steering input from
the driver and the wind velocity at the vehicle’s location. The Hardanger bridge
is also instrumented with accelerometers and GPS receivers as well as an array
of anemometers. Consequently, the following signals will be available for system
characterisation and model validation.

* 3x translational accelerations of vehicle body

* 3x rotational velocities of vehicle body

* 2x RTK corrected positions on vehicle

* 1x steering input

* 2x wind velocity (longitudinal/lateral)

* 16x3 translational accelerations along the bridge span

* 4x3 translational accelerations in the bridge towers

» 8x3 wind velocities along the bridge span

See Fenerci and Qiseth [81] for further details around the instrumentation of the
bridge.

5.5 Conclusions

The current results suggest that the problem of vehicle response to turbulent wind
and sharp-edged gusts (those experienced from passing traffic or bridge towers)
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may be studied in isolation from the bridge model. The vehicle has little impact
on the lateral vibrations of the bridge and so the bridge vibrations can simply be
used as an input to a vehicle dynamics model. Sideslip and yaw accidents may
be equally well predicted without consideration of coupled vehicle-bridge interac-
tion. Similarly, a brief analysis of the torsional motion of the bridge shows that
the angles that might be experienced by a vehicle on the bridge are very small. An
overturn accident may also be equally well predicted without consideration of cou-
pled vehicle-bridge interaction, or indeed the vibrations of the bridge at all. More
insight into accident inducing phenomena may result from focussing future mod-
elling studies on the interaction of the vehicle with direct aerodynamic forces and
the human driver. These conclusions are to be re-considered in the context of field
data from planned full-scale experiments.



Chapter 6

Experimental equipment

The conclusions of the previous two chapters set the path for the rest of the thesis.
There is a need to gather data and experiences from the field. The analysis will
focus on the vehicle-driver system’s response to wind loads. The largest responses
— in handling, roll and driver steering input — are sought to make the analysis as
insightful and relevant as possible. The choice of test vehicle and measurement
equipment reflects this. Firstly, the vehicle is a sizeable body that generates large
aerodynamic forces and moments. Secondly, the instruments are functional in the
relevant operating environment. The strongest winds are found near the coast in
the winter months. Heavy snow and rain is to be expected.

This chapter will begin with a design specification for the instrumentation fol-
lowed by a description of the equipment, key technical specifications, and a review
of the installation of the equipment.

6.1 Design specification

The vehicle must:

* have a large projected front and side area,

* be legally operable using a European class B license, and

* be practical to manoeuvre and park.

The sensory and logging equipment should ensure that the vehicle-driver re-
sponse is observable. A most complete and readily usable system is sought to re-
duce the amount of time spent getting the system operational. The measurement
system must:

* be easy to install and operate,

* allow for the real-time (manual) monitoring of data,

75
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* be stand-alone and able to operate on a 12V vehicle power supply,

* be able to measure the position, velocity and acceleration at one point on the
vehicle,

* take up to 4 additional inputs from external sensors (wind and steering),

* not cause the vehicle to become impractical or illegal to drive on public Nor-
wegian roads, and

* be operable in heavy wind, snow and rain.

Note that the final selection of equipment is also subject to financial constraints as
well as procurement laws and regulations.

AR

Figure 6.1: The test vehicle shown with instruments in the field. (Photo:
NTNU/Sebastian Reymert)

6.2 Equipment

Given the design specification, a Volkswagen Crafter 35 (L4H3 body) was acquired
to serve as the test vehicle. It was equipped with a Racelogic VBOX 3i (hereafter
VBOX) logger configured for use with 2 accompanying GNSS antennae, 1 IMU and
1 GNSS base station. GNSS information is sent from the base station to the VBOX
via radio link to make corrections using an RTK algorithm.

The VBOX can sample 4 analogue signals from third-party sensors at the same
rate as the information from the Racelogic (principal) devices. In the most re-
cent configuration, one voltage signal comes from a potential divider (the SM1-25
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string-pot by Measurement Specialities Inc.) that is calibrated to measure the steer-
ing angle of the front tyres. The other 3 signals come from an ultrasonic anemome-
ter (WindMaster Pro by Gill Instruments Ltd.) providing a 3-component wind ve-
locity vector.

The test vehicle with the full system installed can be seen on site during a field
trip in Figure 6.1. A pictorial diagram of the wired connections between devices in
the VBOX system can be seen in Figure 6.2.

6.3 Technical data

6.3.1 Vehicle

The key geometric and inertial parameters for the vehicle are presented here. Some
of these will be used for analysis in later chapters. Other parameters are simply
presented for reference. Values are given in Table 6.1 and parameter definitions in
Figure 6.3. The width, height and length of the body, wy, h; and [; along with the
wheelbase ,,;, are taken from a VW Crafter datasheet [204]. The other values are
derived as follows, where the header numbering follows the superscripts/notes in
Table 6.1.

Table 6.1: Key geometric parameters of the vehicle.

Parameter Value Unit

I 6.8361 m
Lob 4.490' m
Iy 1.86> m
l, 2.632 m
Wy 2.040! m
hy, 2.590' m
heg 0.75° m
w, 1.79* m
A, 13.4° m?
Ag 44> m?
m 2,780% kg
I, 14.0° kNm?
Iy 1.5 kNm?

! Datasheet [204] 2 Weighbridge
3Loadcell *CAD °Trace
6 Estimated
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Figure 6.2: A diagram of the sensors connected to the VBOX 3i data logging system.
VBOX notation is used to label the ports. (Photo: NTNU/Sebastian Reymert)
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Figure 6.3: Definition of key geometric parameters of the test vehicle.

2. CG by weighbridge

One of the NPRA's weighbridges (the one at Trondheim Trafikkstasjon) was used
to measure the load on each of the axles. The weight at the front is denoted m¢
and the weight at the rear m,. Summing the two gives m, the total weight of the
vehicle. The longitudinal position of the CG is calculated,

Loym,
zfsz, L=l — . (6.1)

3. CG by load cells

A set of wireless load cells were used to measure the change in load on the rear
wheels at non-zero body pitch. The Intercomp SW777RFX Professional scale sys-
tem was used and the rear wheels were lifted using the end of an hydraulic vehicle
lift. When lifted at the rear, the load on the rear axle reduces and is denoted m.
Deriving by use of a balance of moments, the height of the CG above the axles of
the vehicle h/ g can be estimated using m/. and the pitch angle of the vehicle 0y,

l
Y — - —m’). 6.2
¢  mtan Gy (mr mr) 6.2)

The height of the CG above the ground is then h, g plus the axle height above the
ground. The vehicle was lifted to make two different pitch angles such that the
estimate of CG height is based on two data points. For a picture of the load cell
and the vehicle on the hydraulic lift see Appendix C.
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4. Dimensions by CAD

The track width w, is measured as the distance between the mid-plane of two tyres
on opposite sides of the vehicle. The value presented in Table 6.1 was measured
using a CAD model that contains the key features and dimensions of the vehicle.

The CAD model of the vehicle was created for the purposes of building a multi-
body model of the vehicle and has been useful as a reference for other analyses as
well. It derives from simplifications of 3-dimensional scans of the undercarriage as
well as measurements using a measuring tape and laser. For more details of the
scans and the CAD model see Appendix D.

5. Areas by trace

The outer boundaries of the front and side projection views given in the technical
datasheet [204] were traced in Fusion 360 (CAD package). A sketching tool was
used to calculate the areas of these outlines.

6. Estimates of moments of inertia

An estimate of the yaw moment of inertia I, is given by data from the weighbridge.
Using the parallel axis theorem,

I, = mflj% + mrlf. (6.3)

The assumption is that in yaw, the vehicle has the same moment of inertia as two
masses, each sized according to the respective axle load, centered above each axle.

The roll moment can be estimated using an empirical model. The model used
here is based on data collected about a series of vehicles available in the United
States up to November 1998 [93]. The test vehicle was introduced in 2017 by a
European manufacturer and may therefore deviate from the patterns found in the
data presented in the referenced work. Nonetheless, the empirical model will be
used as a starting point for lack of a better and equally simple method.

In Figure 7 of [93], the roll moment of inertia I,., of various types of vehicles, in-
cluding vans, are plotted as a function of mass. The moments are normalised by I,
defined in Equation 6.4 below. The plots show no distinct relationship between ve-
hicle mass and the roll moment. Typical vans have I, in the region 0.65-0.75xI7, .
A rounded number within this range is estimated for the test vehicle and given in
Table 6.1.

I :m(%)z. (6.4)
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6.3.2 Instrumentation

The technical details of the VBOX measurement system and sensors will be pre-
sented here. As with the geometric and inertial parameters given above, the accu-
racy, precision and level of noise for any given signal will be characterised further
in any chapter where said characteristics are a relevant concern.

The VBOX data logger receives and processes information from 4 principal de-
vices at a rate of 100 Hz: the 2 GNSS antennae, the IMU and the radio modem (with
information from the base station). These signals are used by the VBOX to describe
the position, orientation, translation and rotation velocity as well as acceleration
of the vehicle. According to the manufacturer, when the system is operating opti-
mally, the accuracy and precision of measurements should be those given in Table
6.2. The noise characteristics of the IMU are given in Table 6.3.

Table 6.2: An overview of the advertised [163] accuracy and precision of the prin-
cipal VBOX signals derived from GNSS.

Signal Precision Accuracy Unit
Velocity 0.01 0.1 kph
Absolute Position (Horizontal) 1.8 5 mm
Absolute Position (Vertical) 1.8 10 mm
Heading 0.01 0.1 deg
Slip Angle <0.04!  deg
Pitch/Roll Angle <0.028  deg

! Assuming an antenna separation larger than 2.5 m

Table 6.3: An overview of the advertised characteristics of the IMU.

Signal Noise Density Bias Stability ~ Units
Angular Rate (X,Y,Z) 0.015 0.0035 deg/s/vHz & deg/s
Acceleration (X,Y,Z) 150 40 ng/vHz & ng

An important feature of the system is that data can be logged in one of two ways:
by saving data transferred by serial connection to a PC or directly to a compact
flash (CF) storage card inserted into the VBOX. Logging by the latter method can
be triggered manually or automatically. In the automatic mode, triggering can be
configured to occur when a threshold value of velocity is exceeded. This can be
very convenient, unless measurements are desired in a location where no velocity
can be estimated due to a lack of satellite visibility. This was the case during some
of the field sessions. Manual logging requires access to the VBOX which is located
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in the load space of the test vehicle.

Logging on the PC is done manually and gives the user the convenience of
arranging data into logical sets while performing experiment runs. The PC can be
located in the cab with the driver and passenger during the field sessions.

One weakness of the logging functionality of the VBOX is that not all signals
are available via the serial connection. The missing signals are primarily the raw
GNSS data. This data is manipulated internally in the box and only the results of
the manipulations are sent via serial. The raw signals remain in the VBOX and can
only be logged on the CF. This can be problematic when data saved on the PC and
recorded on the CF are not concurrent, which is almost always the case given there
is no option to trigger the two logging mechanisms simultaneously.

The analogue signals are sampled at 100 Hz with a 24-bit resolution across
a +£50 V range. This is equivalent to a 6.0x107° V resolution. The ultrasonic
anemometer and potential divider (string-pot) provide voltage signals to the VBOX
to measure the wind vector and steering angle respectively.

Ultrasonic anemometer

The ultrasonic anemometer’s precision and accuracy in measuring the wind vector
is given in Table 6.4. It is primarily a digital device outputting the wind velocity
vector at a 32 Hz rate. The specific anemometer used in this work has the analogue
output option.

The wind velocity can be output in a variety of formats along with additional
information (such as status flags) on up to 4 voltage signals. In the final configu-
ration used here the polar wind direction (from O to 360°), the wind speed in the
horizontal plane (up to 50 m/s) and the wind speed in the vertical direction (up to
50 m/s) were chosen as output signals. These are translated to a voltage from O to
5V and are re-sampled at 100 Hz by the VBOX. The signal is digitised by the VBOX
with a resolution of 6.0x10~° m/s and 4.3x10~*° for the velocities and direction
respectively. This is more than enough to resolve the full precision of the original
signals (ref. Table 6.4).

Table 6.4: An overview of the advertised characteristics of the WindMaster Pro.

Signal Precision Accuracy Unit
Wind speed 0.01 <1.5% RMS! m/s
Direction 0.1 2! deg

L at 12 m/s wind speed
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Potential divider

The string-pot is a potential divider that outputs an analogue voltage signal pro-
portional to the travel of a draw-wire or string. The resolution of this signal is
theoretically infinite. The string is drawn out to a drum that is fixed to a span of
the steering column next to the accelerator and brake pedals (see Figure 6.4). The
resolution of the digitised steering angle signal is therefore a function of said drum’s
radius. The angle measured at the steering column has a resolution of 8.7 x 107>°,
Given the ratio between the steering wheel angle and the wheel-on-ground steering
angle, this is equivalent to an approximate 5.8 x 107° resolution in the steering
angle ¢ at the ground.

Figure 6.4: The installation of the string-pot. The draw-wire is wrapped around a
drum that is attached to the steering column. (Photo: NTNU/Sebastian Reymert)

6.4 Installation

The installation of the instrumentation in the test vehicle is described diagrammat-
ically in Figure 6.5. The vectors shown in this figure describe the location of some
of the instruments relative to the IMU. This is used as the reference point for prac-
tical reasons. The IMU is located on the floor in the load space of the vehicle and is
easily accessible. There is also no movement of this device in relation to the body,
whereas the CG can change location depending on how the vehicle is loaded. The
vectors for the final instrument configuration can be found in Table 6.5.
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Rover Radio
Antenna B

Antenna A Anemometer

Draw-wire Device

Figure 6.5: The installation location of the sensors in the VBOX instrumentation
system.

Table 6.5: The position vectors for the instrument measurement locations. The
unit is m.

1
Tcg LY\ I'y 'wm

x 0.00 -3.25 -0.33 1.32
y 0.00 -0.75 -0.60 -0.75
z 0.09 216 214 276

! For the vehicle without the roof rack and
tools cabinet installed.
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GNSS antennae

As indicated in the diagram in Figure 6.5 and shown in the image in Figure 6.1,
the primary devices in the VBOX system are mounted on a roof rack. The GNSS
antennae are magnetically mounted on plates that are clamped to one of the side-
railings of the roof rack. This is shown in Figure 6.6a where the cable is strapped
to the clamp using a wire-tie to avoid damaging the antenna should the magnetic
mounting fail under disturbance from vibrations.

The antennae are placed in a fore/aft configuration as far apart as possible. The
distance is limited by the size of the roof rack as well as cable length. The spacing
achieved is 2.92 m. This should ensure maximum slip/heading angle accuracy
according to the VBOX datasheet [163].

(a) Detail of GNSS receiver mounting (b) Detail of radio antenna mounting

Figure 6.6: The GNSS and radio antenna installations. (Photo: NTNU/Sebastian
Reymert)

IMU

The IMU is mounted directly to the floor in the load space. This can be seen in
Figure 6.7. The connection between the floor and the chassis is stiff and should
not affect measurements in the lower frequency range (<10 Hz).

Strut

The anemometer and radio antenna are mounted to an aluminium strut with a
120x120 mm cross-section (manufactured and delivered by Rollco AB). The strut
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(a) Direct floor-mount using bolts (b) Placement on the floor of the load
space

Figure 6.7: The IMU’s installation in the vehicle. (Photo: NTNU/Sebastian
Reymert)

is clamped at three locations onto the crossbars of the roof rack and cantilevered
above the windscreen. The length of the strut was limited for practical reasons
related to the delivery of the strut. The length of cantilever was limited to reduce
the magnitude of vibrations at the mounting point of the anemometer.

Ultrasonic anemometer

The anemometer is mounted to the strut via a 10 mm steel plate. The anemometer
was placed as far ahead of the roof rack as possible given the limitations due to
vibrations explained above. The aim was to avoid as much as possible the effect of
the vehicle’s body on the measured wind at the anemometer location.

Radio antenna

The radio antenna is placed as high up as possible to maximise visibility to the
base station antenna. This is achieved by placing the antenna on top of a ver-
tically attached strut as can be seen in Figure 6.6b. The position of this strut is
centered between the two GNSS antennae to minimise the effect of any possible
interactions/disturbance between the GNSS and radio signals.
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Potential divider/string-pot

The string-pot is mounted on a custom mounting plate below the steering console
as shown in Figure 6.4. The draw-wire is then threaded directly onto a drum that
is clamped onto the steering column. Any rotation of the drum is captured as linear
travel of the wire in/out of the string-pot.

Base station

The base station can be seen in Figure 6.8 where it is pictured in operation in the
field. The base station needs to have good line-of-sight for both the GNSS receiver
as well as the radio. The GNSS needs a clear view of the sky while the radio needs
a clear view to the receiver antenna on the vehicle. In this work, the measurements
are being taken on a bridge and so there needs to be a clear view from the base
station location to the radio antenna on the vehicle when it is on the travelling the
full span of the bridge.

The picture in Figure 6.8 shows an ideal location. The base station has been
placed high in altitude. The GNSS has a good view of the sky without trees or
highlands nearby. There is also a clear, uninterrupted view of the entire bridge
from the radio antenna.

Figure 6.8: The base station in operation over Malgy with the bridge in the back-
ground. The GNSS receiver antenna is mounted on the tripod (left) and the radio
modem and antenna on top of a telescopic mast (right). (Photo: NTNU/Sebastian
Reymert)
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For reference, the vehicle, data acquisition and sensor system are specified in sum-

mary Table 6.6.

Table 6.6: A summary and specification of the experimental equipment.

Description

Specification

Vehicle
Summer tyres

Winter tyres
Data logger
Base station
Base station radio module

Vehicle radio module

IMU
Ultrasonic anemometer

String-pot/potential
divider

CRA 35 KAS 1L.4H3 177 4M/AUT

Continental ContiVanContact 200 235/60 R 17C
117/115R

Pirelli Winter Chrono 235/65 R 16C 115/113 R M+S
(Studded)

VBOX 3iSL 100Hz RTK v5 (RILVB3ISLR-V5)

VBOX DGNSS Base Station RTK

VBOX Base Station Radio Module - Medium range
869.4125MHz (Satel) - EU (RLRTM869BS)

VBOX Radio Module - Medium range 869.4125MHz
(Satel) - EU (RLRTM869RV)

VBOX Inertial Measurement (RLVBIMU04-V2)
WindMaster Pro 32Hz 0-65m/s 4 off 14 Bit Analogue
Outputs

SM1-25




Chapter 7

Field experiments

A series of data sets have been collected that describe the motion of the vehicle,
the response of the driver, and the wind field along various sections of road — both
fixed-base and elevated on a bridge girder — at coastal and mountainous locations
in Norway. See Figure 7.1 for a labelled map of the experiment locations. In 8
out of the 11 data sets the vehicle was driven across a bridge. Included are four
suspension bridges, two cantilevered bridges and one cable-stayed bridge. A sketch
of all the included bridges as well as a small map showing the bridge and roads in
relation to the terrain can be seen in Figure 7.2.

This chapter provides an overview of the data sets and motivates the choices
made in the planning and collection of data in the field. Some of the challenges
faced during the field sessions are discussed at the end.

7.1 Experimental objectives

The objectives of the field experiments are:
* to measure the vehicle-driver response on bridges and ground-fixed roads in
strong crosswinds as near to critical for vehicle safety as possible,

¢ to characterise extreme wind conditions in various terrains and on various
bridges in Norway, and

* to investigate the effect of driving speed as a mitigating factor for wind-
induced road accidents.

7.2 Approach

The time and location of the field sessions were primarily determined by oppor-
tunity. Visits were made to locations where strong crosswinds were forecast that

89
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Figure 7.1: A map of Norway in UTM projection showing the locations of the field
experiments. Created using m_map package [157].

L: Land-fixed road
B: Bridge
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could be reached in time to perform experiments. At the same time, the NPRA has
expressed an interest in — or concern for — the consequences of the motion of the
longest bridge spans on traffic comfort and safety. Data from the longest bridges
can provide insights for the development of even longer spans.

The Hardanger and Halogaland bridges, with the longest main spans in Nor-
way, were therefore prioritised. In addition to their relevance for future bridge
projects, there are monitoring systems installed on these bridges that can provide
measurements of bridge motion and wind at various points along the span. Unfor-
tunately, neither of the two monitoring systems were fully operational during the
field visits made with the test vehicle.

The Malgy bridge was visited after a discussion with the NPRA where it was
stated that the bridge is often closed as a result of strong winds. The wind-related
closure of this bridge appears to be a controversial topic amongst the residents of
the VAgsgy island [80] which is connected to the mainland via the Méalgy bridge.

The remaining bridges, Helgeland and Neergysund, were chosen without any
other motivation than the opportunity to collect data in strong winds. Cable-stayed
and suspension bridges were prioritised due to the potential for higher ampli-
tude and lower frequency bridge vibration than on cantilevered bridges. Cable-
supported bridge also feature towers that are known to be a source of wind-related
vehicle instability (as demonstrated in Chapter 4).

The sessions on ground-fixed roads were performed simply to have a compar-
ison to data on the bridges. The locations at Dovre and Frgya are convenient to
access by road from Trondheim and presented with strong winds. The results from
Frgya were found to be less relevant than the other results and will therefore be
mentioned only briefly in the rest of the thesis. The results from Frgya are not
presented alongside the other results and have been collected in Appendix F.

The Dolmsund bridge was chanced upon in transit between Trondheim and
Frgya and proved to be an interesting case. While crossing the bridge the evening
before the experiments, the tyres on the front axle momentarily lost traction in
response to a gust — a front axle skid event. These events were observed at other
locations as well and will be discussed further in Chapters 11, 10 and 12. Conse-
quently, measurement sessions were performed on the bridge the following day.

Figures 7.1 and 7.2 show the location of all test sites visited and drawings of
the bridges respectively.

7.3 Design of experiments

The field sessions were performed ad hoc and were typically initiated by the weather
warning system Varsom provided by the Norwegian Water Resources and Energy
Directorate (NVE). By subscribing to yellow, orange and red wind warnings for
the entire country and using the Meteorological Institute’s wind forecast (yr.no) it
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Malgy
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Tjeldsund
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Figure 7.2: A sketch of the bridges at each test location [185-189, 202, 203] along
with a contour and road map (© Kartverket) showing the bridges in the terrain.
Contours are given per 20 m of elevation. The portion of road that is elevated from
the ground (i.e. on the bridge) is highlighted with a thick black line.
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was possible to get notifications and identify appropriate roads, bridges and wind
conditions.

The notifications were typically given 12-48 hours in advance of the weather
event of interest. Given that some of the locations were up to 12 hours away by
road, this left little time for preparation. Consequently, the test vehicle had to be
ready for dispatch at all times.

The experiments were timed as much as possible to coincide with the strongest
winds. Generally, it was possible to reach the location in time for this. However, the
Helgeland bridge, for example, was closed for traffic upon arrival. The field session
was executed some hours after the peak of the storm when the bridge had been re-
opened for traffic. All experiments were subject to weather- and regulation-related
constraints on the road of interest and in transit to the field location.

Driving speed

As stated in Section 7.1, the objectives for the experiments are to characterise the
wind field/profile along the selected segments of road/bridge as well as to measure
the vehicle-driver response along said segments.

It was reasoned that the profile should be measured with a sufficient spatial
resolution which is a function of the sampling frequency of the anemometer and
the driving speed of the vehicle. Meanwhile, the vehicle-driver response should be
measured at a driving speed that is representative of typical road users. Unfortu-
nately, these two aims cannot always be achieved simultaneously.

For the majority of the included road sections, the speed limit was 80 kph at the
time of experiment. The only exception is the Malgy bridge where the speed limit
was 60 kph (and 50 kph at time of experiment due to road works). It is common
to see speed limits of 60, 70 and 80 kph on Norwegian roads, where 80 kph is the
general rule for main roads outside of built-up areas. Therefore, where the speed
limit permits, the speed of 80 kph was considered the most relevant case for the
evaluation of vehicle-driver response.

At 80 kph, the spatial resolution of the along-road wind profile sampled at 32 Hz
is 0.7 m. Assuming perfect performance of the anemometer, then this would likely
satisfy the need to characterise wind profiles related to the terrain surrounding the
bridge (larger scales). However, for the purposes of characterising the wind gust
profile seen at the towers, a finer resolution is desired (smaller scales).

At higher driving speeds (70 or 80 kph) it was found that an anti-spike algo-
rithm in the anemometer would occasionally activate. The wind measurements
collected by the VBOX have been seen to hold a constant value following the iden-
tification of unrealistic values by the anti-spike algorithm [206]. Examples of this
will be shown later in this thesis (for example in Chapters 8, 11 and 13).

In order to measure the wind profile near the towers with a higher resolution
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and to avoid problems with the anti-spike algorithm, a set of passes at 30 kph was
considered a second priority (following the 80 kph case) at the bridges with towers.
At this driving speed the wind profile can be described with a resolution of 0.26 m
along the road axis.

In the interest of demonstrating the effect of driving speed on vehicle-driver
response it was decided to perform passes at 60 and 70 kph as well where possible.
These are not only typical speed limits seen on Norwegian roads, but may also be
representative of the driving speed bridge users choose for themselves when they
have been warned of high wind speeds.

Cases of drivers choosing to lower their driving speed on wind exposed bridges
were observed during the field sessions. All bridges discussed here have electronic
signs at either end that display a warning message at high wind speeds along with
a wind speed reading from an anemometer placed on the bridge deck as explained
in Chapter 1.

Repetitions

Across the different field sessions it was observed that the periods of strongest wind
speeds were generally well predicted by the Meteorological Institute and that these
periods could be as short as 1-2 hours, but generally lasted longer than 3 hours. As
a rule of thumb, gust speed forecasts of at least 23-24 m/s lasting for a minimum
of 2-3 hours were considered a condition to make field sessions worthwhile.

All efforts were made to time the passes such that they coincided with the
strongest winds and the experiments were designed to make best use of the this
time period. Sets of 5 repetitions in each direction were judged to balance the need
for statistically significant data with the time limitations of the wind events. This
generally allowed for the collection of 10 passes at each of the 4 driving speeds.

The non-stationarity of the wind, the length of the section of road or bridge and
the availability of roundabouts and/or side roads for u-turns all played a role as
well. Not all of this information is known beforehand and so the execution of passes
and the order of execution was sometimes decided on site. The maximisation of
vehicle response at 80 kph was the first priority. Second was the characterisation
of the wind profile at 30 kph.

The progression of the experiments may in cases have been influenced by the
needs of the driver and/or the research assistant in the passenger seat. The ses-
sions, including set up, often lasted 4 hours or more and sometimes took place late
at night or in the early hours after a day of travelling. All passes at each location
were performed by the same male driver, myself, aged 25-26 during the experi-
ments.

Table 7.1 gives an overview of the passes made at each of the test locations.
The final two columns describe the instrument configuration on the test vehicle.



7.3. DESIGN OF EXPERIMENTS

Table 7.1: An overview of the field locations and test repetitions.

Description Target Speed! Direction? Repetitions® CF* RTK®
Dovre 1 80 E/W 5/5 . .
Sum 10
Dovre 2 80 E/W 5/5 . .
Sum 10
Frgya 80 E/W 5/5 .
Sum 10
Dolmsund Bridge 70 N/S 5/5 .
80 N/S 1/1 .
50 N/S 1/1 .
Sum 14
Neargysund Bridge 80 E/W 5/5 .
30 E/W 5/5 .
60 E/W 5/5 .
70 E/W 5/5 .
70 E/W 3/3 .
Sum 46
Helgeland Bridge 70 N/S 5/5 .
80 N/S 5/5 .
60 N/S 5/6 .
30 N/S 5/5 .
Sum 41
Hardanger Bridge 30 N/S 5/5 .
80 N/S 5/5 .
80 N/S 5/5 .
Sum 30
Malgy Bridge 50 E/W 12/12 . .
Sum 24
Halogaland Bridge 30 N/S 5/5 . .
60 N/S 5/5 . .
80 N/S 5/5 o« .
Sum 30

continues on next
page
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continuation

Tjeldsund Bridge 1 30 E/W 5/5 . .
Sum 10

Tjeldsund Bridge 2 70 E/W 5/5 . .
Sum 10

! This is typically the speed input to the cruise control. In certain situations it was necessary
to manually adjust the speed to comply with traffic regulations and/or situations on the road.
2E - East, W - West, N - North, S - South, determined by quadrant along the bridge’s straight-
section axis.

3 Repetitions are given per direction, separated by a forward slash to correspond with the di-
rection.

4 CF - Compact Flash, indicates that the flash card was installed and functional during the
runs.

> RTK - Real Time Kinematic, indicates that the base station was installed, functional and in
range such that GNSS information on the vehicle could be corrected by the VBOX RTK algo-
rithm.

Table 7.2 summarises the date, time and duration of the field sessions.

Instrument configurations

Table 7.1 shows that there are inconsistencies in the configuration of the instru-
mentation across the different field sessions. It was endeavoured to have a fully
functioning VBOX system with the compact flash (CF) installed as well as the base
station in operation.

The compact flash was not installed during the trip to Frgya (which includes
the Dolmsund bridge) due to procedural error. This means that some of the raw
GNSS data that cannot be transferred via serial to the PC does not exist for this
data set. The base station was damaged during installation at the Neergysund site
and was not operational again until after the test at Helgeland had taken place.

At Hardanger, the wind event was short and the drive from Trondheim long.
Consequently, collecting measurements in the strongest wind was prioritised over
spending time on the installation of the base station. Regardless of time constraints,
the installation at Hardanger is a very challenging task due to the steep fjord walls.
As will be seen, the GNSS antennae mounted on the vehicle struggled to maintain
satellite lock around the towers and entrance to the tunnels at either end of the
bridge. It is unlikely that the operation of the base station would have improved
this.



7.4. DATA HANDLING

Table 7.2: Date and time information for the field experiments.

Description Date at Time at Time at Duration
Start Start Completion

Dovre 1 29/10/2020 12:41 14:37 1:55:40.93
Dovre 2 31/10/2020 21:30 23:06 1:35:37.93
Froya 05/11/2020 13:36 14:21 0:44:51.39
Dolmsund 05/11/2020 17:01 17:44 0:43:01.06
Neergysund 21/11/2020 20:29 23:38 3:09:13.51
Helgeland 22/01/2021 08:51 11:39 2:48:00.76
Hardanger 11/03/2021 00:27 02:40 2:13:30.04
Malgy 22/09/2021 07:25 10:23 2:57:54.95
Halogaland 03/01/2022 00:42 03:38 2:56:04.68
Tjeldsund 1 22/01/2022 20:57 21:59 1:02:00.35
Tjeldsund 2 23/01/2022 12:53 14:08 1:15:01.29

*Dates & times are local (Oslo)

7.4 Data handling

Raw files

The files produced by the VBOX on the CF card and saved to the PC in the test
vehicle (serial) are in the Racelogic .vbo format. This is a human readable text
file containing a table of time series preceded by meta data about the system and
the names and units for each of the channels. The files written by the VBOX itself
are slightly different to those saved by the PC and contain additional information
about the configuration of the sensors.

Database files

The raw . vbo files are interpreted by a MATLAB script and stored in a structured
MATLAB database (named vbd denoting VBOX data) and saved to .mat files. Each
channel in each of the serial and CF files is included as a separate field in the
database with the original name as designated by the VBOX/Racelogic software.
They are also tagged with cf or srl to show where the signals came from. This
makes the data easy to reference in scripts.

Parameters related to the configuration of the instruments are stored in an excel
sheet. They are collected by the MATLAB script that creates the database and stored
inthe config field of the database. This field includes the tyre specification, details
of additional installations on the vehicle (in some configurations the roof rack and
tools cabinet), the mass properties of the vehicle, the geometry of the vehicle and
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placement of instruments, any zero offsets in the instrumentation (for example the
angle at which the anemometer is mounted) and the parameters needed to convert
the four analogue voltage signals to physical ones (the steering channel and those
describing the wind velocity vector).

The source field specifies the location and name of the files from which the
data was extracted and a summary of how many serial and CF files are referenced.
The header from the CF files containing information about the VBOX configuration
can also be found here.

The summary field contains the date the database was created and an overview
of the collective duration of time the time series span. This is from the start of the
first serial file to the end of the last serial file.

A field named bridge_geo contains the latitude and longitude at the centre
points of each set of towers as well as the endpoints of the bridge. This data was
manually picked on a map (norgeskart.no) and entered into the database. Typically,
the vector graphics in the land layer made point-picking easy. In some cases the
aerial photography layer was used instead.

The datetime vector in the field utcTime contains a time vector from the
first data point in the first serial file to the last data point in the last serial file. This
means that any data from the CF files outside of these bounds is not included. An
equivalent vector translated to local time is given in the field osloTime. All other
vectors include information from all serial or CF sources as a continuous time series
from the start to the end of the aforementioned time vectors. NaN values are used
where no data exists.

It is convenient to have a continuous vector from the start to the finish of the
field sessions. The data can then be partitioned according to position, speed, time
or any other way the user desires.

7.5 Challenges

Some of the challenges encountered with the instrumentation during the field ses-
sions:

* Establishing a base station was typically challenging, but achievable. The
best locations are high in elevation with an unobstructed view of the bridge.
If this was not possible then locations at the water’s edge were checked next,
typically 1-2 km from the bridge. Setup was made easier and quicker by
finding locations with existing structures, like fences or railings which the
radio mast could be strapped to rather than using guy lines.

* The vehicle-based GNSS antennae appear to have struggled in proximity to
the towers. Similarly, the Racelogic Kalman filter could not initiate on the
Hardanger bridge because of the two tunnels on either end of the bridge.


https://norgeskart.no/#!?project=norgeskart&layers=1002&zoom=3&lat=7197864.00&lon=396722.00

7.5. CHALLENGES 99

There was not enough time spent with a view to satellites for initiation to
complete. These problems could be solved by alternative instrumentation
(for example vision- or laser-based) or by developing a Kalman filter that
uses more a-priori information and does not require an initialisation. An
estimator can likely be designed to better handle the disturbances in GNSS
signal seen at the towers.

* By mistake, the anemometer was configured with limits on the maximum
wind speed that resulted in clipping of some of the wind data. This will be
discussed more in Chapters 8 and 14 and has not had a significant impact on
the conclusions drawn in the thesis.

* The placement of the anemometer was such that the vehicle’s pressure wave
does affect the measurements. This will be discussed and characterised in
Chapter 8. This has not had a significant impact on the conclusions drawn
in the thesis. Placing the anemometer even further ahead or above the vehi-
cle would be challenging to achieve without incurring significant expenses,
making the instrumentation difficult to set-up or the vehicle impractical to
operate in the field.
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Chapter 8

Observations of local flow
features

A review of existing studies reveals that the wind has been measured using vehicle-
mounted instruments before (see on-road turbulence below), yet this thesis appears
to be the first work where such measurements have been investigated on bridges.
As will be seen in this chapter, there are various local flow features induced by
features of the local topography and the geometry of structural elements of the
bridge. Namely:

the turbulence intensity is higher over the segments of the bridge deck where
the upstream, non-smooth and complex terrain is at a similar height to the
bridge deck,

the mean wind speed can increase locally over a given segment of the bridge
deck where a headland exists underneath or upstream of said segment,

the towers of suspension and cable-stayed bridges have a shielding effect as
the vehicle passes through their wakes leading to an inverse/negative gust,

the cross-section below the road (of the girder or the topography) and changes
to these sections can reduce mean wind speed and increase turbulence inten-
sity, and

elements of the substructure like piers or counterweights can have a shielding
effect as significant as elements above the bridge deck - like the towers —
causing an inverse gust.

This chapter begins with a short review of the literature from the multiple ar-
eas that are relevant to understanding and identifying the above-mentioned flow
features. The wind profiles across the roads and bridges studied here are then
presented and discussed.

101
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8.1 A review of literature relevant to the observations

On-road turbulence

Wordley and Saunders [220] (and continued in a second paper [221]) performed a
series of field experiments on rural and urban roads with the aim of characterising
the turbulence spectrum at an elevation that is relevant for vehicle dynamics. They
conclude with estimates of turbulence intensity and turbulence length scales for
four different types of upwind terrain.

The freeway traffic terrain type was found to create the highest turbulence inten-
sities, mainly caused by the wake of large upwind vehicles. Large vehicles, such as
vans, trucks and tractor-trailers can be of a similar length dimension to the width
of the towers encountered in the current experiments. Mayer et al. [138] have
similarly measured the wind’s Power Spectral Density (PSD) from a vehicle on the
road.

Cooper [62] presented an analytical approach to estimating the wind’s PSD as
measured by a moving vehicle following a straight line path. The PSD curve is a
function of the driving velocity, the mean wind speed and the angle of the vehicle’s
straight-line path relative to the mean wind direction. Zhang and Proppe [235] use
this analytical approach to perform an accident risk analysis for road vehicles.

Brandt et al. [32] measured the wind environment on a high-speed test track
(140-185 kph) and suggested analytical functions as models for various types of
gusts. The functions are primarily built using a half and full wavelengths of a sine
curve combined with intervals of a constant-value function. A total of 4 gust profiles
were proposed.

A 3-second sliding window was used to characterise the size of gusts as the
difference between the maximum and minimum wind speed. An order 500 Ham-
mming low-pass filter with a cut-off frequency of 5 Hz was used to filter out smaller
scales. Gust amplitudes up to 10.7 m/s in the direction normal to vehicle travel
were observed, with most gusts falling in the range 3.4-5.4 m/s.

Complex, rough terrain

Midjiyawa et al. [140] studied the flow characteristics at various locations near the
shoreline of coastal fjords in Norway. Winds that had travelled over complex ter-
rain were shown to have significantly higher turbulence intensity in the horizontal
direction (up to 0.22) when compared to wind headings along the fjord direction
(up to 0.11).

Abedi et al. [11] performed a CFD study to understand the impact of complex,
hilly, forested terrain on flow characteristics at multiple wind turbine sites. The
resulting plots (Fig. 21 in [11]) illustrate how local topographical peaks topped
with forest can lead to a local, downstream increase in turbulent kinetic energy.
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The high energy region can extend up to 500 m downstream and remains at a
similar elevation to the topographical peak from which it emanates. This gives an
example of how non-smooth topographical features can cause local increases in
turbulence several hundred meters downstream.

Kim and Patel [110] similarly illustrate the increase in turbulent kinetic energy
behind a local topographical peak. Again, the turbulent kinetic energy remains
heightened at least 500 m downstream of the peak from which the increase em-
anates.

Headland

Brooks et al. [33] studied the structure of the ABL along a coastline using aircraft
measurements. The results (Fig. 2 in [33]) show how a wind that predominantly
follows the coastline wraps itself around a prominent headland (protruding 35-
40 km from the coastline). The flow is observed to accelerate past the apex of
the headland and forms an expansion fan downwind. “The observed wind field
shows that the mean wind speed north of the cape is about 6 m.s™*, accelerating to a
maximum of a little over 20 m.s~! downstream of the cape.”

Vehicle forward pressure wave

Wordley and Saunders [220] illustrate how the forward pressure wave of a forward
travelling vehicle can change the wind’s vertical velocity profile ahead of the vehi-
cle. A wind tunnel experiment as well as a field study were used to quantify the
effect of the pressure wave on the measured wind speed and incidence angle. The
probe used for measurements in the field was finally placed 1.0 m in front of the
foremost point on the vehicle body at the same height. They concluded that with
this setup, no corrections to the wind measurements due to the forward pressure
wave were necessary.

Mayer et al. [138] mounted their probe on the hood of the car, slightly behind
the foremost point on the vehicle body at a height above the roof of the vehicle.
A CFD study was used to position the probe such that the effect of the forward
pressure wave was minimised. It was found that the influence on wind magnitude
was negligible. However, the yaw angle measurements had to be calibrated in the
wind tunnel.

Embankments & deck section

Cheli et al. [44] characterise 6 aerodynamic force coefficients — longitudinal, lat-
eral, vertical, roll, pitch and yaw — as a function of incidence/yaw angle for a heavy
road vehicle on flat ground using a wind tunnel experiment. Part 2 of the paper
[45] shows how these characteristic curves change when the vehicle is placed on
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the deck of a bridge section (viaduct) and an embankment topography. They find
that the lateral force and yaw moment are particularly affected by the geometry
below the road surface. Noguchi et al. [146] perform a similar experiment in the
wind tunnel with train models on an embankment.

Note that because the coefficient curves C;(y) change (y — incidence/yaw an-
gle, C; — aerodynamic coefficient for load i), then this indicates a change in the
flow over the composite embankment/viaduct-vehicle geometry and not simply a
change to the flow over the topography/viaduct. The most significant changes to
the aerodynamic characteristics occurred where the viaduct/embankment has di-
mensions similar to the vehicle’s.

Kim and Patel [110] illustrate by means of CFD the flow structure over a triangu-
lar ridge as well as flow measurements from the field over an embankment-shaped
hill in Scotland. Zhang et al. [231] use CFD to study the flow over a 3D section of
a simplified embankment geometry typically seen below railways.

Dorigatti et al. [71], He et al. [92], Kim et al. [114], Zhu et al. [243] also show
that the aerodynamic coefficients of the vehicle vary from the flat ground case when
placed on a bridge viaduct. A change dependent on lane/position on the deck is
demonstrated in all these works as well. Consistently, four-lane bridge decks are
considered throughout the referenced articles.

Camara [38] considers the shielding effect of the viaduct/deck section through
a CFD analysis of the Orwell bridge’s varying cross-section in his report to Highways
England.

Substructure elements

As was the case at the Tjeldsund bridge, there may be elements of the bridge’s
substructure that look similar to buildings. The flow structure around such bluff
bodies is well described in texts like Macdonald [136], Peterka et al. [158], Simiu
[177]. More recently, they have been studied by Kim et al. [111], Sumner et al.
[193], Wang [215].

The work by Sumner is particularly illustrative for the current experiment and
shows through the technique of PIV the full flow separation from the top of a fi-
nite square cylinder mounted on a flat surface in a wind tunnel. The aspect ratios
studied (height-to-cross-section dimension) are similar (AR= 3) to those seen at,
for example, the Tjeldsund bridge (AR~ 2.5, the finite square cylinder being the
counterweight below the bridge deck, see Figure 8.33). A recreation of Sumner’s
results on the separation of flow over a rectangular prism with an aspect ratio of 3
can be seen in Figure 8.1.
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Figure 8.1: A recreation of Sumner’s [193] Fig. 5 showing mean streamlines of
the flow (Re= 4.2 x 10*) over a rectangular prism fixed to the ground plane. The
streamlines drawn are those measured (by PIV) in the symmetry plane.

8.2 Processing position and wind measurements

The position and wind measurements recorded in the current field experiments will
be used to profile the wind along the road axis. Multiple interesting flow features
are observed that can have an adverse effect on vehicle comfort, driver workload
and ultimately safety. To this end, it is useful to have accurate and smooth position,
heading and velocity signals. This enables:

* the estimation of the wind velocity vector in a global reference frame (the
ENU coordinate system) and

* the association of wind flow features to the geometry of the bridge and ter-
rain.

With these interests in mind, a method was used that snaps position data to the
road centreline and smooths out potential errors. The methodology is described in
detail in Appendix E and involves interpolating, extrapolating and smoothing the
raw GNSS data to attain better estimates of the position of the vehicle’s centre of
gravity and the anemometer.

8.3 Wind profiles

After the snapping, smoothing, filtering, filling and translation has been performed,
the wind profile along each road considered in this work can be plotted. Figures
8.2 through 8.21 show the raw and transformed wind plotted as a function of a
spatial coordinate for each data set.

The profiles are lined up on the horizontal axis with a sketch of the bridge
as well as a topographical contour plot of the surrounding terrain. The figures
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have been collected here to make interpretations and comparisons easy. Further
explanation of the figures is given afterwards.
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continues on next page —»
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Figure 8.2: Wind profile, Dolmsund bridge, windward lane (vehicle travels left to
right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.3: Wind profile, Dolmsund bridge, leeward lane (vehicle travels right
to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.4: Wind profile, Dovre 1, windward lane (vehicle travels left to right), see
Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.5: Wind profile, Dovre 1, leeward lane (vehicle travels right to left), see
Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.6: Wind profile, Dovre 2, windward lane (vehicle travels left to right), see
Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.7: Wind profile, Dovre 2, leeward lane (vehicle travels right to left), see
Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.8: Wind profile, Halogaland bridge, windward lane (vehicle travels left
to right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V|, within sliding 45 m window
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Figure 8.9: Wind profile, Halogaland bridge, leeward lane (vehicle travels right
to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V,, within sliding 45 m window
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Figure 8.10: Wind profile, Hardanger bridge, windward lane (vehicle travels left
to right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road

shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.11: Wind profile, Hardanger bridge, leeward lane (vehicle travels right

to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:

in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.12: Wind profile, Helgeland bridge, windward lane (vehicle travels left
to right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road

shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.13: Wind profile, Helgeland bridge, leeward lane (vehicle travels right
to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window



120 CHAPTER 8. OBSERVATIONS OF LOCAL FLOW FEATURES

---------- Abutment — — — Support
| | | H
100 + ' ' '
| | |
ol B S
N OF | |
| | | :
| | |
'100 C | 1 1 ll 1 l 1 l 1 Il Il
A Highest elevation shown (74m) Using NDH (1m) DTM, contour sep. 2m
Ay | ) j

100

-100 £

Cruise control speed: 50kph
0 b W

-300  -200 -100 0 100 200 300 400 500

Figure 8.14: Wind profile, Malgy bridge, windward lane (vehicle travels left to
right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V|, within sliding 45 m window
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Figure 8.15: Wind profile, Malgy bridge, leeward lane (vehicle travels right to left),
see Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V,, within sliding 45 m window
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Figure 8.16: Wind profile, Neergysund bridge, windward lane (vehicle travels left
to right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road

shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.17: Wind profile, Neergysund bridge, leeward lane (vehicle travels right
to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within sliding 45 m window
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Figure 8.18: Wind profile, Tjeldsund bridge 1, windward lane (vehicle travels left
to right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V|, within sliding 45 m window
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Figure 8.19: Wind profile, Tjeldsund bridge 1, leeward lane (vehicle travels right
to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V,, within sliding 45 m window
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Figure 8.20: Wind profile, Tjeldsund bridge 2, windward lane (vehicle travels left
to right), see Section 8.3 for full explanation. ©Kartverket (terrain model & road

shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V|, within sliding 45 m window
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Figure 8.21: Wind profile, Tjeldsund bridge 2, leeward lane (vehicle travels right
to left), see Section 8.3 for full explanation. ©Kartverket (terrain model & road
shape)

u and v: raw wind in vehicle-fixed anemometer reference frame V,,: in-plane wind magnitude in earth-fixed
reference frame, ¥: wind heading from North, AV,,: maximum change of V,, within sliding 45 m window



128 CHAPTER 8. OBSERVATIONS OF LOCAL FLOW FEATURES

Map orientation

In these plots, the map on X-Y has been rotated to align with the dominating
direction of the road. For the case of suspension and cable-stayed bridges, X}, is
aligned to the line connecting the centre-point of the two towers, for example in
Figure 8.8. For other bridges and fixed-base roads, the abutments or manually
defined endpoints are used for alignment like in Figure 8.2 or 8.4.

Bridge sketches

For each bridge, engineering drawings [185-189, 202, 203] have been used to
approximately sketch the profile as would be seen by a viewer looking at the bridge
in the positive Y;, direction. For example the Helgeland bridge in Figure 8.12.
This corresponds to looking along the predominant wind direction into the page
(approximately).

The positioning and scaling of the sketches on the X;,-Z plane has been per-
formed manually and small discrepancies are to be expected. Every effort has been
made to relate the features of the sketch to those on the map (for example the inter-
section between terrain lines and mean sea level or points of curvature) to ensure
as accurate a scaling and alignment as possible.

Note that there appears to be a larger discrepancy with the sketch of the Malgy
bridge at the eastern end (see Figure 8.14 and 8.15). A projection error due to the
curvature of the bridge appears to be the cause. The discussion of the results at this
bridge will be centred around the three large supports at the middle of the bridge.
Their locations on the sketch relative to the map and line plots has been carefully
considered and are believed to be accurate.

Topography

The highest elevations shown by the contours on each map are indicated with an
upwards pointing triangle and the elevation at each point in metres is given to the
top left of the relevant map. For an example see Figure 8.8. Note that the triangle
is placed at a random location along the highest contour. If multiple contours exist
at the highest level, then all of them will be marked. See for example Figure 8.12
and 8.13. The separation between the contours in metres elevation is given to the
top right. A north arrow is plotted on top of the map in the bottom right corner of
the axes.

Line plots

Following the map axes, the upper two line plots show the raw wind measurements
as recorded directly from the anemometer. For the earlier data sets, this means u,
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and v, are plotted (see for example Figure 8.2), where the r indicates that the
anemometer was mounted with an angular offset to the x’ axis of the vehicle. See
Figure 14.4 for reference.

For the more recent data sets, the wind magnitude and direction is output by
the anemometer rather than individual components. This data has been translated
into the two components u and v aligned with the x’ and y’ axes of the vehicle.
An example can be seen at the Halogaland bridge in Figures 8.8 and 8.9. The raw
wind measurements are provided for traceability and can be used to support any
conclusions drawn using the transformed estimates in the Earth-fixed reference
frame.

The transformed wind is plotted on the next two axes, with the wind magnitude
V,, (in-plane components only) followed by the heading ¥ of the wind in degrees
North. This heading follows the convention in meteorology of giving the direction
from which the wind originates.

Feature identification, gust amplitude

A simple quantifier is sought to identify and characterise features of the wind that
are relevant to safety and comfort. A gust factor is often used in meteorology [156]
and typically gives the peak moving-mean wind speed - typically of the order of
seconds (e.g. 2 s [156]) — as a proportion of a reference wind speed - typically
defined as the mean wind speed over a period of minutes (e.g. 10 min [156]).

The vehicle and driver will be sensitive not only to sudden peak values in wind
speed, but also sudden decreases in wind speed, like the inverse gusts created by
towers. The maximum change in wind speed within a given temporal window AV,
will be used here to identify features that can be uncomfortable and/or make con-
trolling the vehicle more difficult. Brandt et al. [32] found a statistical link between
this windowed amplitude-of-change value and what drivers perceived to be insta-
bility events. The amplitude-of-change of the wind speed will also be referred to
as the gust amplitude in this work.

Schaible [170] concluded that drivers can reduce vehicle motion when dis-
turbed by crosswind gusts in the range ~ 0-0.5 Hz, whereas they amplify the mo-
tion in the range ~ 0.5-2 Hz. Above this range the driver has no influence on the
vehicle motion. This gives a critical range of time scales of 0.25-2 s. See Chap-
ter 2 for a more complete explanation. Recall also that Sims-Williams [178] gives
a range of reduced frequencies k; = 0.05-0.5 for which road vehicles are most
sensitive to crosswind gusts.

For the test vehicle (I, = 6.8 m) travelling at 80 kph, the reduced frequency
range can be translated into an absolute frequency range:

B keU _ ks x80/3.6

f= l, 68 .1
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giving a range of f = 0.16-1.63 Hz for k; = 0.05-0.5. This range overlaps with the
range in which drivers are known to amplify wind-induced vehicle response.

Data processing

Theissen [196] filters all his results with a 0.2-second moving mean to remove
higher frequency content and the same choice is made here. Content up to 2 Hz
will not be significantly attenuated (~ —2.4 dB at 2 Hz).

Two seconds is chosen as the window size for AV,,, a round number corre-
sponding to half a wavelength at 0.25 Hz. This will be the relevant value at the
speed limit of 80 kph. Assuming flow structures to be frozen — something that is
valid for features relating to the bridge geometry — the window size can be adjusted
to ensure relevant features are captured at slower speeds.

The 2-second value at 80 kph corresponds to a spatial scale of 45 m from which
new windows sizes can be proposed for different driving speeds. Table 8.1 shows
the window size used for each driving speed represented in the results. The signals
will be labelled AV,,. This is plotted on the last set of axes in Figures 8.2 through
8.21.

Table 8.1: An overview of window sizes.

Driving speed [kph] Window size [s]
30
50
70
75

N DN WO

Vector visualisation

To make interpretation easier, the wind vectors as they would be observed by a
stationary observer are plotted on the map. The vectors show an average of all
data (from all repetitions) and are normalised by the largest magnitude vector.
The averaging is per bin, where 50 bins have been defined, equally spaced along
the road axis. The same averaging procedure is performed to give the averaged
line on the line plots, this time using 200 bins. See the map in Figure 8.2 for an
example.

Lane and direction of travel

The two x-y reference axes (red and blue) in the top left corner of each map in
Figures 8.2 through 8.21 indicate the direction of travel of the vehicle and the
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offset of the associated lane from the road centreline (see Figure 8.2 for example).
The data has been segmented per lane/direction of travel and plotted per lane in
separate figures (for example Figure 8.10 is paired with 8.11), with the colour of
the lines matching the colour of the relevant reference axes. The blue colour is
reserved for the windward lane while the red colour is used for the leeward. The
origin of the axes in the corner are offset relative to each other to show that the
direction of travel is associated with a lane and a corresponding offset from the
road’s centreline. Right-hand traffic is practised in Norway.

Note that a slight variation in the shade of the red and blue colours has been
used such that individual repetitions/signals can be distinguished more easily in
the line plots (see Figure 8.2 for example).

The orientation of the map has been selected such that the driving direction in
the windward lane is always left to right on the page. Therefore, for example, the
blue colour indicates: (1) travel from left to right on the page, (2) that the vehicle
is in the windward lane and (3) that this lane is between the road centreline and
the bottom of the page. Consequently, the wind is always blowing predominantly
in the positive Y}, direction, or in the upwards direction on the page.

Driving speed

The data plotted in the wind profiles are collected at each respective measurement
location at one given cruise control speed. Where repetitions were performed at
multiple cruise control speeds, the lowest available speed is chosen to maximise
the statistical significance of the data. The cruise control speed is given above the
top left corner of the uppermost line plot. See Figure 8.2 for an example. Note that
the true driving speed deviates from cruise control speed. The cruise control speed
is only used to categorise the data sets.

Clipping

For some of the earlier data sets, the settings on the WindMaster were chosen incor-
rectly. The wind components u, and v, as described in Figure 14.4 were limited to
30 m/s. Some of the data presented in the wind profile plots are therefore subject
to clipping.

This is indicated by a yellow dot at the tip of the wind field vectors on the map.
If more than 5% of the data in the bin was clipped, then the yellow dot is plotted.
The data in the leeward lane at Helgeland (Figure 8.13) is particularly affected.

Axis limits

The vertical axis limits for the bottom three line plots are the same fixed values
across all figures. This is done with the intention of making comparisons between
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data sets easier and to avoid potential misinterpretations.

Reference values

For comparisons, it will be useful to have reference values for the wind’s speed,
direction and gust amplitude. The wind on the main span of the bridge is typically
fairly uniform and covers a significant portion of the total bridge length. The wind
here is typically also the least disturbed (locally) by the surrounding topography.
For each bridge, a symmetric interval (given that the origin is defined at the mid-
point between the two towers) of the main span is used to give reference values of
V,, ¥ and AV,,.

The reference values are plotted as horizontal lines on the relevant line plots in
Figures 8.2 through 8.21. An overview of the mean wind vectors in each lane on
each bridge is given in Table 8.2.

In the table, U, is the wind velocity along the bridge axis (the component of
the wind speed V,, along X, see Figure 1.8 for reference) and is positive from left
to right on the page with reference to Figures 8.2 through 8.21. Note that this is
the wind speed that would be measured by a stationary observer. V. is the cross-
component of the wind; positive towards the top of the page. The subscripts 1 and
2 denote the windward and leeward lanes respectively such that,

Uref,l + Uref,l
2 3
and the half the difference between the two is denoted AU, »/2. A positive value

therefore indicates that U, is more positive than U,¢,. Finally, the magnitude of
the in-plane wind vector is given as V,, .r. The angle ¢, is then,

Uref = (82)

¢ref = tan_l(vref/Uref): (83)

and gives the angle of the reference flow to the bridge axis. Zero degrees corre-
sponds to flow along the bridge axis in the positive direction (left to right).

8.4 A discussion of local flow features

The results shown in the following plots provide a series of insights into the quality
of the data and the utility of the test vehicle as a wind profiler. Most importantly,
the results demonstrate the clear and significant effects of certain features of bridge
geometry and terrain on the characteristics of the wind field in each lane on the
road. The towers have a strong shielding effect and were found to have a significant
impact on perceived handling stability. The tower wake will be studied in more
detail in Chapters 11 and 13. The discussion here starts with some comments on
the vehicle’s influence on the wind measurements.
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Table 8.2: Mean wind vectors over the main span of each bridge.
Bridge Vcr Uref, 1 Uref, 2 U, ref AUref, 1-2/ 2
[kph] [m/s] [m/s] [m/s]  [m/s]

Dolmsund 70 029 -0.38 -0.04 0.33

Haélogaland 30 264 -3.16 -0.26 2.90

Hardanger 30 466 1.77 3.22 1.45

Helgeland 30 17.51 1575 16.63 0.88

Malgy 50 259 -374 -0.57 3.16

Neergysund 30 -4.05 -6.02 -5.04 0.99

Tjeldsund 30 280 -2.60 0.10 2.70

Tjeldsund 70 11.31 433 7.82 3.49
Vref, 1 Vref, 2 AVref,l—z/ 2 Vref Vw, ref ¢
[m/s] [m/s] [m/s] [m/s] [m/s] [°]
14.50 16.74 -1.12  15.62 15.62 90.16
17.24 15.74 0.75 16.49 16.49 90.91
15.21 15.33 -0.06 15.27 15.60 78.11
17.08 19.70 -1.31 1839 24.79 47.88
14.34 13.09 0.63 13.71 13.72 92.39
13.47 13.74 -0.14 13.61 14.51 110.31
16.32 15.48 0.42 1590 1590 89.64
19.08 21.06 -0.99 20.07 21.54 68.71
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8.4.1 The vehicle’s forward pressure wave

As expected, the vehicle’s forward pressure wave has an effect on the wind mea-
surements. The anemometer would have to be placed far ahead of the front grill
in order to avoid this (as in [220]). For the current experiments, the required sup-
port structure was deemed too impractical, as explained in Chapter 6. The effect
is observable at multiple test locations.

At Dolmsund (Figures 8.2 & 8.3), Halogaland (Figures 8.8 & 8.9), Hardanger
(Figures 8.10 & 8.11), Malgy (Figures 8.14 & 8.15), Naergysund (Figures 8.16 &
8.17), Tjeldsund 1 (Figures 8.18 & 8.19) and 2 (Figures 8.20 & 8.21) it is clear to
see on the map axes that the vectors in the leeward lane (red) point slightly more
to the left than those in the windward (blue). This is consistent across the majority
of each bridge span. This is believed to be due to the pressure wave in front of the
vehicle pushing the air forward in the driving direction.

The values of AU,.s1.2/2 in Table 8.2 (introduced in Section 8.3) are an attempt
to quantify the scale of this effect. Assuming the effect is equivalent in the two
driving directions, then it is expected that the average between the two lanes gives
the true component of the wind along the bridge axis U, and half the difference
between lanes/directions to give the magnitude added by the pressure wave in
each respective driving direction.

Note that there was significant clipping at Helgeland and that the Malgy bridge
is not straight. The same values of AU,¢;.5/2 (as found at other locations) are not
expected. To highlight these results they are italicised in the table. The AU,.¢;.5/2
value is consistently positive with a mean (ignoring the results from Helgeland and
Malgy) of 1.98 m/s and a standard deviation of 1.13 m/s. The pressure wave
therefore adds roughly 1-3 m/s to the measurements in the driving direction of the
vehicle. This is kept in mind when interpreting the wind profiles, particularly at
low wind speeds.

The mean value of AVies1.2/2 is -0.19 m/s with a standard deviation of 0.68
m/s. This suggests that there is no consistent bias in the crosswind measurements
between the two driving directions.

8.4.2 Topography
Headland

At the Hélogaland bridge (Figures 8.8 and 8.9), the wind speed V,, (third set of
axes from bottom) is locally higher near the northern end of the bridge between
approximately X; = 500 m to 700 m. The increased wind speed is evident in the
magnitude of the plotted vectors on the topographical maps as well (top set of
axes).
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Table 8.3 shows the peak bin-averaged wind speed for the northern and south-
ern halves of the bridge (split at the origin). The highest wind speed on the north-
ern half is 4.6 and 5.0 m/s higher than the reference value for the windward and
leeward lanes respectively. The peaks are found between the northern tower and
abutment. The equivalent values for the southern half are 2.4 and 1.4 m/s respec-
tively.

Table 8.3: Peak wind speeds at the Halogaland bridge.

Peak V,, [m/s]

Lane Vi ref [m/s]
South North

Windward (1) 19.9 22.1 17.5

Leeward (2) 17.6 21.2 16.2

It is unfortunate that this flow feature coincides with the location of the north-
ern tower. It will be seen that the shielding effect of the tower effectively creates
an inverse gust which the vehicle passes through. The higher wind speed near the
tower will increase the size of this gust and is not beneficial to comfort and safety.

The higher wind speed is most likely caused by changes to the ABL due to vari-
ations in the shoreline topography. The northern abutment is built on a headland
itself as well as being downwind of a similarly sized headland to the east. As de-
scribed in [33] - albeit for a topography of a larger dimension — an expansion fan
has previously been observed downwind of the the tip of a headland, causing a
local acceleration of the downstream flow.

Complex, rough terrain

Also on the Halogaland bridge, there is a segment between the abutment and
the northern tower where a particularly uncomfortable level of turbulence was
noted during the field session. In Figures 8.8 and 8.9 this is the segment between
X, = 600 m and approximately 850 m. The gust amplitude AV,, ramps up from
a minimum to the right of the tower and up to a peak value in the vicinity of the
abutment. The ramp and peak/hat are more pronounced in the leeward lane, but
are notably higher than the reference value in both lanes.

Interestingly, AV, is also heightened between the tower and abutment on the
curved, southern end of the bridge. This segment was not recorded as being diffi-
cult to navigate in the field notes during the experiment.

The peak/hat at the abutment is likely caused by the shielding effect at the end
of the finite embankment on which the abutment rests. This will be investigated
further under the heading Embankments below.
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Here, the ramp-like feature of the AV,, curve at the northern end and the broad
concave curve at the southern end is of interest. These are areas where the peak
gust amplitude grows slowly with the bridge axis, as opposed to the fast changes
seen at the towers (or the abutments).

The values of AV,, reach a maximum of 9.5 m/s at the southern end (bin-
averaged value), leeward lane, compared to a reference value of 3.7. An equivalent
value at the northern end is more difficult to obtain due to the ramp being so close
to the abutment peak. However, AV, is 8.6 m/s at the top of the ramp before the
slope changes ahead of the peak/hat.

The spread (variance) in AV,, between individual signals appears to be larger
along these approach spans and both the wind speed V,, and direction ¥ signals are
visibly more chaotic. This suggests an increase in the general turbulence intensity
in the flow. There are no particular features of the bridge that would provide a
reasonable explanation for this.

A more likely cause is that the incident wind carried from upstream terrain is
simply more turbulent. As outlined in the review of the literature, rough, complex
terrain has been shown to increase the turbulent kinetic energy locally in the ABL
and can be carried up to 500 m downstream [11]. This might be the cause of the
ramp and concave features of the bin-averaged AV,,.

For reference, Figures 8.22 and 8.23 show the road/deck axis of the Halogaland
bridge in the surrounding complex terrain. The topography is typically covered
by short forest, shrubbery and smaller buildings (cabins and small houses). Two
contours that correspond to the approximate minimum and maximum elevation of
the road on the bridge — 30 and 50 m respectively — are shown in red in Figure
8.22.

It is thought that rough, complex, upstream terrain at roughly the same height
as the bridge deck is the cause of the larger gust amplitudes on the approach spans.
Both plots of the terrain show that the regions of increased gust amplitude (AV,,)
correspond with slices of the upstream terrain (—750 < X; < —500 m and 500 <
Xp < 750 m) that contain the shoreline and elevations similar to or below the
bridge deck. In [11], the results suggest that regions of increased turbulent kinetic
energy remain within +£25m of the elevation of the peak from which they emanate.
This is consistent with the explanation proposed here given the elevation profile of
the topography shown in Figures 8.22 and 8.23.

Embankments

The study of the peak/heat feature seen at the abutment is now studied. A similar
feature is seen in the AV,, curve at at least one of the abutments of the Helgeland
(Figures 8.12 and 8.13) and Tjeldsund bridges (Figures 8.18 and 8.19) as well as
at Halogaland (Figures 8.8 and 8.9). The peaks in the bin-averaged AV,, signal
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travelling up the page. ©Kartverket (terrain model & road shape)
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Figure 8.23: A view from Y, = —1500m of the Hélogaland bridge and surrounding
terrain where the predominant wind is travelling into the page. ©Kartverket (ter-
rain model & road shape)

have been tabulated in Table 8.4 for each case where a prominent peak/hat can
be identified at any of the abutments of the aforementioned bridges. With gusts
amplitudes up to 24 m/s it is clear that these are significant features.

The most extreme case is investigated to understand the cause of this feature.
This is the peak at the southern end of the Helgeland bridge (Figures 8.12 and
8.13). The peak seen here is the highest of all values given in Table 8.4 and the
geometry of the embankment can easily be isolated from the surrounding terrain.
The embankment is in fact surrounded only by water and is in the middle of a wide
fjord where a stable, low turbulence flow is expected.

Note that the southern peak in AV, in the windward lane on the Helgeland
bridge cannot be identified in Figure 8.12 as it is located beyond the limits of the
plot. The limits on the X, axis have been selected carefully in order to avoid having
multiple data points from the same time series at the same X}, locations due to the
road turning back on itself. The peak can be identified from an alternative rotation
of the map as is shown in Figure 8.24.

The Digital Terrain Model (DTM) near the southern embankment has been plot-
ted in three dimensions in Figure 8.25 where regularly spaced in-plane wind vectors
have been plotted on a plane offset to Z = 150 m for clarity of interpretation. The
same X-Y;, axes are used as in Figure 8.13 and the road axis has been drawn as
a solid black line highlighted in red. The wind plotted as vectors is the wind mea-
sured in the leeward lane during the 30 kph passages (the same data as in Figure
8.13). This figure makes clearer the shielding/deflective effect of the embankment.

A set of cross-sectional profiles have been taken from the topography as indi-
cated by the red lines on the DTM. These are taken from planes normal to the 2D
projection (on Z=0) of the road line at the points indicated by red dots (plotted on
the Z = 150 m plane). It is shown that the wind is reduced to a negligible magni-
tude at approximately the middle of the 5 clustered points on the curved segment
of road. Beyond this point — moving away from the bridge — the wind remains low
in magnitude and appears to align with the road and embankment geometry.
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Figure 8.24: Wind profile in the windward lane of the Helgeland bridge (rotated
alternative to Figure 8.12). ©Kartverket (terrain model & road shape)

Note: a new coordinate system has been defined, rotated from X-Y},.
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Table 8.4: Peak gust amplitudes at the abutments.

Data set Abutment Lane Peak AV, [m/s]
South Wind- 15.4

Helgeland Lee- 24.1
& Nop, | Wind- 21.7
Lee- 22.1

. Wind- 10.4
Halogaland North Lee- 15.3
. Wind- 8.4
Tjeldsund 1 West Lee- 121
West Wind- 7.8

Tjeldsund 2 Lee- 0.4
] b Wind- 9.6
Lee- 14.0

The small wind component pointing in the road direction could be the result
of the vehicle’s forward pressure wave. Moving further from the bridge, towards
Y, ~ 300 m, the wind has too high a magnitude for this to be the case and yet its
direction still appears to gravitate towards the road’s axis.

The cross-sections have been plotted on the bottom set of axes in Figure 8.26
along with the terrain’s profile under the road line on the top set of axes. The wind
magnitude signals in each lane for all 5 repetitions at 30 kph are plotted on their
own respective set of axes.

This makes the shielding effect of the embankment clear to see in both lanes,
though more so in the leeward lane. The wind speed over the tallest part of the
embankment (~1150 to ~1220 m on the road axis) is highly variable, indicating
a higher turbulence intensity and possibly a flow reversal.

Figure 8.27 shows sketches of a selection of the embankment cross-sections
along with some details of the road surface, the test vehicle and the crash barriers
on either side of the road lanes. The crash barrier may play a role in causing the
higher turbulence and possible flow reversal. It is also noted that the embankment
is built up of large rocks and not a smoother surface like grass or soil.

In Figure 8.26 there is a peak in the wind speed in the leeward lane before
the steep drop-off due to the shielding effect of the embankment. This peak may
have been capped by clipping. Clipping is likely also the reason for the apparent
increase in wind speed moving from 1000 m along the positive direction of the axis
to the peak. This is simply an artefact resulting from the rotation of the vehicle
into a direction that allows a higher resultant wind speed to be measured from the
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Figure 8.25: A terrain model at the southern abutment of the Helgeland bridge,
wind vectors from the leeward lane. ©Kartverket (terrain model & road shape)

The El. Contour Under Road shows the road path projected down onto the topography and is drawn in Figure
8.26 using the same colour and style.
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Figure 8.26: Wind profiles at the Helgeland bridge’s southern embankment.
©Kartverket (terrain model & road shape)

Note that the curvilinear path of the road on the X-Y plane has been unwrapped onto the T axis.
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two components u, and v, (i.e. one of the corners of the measurement domain is
pointed into the direction of the wind). Similarly, the clipping effect is evident in
measurements taken from the windward lane (some signals are clearly capped and
remain flat for short intervals).

8.4.3 Bridge geometry
Deck section

The bluffness of the deck section combined with the presence of the vehicle affects
the pressure field around the composite girder-vehicle geometry and consequently
also the wind magnitude and turbulence seen by vehicles on the road surface. Even
a thin deck section has a demonstrable effect. This can be shown by comparing
measurements recorded on the VBOX with those recorded by an anemometer fixed
to the bridge.

At Halogaland, a monitoring system has been installed which includes an array
of anemometers placed intermittently along the span of the bridge. The system
was being tested when the field sessions described here were performed, so only a
limited amount of data is available. Nonetheless, concurrent data from the three
anemometers designated W10-45-1, W10-47-1 and W10-49-1 is available. Figure
8.28 shows their placement on the bridge structure. The anemometers are mounted
approximately 7 m above the deck on mounting arms fixed to the hangers.

As a rough comparison between the bridge-fixed measurement (at ~7 m above
deck) and the vehicle-fixed measurement (at ~3 m above deck), the mean wind
speed and direction over a period of time can be calculated. About 30 seconds of
concurrent data is sought to make the comparison statistically significant. At 30kph
this corresponds to about 200 m of travel along the bridge axis.

The data between X; = 200 m and 400 m is chosen as this segment is close
to the location of the bridge-fixed sensors. Figures 8.8 and 8.9 show that there is
little variation in the wind magnitude and direction in this segment and it avoids
the supposed headland effect (accelerated flow) seen beyond 400 m. It is assumed
that the wind field is homogeneous across this segment and can therefore be com-
pared to concurrent data from the bridge-fixed anemometers (both systems use
GPS time). The results can be seen in Figure 8.29.

The first notable feature is that the vehicle-based wind magnitude is consis-
tently lower and follows the variations in the bridge-based measurements. The
ratio of VBOX to bridge-fixed wind magnitude is 0.90 mean-averaged across all
data points. To 2 significant figures, this value is identical for the windward and
leeward lanes.

Do note that there are crash barriers on either side of the road and a fence on
the outside of the walkway adjacent to the road on the western edge of the deck.
Camara [38] shows in his CFD analysis that the parapets on the Orwell bridge have
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(a) A low prominence embankment profile at T ~ 1425 m.
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(b) An embankment profile at maximum deflection/shielding at T ~ 1190 m.
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(c) The embankment profile with highest prominence at T ~ 1130 m.

Figure 8.27: A comparison of embankments at the southern end of the Helgeland
bridge. ©Kartverket (terrain model)
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Figure 8.28: Locations of three anemometers on the Hlogaland bridge.
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Figure 8.29: A comparison between wind measurements taken from bridge-fixed
anemometer W10-45-1 and the anemometer mounted on the moving vehicle (cor-
rected for driving speed).
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a significant impact on size of the shielding bubble (flow separation from the upper
surface of the girder). The barriers and fence on the Halogaland may have a similar
effect. The reduction in wind speed is unlikely to be solely affected by the shape of
girder and vehicle alone.

The second plot in Figure 8.29 confirms that the estimated wind direction is de-
pendent on the direction of travel of the vehicle. In the windward lane the direction
is consistently higher than the bridge-based measurement while the the opposite
is true of the leeward lane. This is consistent with the previously discussed push
effect from the vehicle’s forward pressure wave.

In summary, no discernable difference is seen between the windward and lee-
ward lanes and the Halogaland bridge’s deck section (with the presence of the
vehicle, crash barriers and fencing) has the effect of reducing the wind speed over
the deck (at 3 m) by 10% in both lanes compared to the wind measured at 7 m
above the deck.

Cantilevered bridges

The Halogaland bridge has a streamlined cross-section that is approximately uni-
form across the main span with a maximum depth/thickness of 3.00 m. As can be
seen in Figure 8.30, a cantilevered bridge like Dolmsund has a very different cross-
sectional profile which varies from 2.75 m to 10.00 m in depth. This cross-sectional
shape can be seen on many bridges in Norway including the Malgy bridge and is
fairly similar to each of the two adjacent sections on the Orwell bridge [38].

10.00 m

Wind

|

Figure 8.30: A sketch of the cross-sectional profiles at Halogaland (left) and Dolm-
sund (right).

The longer main spans are arched with a deck section that varies in depth
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whereas the approach spans are shorter with a constant depth. At Mélgy, the deck
section depth varies between 1.70 m and 7.00 m.

The deeper deck section near the central support piers has a shielding effect as
can be seen in both the wind magnitude and the gust amplitude AV, for the Mélgy
and Dolmsund bridges (Figures 8.14 & 8.15 and 8.2 & 8.3 respectively). There are
wide-spanning troughs in both leeward and windward lanes centred at the main
supports. At Dolmsund, the deceleration in flow is accompanied by an increase in
the bin-averaged gust amplitude AV,,,.

Table 8.5 gives an overview of the changes to mean wind speed (bin-averaged)
and gust amplitude near the support towers of the Dolmsund and Mélgy bridges.
The Dolmsund cross-section generally has a larger maximum shielding effect with
changes from the reference value between -9 and -11 m/s vs. -6 to -9 m/s at Mélgy.
Note that the maximum depth is 10.0 vs. Malgy’s 7.0 m.

Similarly, the maximum bin-averaged gust amplitude is larger for the deeper
section with 10 m/s at Dolmsund vs. 6-7 m/s at Malgy.

Table 8.5: Changes in mean wind speed and gust amplitude on cantilevered bridges
(all values in m/s).

Data set Lane V,, min Vi ree min. -ref. AV, . AV, ¢ max. -ref
Dolmsund Wind- 53 146 -9.3 12.8 2.7 10.1
Lee- 54 16.8 -11.4 14.1 4.1 10.0

Malo Wind- 9.3 154 -6.1 10.0 4.1 5.9
y Lee- 50 13.8 8.8 14.9 7.8 7.1

Construction & traffic at Malgy

At both the Dolmsund and Malgy bridges the general shape of the V,, and AV,
curves are similar near the supports/deep sections. The wind speed has a v or u
shape, while AV,, has more of a plateau shape. These shapes are less recognis-
able in the leeward lane of the Malgy bridge, particularly in the AV, curve. The
variability between individual signals is substantial across the span, with certain
repetitions seeing gust amplitudes of up to 20 m/s locally.

This was the only bridge where there was a significant amount of traffic during
the experiments. In addition to the traffic, there was maintenance work being per-
formed on the bridge. This entailed having various construction materials stored
on the bridge deck along a limited segment of the leeward lane. There were also
traffic lights to regulate traffic. The materials and scaffolding will likely have af-
fected the wind profile. Also, a consistent speed could not always be held and so
certain segments of the bridge are overrepresented in the wind profile.
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The wakes of individual vehicles can be observed as individual inverse gusts
similar to those seen in the wakes of towers. This has been observed at the Hel-
geland bridge and will be discussed further in Chapter 10. A continuous flow of
traffic is therefore likely to increase the average level of AV,.

Substructure

The best example of how elements of the substructure can affect the wind pro-
file is the Tjeldsund bridge. In general for all profiles at Tjeldsund (Figures 8.18,
8.19, 8.20 and 8.21) there are 3 hat-shaped features in addition to those at the
towers. Two are located at the cable support piers while another is evident at the
counterweight.

The hat-shaped features in AV,, coincide in each case with troughs in V,, and
thus present in the same way as the shielding effect in the wake of the towers. The
difference here is that these geometries aren’t above the bridge deck. There are
also support columns under the bridge deck that do not seem to be associated with
high amplitude gusts AV,,. The reason for this will be discussed under the heading
Cable support piers & support columns.

Table 8.6 gives a summary of the peak bin-averaged values of AV,, at the cable
support piers, the counterweight and the towers of the Tjeldsund bridge.

The western cable support geometry appears to produce a more severe gust
than the eastern one. This could be due to inhomogeneity in the wind (i.e. higher
wind speed at the western tower) or could be because the vehicle passed on average
at a different lateral position in the lane. There is also not a consistent effect of lane
on AV, na at the cable supports in Table 8.6. At the eastern support, the windward
shielding is higher, whereas the opposite is true at the western support.

For the counterweight there appears to be a clear effect of lane on AV, .,
which has almost twice the value in the leeward versus the windward lane.

Counterweight

The counterweight has been sketched in Figure 8.33 and has a 16x8 m cross-section
with an approximate height of 30 m. It has the same basic shape as a simple
building and is a finite rectangular section cylinder with an aspect ratio of 2.5
(=30 x 2/[16 + 8)).

Sumner et al.’s [193] results suggest that the flow is fully separated from the
windward edge and across the full top surface of a finite square cross-section cylin-
der with an aspect ratio of 3 at a Reynold’s number of 4.2 x 10*. The Reynold’s
number here is ~ 1.9 x 107 assuming v = 1.46 x 10> m?/s (at 0 m elevation in the
International Standard Atmosphere [1]) and taking the reference speed V,of = 17.3
m/s from the windward lane.
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Table 8.6: Peak gust amplitude near elements of the Tjeldsund bridge.

Data set Element Lane AV, nax
Counterweight W]izi: 11;
Cable Anchor West Wiléi: 1(8)?1
Tjeldsund 1 Tower West Wli‘r;cel: 122
Tower East Wf;i: ﬁ;
Cable Anchor East Wir;i: Z é

Figures 8.31 and 8.32 show the wind vectors measured over the counterweight
in three dimensions. The vectors are rooted along an approximate line of mea-
surement. It is a straight line that follows the road axis and is offset vertically by
the height of the anemometer above the ground (as measured statically in the lab)
and horizontally by the average measured lateral position in the lane across all
repetitions over the full span of the bridge.

Figure 8.32 shows evidence of the pressure wave/separation bubble over the
composite bridge deck-counterweight geometry. The windward vectors have a
higher vertical component than those in the leeward lane, and this vertical compo-
nent is locally raised over the counterweight geometry. The wind in the leeward
lane decreases in tact with this local increase in vertical component, providing ev-
idence that the flow at this elevation is separated or re-circulating.

Cable support piers & support columns

The cable support piers are also finite rectangular section cylinders with a width
of 1.60 m on the windward face. The supports under the approach spans are cir-
cular columns with a diameter of 0.80 m. As can be seen in Figure 8.34, the cable
supports meet the deck section at the very edges of the deck and protrude slightly
above the road surface. The wake is therefore brought windward to the leading
edge of the deck section as well upwards above the road surface. The other sup-
port columns are tucked underneath the windward edge, which may be why they
do not have an obvious effect on the observed flow.
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-360

Figure 8.31: General isometric view of flow over Tjeldsund counterweight.
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Figure 8.32: View along the road axis of the flow over the Tjeldsund counterweight.
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Figure 8.33: A sketch of counterweight at Tjeldsund (1:1000).
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(a) A sketch of a segment near the eastern cable support of the Tjeldsund bridge
(1:1000).

A-A (3:1000)

(b) A section view of the cable support and columns.

Figure 8.34: A sketch of the cable support piers and support columns at Tjeldsund.
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Helgeland support columns

The wakes of the three support columns under the northern approach span of the
Helgeland bridge are apparent in the leeward lane measurements shown in Figure
8.13. Between X; = 375 m and 500 m there is more turbulence in V,, along with
a step increase in gust amplitude AV,,. The bin-averaged gust amplitude remains
above 16 m/s for X; > 375 m.

The bin-averaged V,, curve presents with troughs where the minima are consis-
tently 10-20 m to the right (north along the bridge axis) of the support columns.
This is consistent with the theory that these are the wakes of the support columns
given the wind’s skew incidence angle (approximately 45°). For reference, the
columns have a rectangular section with a high aspect ratio. The column closest to
the main span has a dimension 5.0 x 1.2 m and the two columns north of this have
a dimension of 3.6 x 1.2 m.

Unlike the supports under the northern approach span, the supports on the
southern end of the bridge do not seem to form an observable wake over the bridge
deck. There are two conceivable explanations for this:

1. The bridge deck on the southern end descends towards the embankment.
The descent angle may be such that the wake forms below the bridge deck.

2. There is a steep topographical drop just leeward of the northern approach
span. It may be that this gives the wind a vertical component that pushes the
wake over the bridge deck.

Cables & hangers

In the windward lanes of the Helgeland and Hélogaland bridges (Figures 8.12 and
8.9) there are sharp, low magnitude troughs at regular intervals. These intervals
correspond with the spacing between the cable stays and hangers respectively. A
closer inspection reveals that the troughs line up well with the sketched cables and
hangers as well. This is both an interesting feature to capture and gives evidence
of the good quality of the data.

There could be several reasons for why these features are not seen in the wind-
ward lanes of all the suspension bridges. The most important are likely the diam-
eter of the cables as well as their proximity to the driving lane. On some bridges
there is a bicycle lane and/or pedestrian walkway between the road and the lead-
ing edge. This increases the distance from the cables to the points of observation
of the anemometer on the test vehicle.

The main cable’s wake is also evident in the windward lanes of the Hélogaland
and Hardanger bridges. At Halogaland there is a bulge in the gust amplitude at the
middle of the bridge (see Figure 8.8) whereas at Hardanger there are two peaks
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either side of the midpoint (see Figure 8.10). The main cable increases the level of
turbulence at the centre of the main span.

8.5 Conclusions

Several local wind features have been observed at the various bridges visited during
the field sessions. These features are characterised by changes to the wind magni-
tude and the 45 m gust amplitude averaged across at least 5 repetitions. The gust
amplitude has been defined as the maximum minus the minimum value of the 0.2
s moving mean wind speed within a temporal window approximately equivalent
to 45 m of travel along the road/bridge axis. This measure is believed to capture
changes that are relevant to safety and comfort. A summary of the most important
observations:

* The wind speed is observed to accelerate around the headland topography
upwind and below the northern abutment of the Halogaland bridge. At it’s
peak, this acceleration adds 5 m/s to the reference wind speed measured
over the main span. This bulge in wind speed in the vicinity of the headland
is coincident with the northern tower. As a result, the inverse gust caused by
the shielding effect of the towers is amplified.

* The non-smooth terrain upwind (up to 1500 m) of the approach spans of the
Halogaland bridge are at an elevation similar to that of the road axis. The
gust amplitude over the southern approach span is heightened across the 200
m span and reaches a maximum of 9.5 m/s versus the reference value of 3.7
m/s over the main span.

* Gust amplitudes up to 24 m/s are observed at the southern embankment
of the Helgeland bridge. An investigation of the measured wind speed in
the windward lane showed that the embankment has the effect of shielding
and deflecting the flow. A similar step change in wind speed and peak gust
amplitude is seen at the Hélogaland and Tjeldsund bridges as well.

* The slender cross-sectional shape of the main-span girder of the Halogaland
bridge combined with the presence of the vehicle has the effect of reducing
the wind speed close to the bridge deck. The measurements taken at ~ 3
m over the deck (anemometer mounted on the vehicle) are on average 10%
lower than those measured by anemometers at ~7 m over the deck (attached
to the hangers).

* The girders of cantilevered bridges like Dolmsund and Mélgy vary in depth
and the shielding effect — that slows the mean wind speed — changes in tact
with this variation in depth. At Dolmsund, where the section reaches a maxi-
mum depth of 10 m, the mean wind speed is reduced by up to 11 m/s against
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the reference value over the main span. This is accompanied by an increase
in gust amplitude of up to 10 m/s versus the reference value.

* Traffic on the Méalgy bridge is found to have a significant effect on gust ampli-
tude with values of up to ~20 m/s observed locally in individual repetitions.

* At Tjeldsund it is clear that elements of the substructure can also have a
shielding effect, creating an inverse gust similar to those seen at the towers.

— The counterweight under the western approach span looks like a simple
rectangular cross-section finite cylinder. As described in the literature
[193] at a lower Reynold’s number than is present in the field, the flow
is completed separated across the top surface. A plot of the wind vector
on the wind- and leeward lanes here suggest a similar flow structure
where the shielding effect has the appearance of an inverse gust. The
inverse gust has an average amplitude of 14 m/s.

— The cable support piers on either side of the towers are also built such
that their wake creates an inverse gust over the deck. The columns
protrude from the outer edges of the girder. The result is a maximum
gust amplitude of up to 11 m/s.

— The supports on the northern approach span of the Helgeland bridge
were also placed in an arrangement in the incident wind such that their
wake/pressure wave is observable in the leeward lane. In this case, the
average gust amplitude remained above 16 m/s for more than 200 m
of the approach span.

* The cable stays on the Helgeland bridge and the hangers on the Hélogaland
bridge form wakes that are observable in the wind speed plots. These appear
simply as artefacts and are not believed to affect safety and comfort given the
small width/dimension of the inverse gust. This will be investigated further
in Chapter 11.



Chapter 9

Vehicle-driver response profiles

Observations and analysis of the vehicle-driver response to wind gusts will be pre-
sented in the next chapters (from the current one through to Chapter 12) using
data that describes the vehicle’s motion. The lateral acceleration A, yaw rate w,
and roll rate w, signals will be presented as a function of X, (bridge axis) for
each bridge/road segment visited in the field. The use of an amplitude-of-change
operator A on the signals reveals some interesting features of the vehicle-driver
response that can be related to the flow features discussed in the previous Chapter
(8). Here, the location of these features will be pointed out on the vehicle-driver
response profiles while the causes and a qualification of the response observed will
be discussed in the chapters that follow (10 through 12).

9.1 Processing response measurements

The time series of lateral acceleration, yaw rate and roll rate have been processed to
make comparisons with the reference values extracted from the literature (Chapter
3) as useful as possible.

Low-pass filter

Brandt et al. [32] applied a low-pass filter with a cut-off of 5 Hz to the response data.
Correspondingly, Figure 2.3 (from Chapter 2) shows that the most significant wind-
induced responses will be below 5 Hz (see critical frequency ranges and frequency
response function). This cut-off frequency may be revisited in future work, but is
applied to all response data shown in this chapter. A 7"-order Butterworth filter is
used and is applied forwards and backwards to cancel phase shifts introduced by
the filter.

157
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Amplitude of change A

The amplitude-of-change of each signal A, w, and w, within a 2-second sliding
window is also calculated. These signals are denoted AA,, Aw, and Aw, .

The 2-second value is consistent with the window sizes defined in Table 8.1 for
the driving speeds of 70, 75 and 80 kph (used in Chapter 8). The definition of the
amplitude-of-change signals A is also consistent with the method used by Brandt
et al. [32], except for the size of the window. This allows for a more or less direct
comparison, where the smaller window used here filters out some of the slightly
slower changes that are retained in Brandt’s wider window.

Resultant response

The term resultant response will be used to indicate that the recorded response
is the resultant vehicle response after control input from the driver. Using the
terminology vehicle-driver response can be misleading as it is only the vehicle’s
motion that is described.

9.2 Response profiles

Figures 9.1 through 9.16 describe the resultant response of the vehicle-driver sys-
tem at each of the experiment locations. The figures are formatted and presented
in the same way as the wind profiles in Chapter 8. In the interest of saving space
on the page, the two first axes have been combined with both the bridge sketch
and the birds-eye view of the road axis being plotted on one set of axes.

The sketch and road map axes are followed by the low-pass filtered signals
Ay, w, and w, and the amplitude-of-change of each of these respectively. At the
bottom of the page is the raw speed of GNSS antenna A, which is approximately
the driving speed V, of the vehicle.

Only data from the sessions performed at the highest driving speeds at each
location are plotted. The Malgy bridge has been omitted because there was a tem-
porary traffic light on the bridge and only one lane was open for a part of the bridge.
The vehicle was not driven across the bridge at a smooth, near-constant speed as
was done at the other bridges. The data from Frgya has been plotted in Appendix
F for completeness, but has not been plotted here for lack of relevance.
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continues on next page —»
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Figure 9.1: Response profile, Dolmsund bridge, windward lane (vehicle travels left
to right), see Section 9.2 for full explanation. ©Kartverket (terrain model & road
shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.2: Response profile, Dolmsund bridge, leeward lane (vehicle travels right
to left), see Section 9.2 for full explanation. ©Kartverket (terrain model & road
shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.3: Response profile, Dovre 1, windward lane (vehicle travels left to right),
see Section 9.2 for full explanation. ©Kartverket (terrain model & road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,;: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.4: Response profile, Dovre 1, leeward lane (vehicle travels right to left),
see Section 9.2 for full explanation. ©Kartverket (terrain model & road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within

2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.5: Response profile, Dovre 2, windward lane (vehicle travels left to right),
see Section 9.2 for full explanation. ©Kartverket (terrain model & road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,;: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.6: Response profile, Dovre 2, leeward lane (vehicle travels right to left),
see Section 9.2 for full explanation. ©Kartverket (terrain model & road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.7: Response profile, Halogaland bridge, windward lane (vehicle travels
left to right), see Section 9.2 for full explanation. ©Kartverket (terrain model &
road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.8: Response profile, Halogaland bridge, leeward lane (vehicle travels right
to left), see Section 9.2 for full explanation. ©Kartverket (terrain model & road
shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.9: Response profile, Hardanger bridge, windward lane (vehicle travels left
to right), see Section 9.2 for full explanation. ©Kartverket (terrain model & road

shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.10: Response profile, Hardanger bridge, leeward lane (vehicle travels
right to left), see Section 9.2 for full explanation. ©XKartverket (terrain model &
road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.11: Response profile, Helgeland bridge, windward lane (vehicle travels
left to right), see Section 9.2 for full explanation. ©Kartverket (terrain model &
road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.12: Response profile, Helgeland bridge, leeward lane (vehicle travels right
to left), see Section 9.2 for full explanation. ©Kartverket (terrain model & road
shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.13: Response profile, Neergysund bridge, windward lane (vehicle travels
left to right), see Section 9.2 for full explanation. ©Kartverket (terrain model &
road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.14: Response profile, Nergysund bridge, leeward lane (vehicle travels
right to left), see Section 9.2 for full explanation. ©XKartverket (terrain model &

road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.15: Response profile, Tjeldsund bridge 2, windward lane (vehicle travels
left to right), see Section 9.2 for full explanation. ©Kartverket (terrain model &
road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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Figure 9.16: Response profile, Tjeldsund bridge 2, leeward lane (vehicle travels
right to left), see Section 9.2 for full explanation. ©XKartverket (terrain model &
road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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9.3 Discussion

Response on the main spans

In general, there are not many notable features of the response on the main spans.
Particularly at the cable-supported bridges — Halogaland in Figures 9.7-9.8, Hardan-
ger in 9.9-9.10, Helgeland 9.11-9.12, Neergysund in 9.13-9.14 and Tjeldsund in
9.15-9.16 — A, and w, show some small oscillations, but reference values of AA,
(mean value across the drawn reference segment) are low (typically ~ 0.5 m/s?
which corresponds roughly to peak values of 0.25 m/s? in A,). This indicates that
wind perturbations of the vehicle-driver system are not severe and certainly less
significant than those seen in response to the predictable gusts discussed next (at
the tower and other obstructions to the wind). Nonetheless, there are some con-
sistent effects of lane/direction and driving speed on the mean and peak response
that will be discussed in Chapter 10. There are also some outliers:

* There are hat-shaped features in all three amplitude-of-change signals A at
X}, ~ 400 m for one repetition on the Hardanger bridge in the leeward lane
(Figure 9.10). This was caused by a sudden step-shaped gust and was de-
scribed as a front-axle skid event in the field notes.

* It has not been plotted (because it was recorded at 60 kph), but similar hat-
shaped features have been observed at the Helgeland bridge in response to
driving past a pair of tractor-trailers (with the test vehicle in the leeward
lane).

These outliers will also be discussed in more detail in Chapter 10.

Response to predictable gusts

There are some repeated hat-shaped features — that are visible in the mean signals
and not just individual repetitions — at each of the bridges as well. The most obvi-
ous ones are those seen at the towers (see Figures 9.7 and 9.8 of Halogaland for
an example). At Tjeldsund (Figures 9.15 and 9.16), the hat shape is evident at
the cable support piers (indicated by vertical lines in the figures) and at the coun-
terweight. The response looks slightly different in each repetition, but there is a
similar response in each and all the individual signals lie close to the mean curve.
These predictable gusts will be discussed further in Chapter 11. It will be shown
that these structural elements of the bridge create gusts of a similar scale and that
a certain range of gust scales is critical to vehicle-driver crosswind sensitivity (as
posited in Chapter 2).

There are also hat-shaped features in the Aw, signals in the windward lane at
Dolmsund (Figure 9.1). This is thought to be associated with the transition from
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fixed-base road to bridge girder. The hat shape is evident in AA, as well, albeit less
clearly. This would appear to be a less critical wind feature given that the response
is primarily in roll and is not so severe in handling. It will be shown that the step-
shaped gusts observed at abutments are in some cases of a critical scale. This will
be discussed further along with the gusts seen at the cable stays and suspension
hangers in Chapter 11.

Response to stochastic gusts

The front-axle skid event that was observed at the Hardanger bridge was also expe-
rienced at Dovre (unfortunately this was not during one of the recorded sessions)
and at the Dolmsund bridge. In all of these cases, the cause was not a predictable
gust like those just described. Instead, it will be shown that there was a higher
level of turbulence — increasing the likelihood of observing significant (high ampli-
tude) gusts of a critical scale — at certain locations. At Hardanger it is argued that
the higher proportion of critical gusts is caused by the far-away (>1 km) complex
terrain causing an increase in atmospheric turbulence.

At Dolmsund, it is argued that there is a higher proportion of critical gusts
due to the separation of the flow over the bridge’s bluff girder cross-section. In
fact, the difference between the windward (where separation is unlikely to perturb
the vehicle) and the leeward lane (where separation is more likely to perturb the
vehicle) is clear to see by comparing Figures 9.1 (windward) and 9.2 (leeward).
The difference is directly evident in the variability between repetitions (particularly
in Ay) and is also reflected in the reference values (0.82 in the leeward versus 0.49
in the windward for AA,).

The increased likelihood of encountering severe stochastic gusts that are of a
critical scale will be discussed further in Chapter 12.
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Chapter 10

Response on the main spans

In this chapter, observations of the response of the vehicle to natural wind turbu-
lence on the main spans of the bridges is presented. It is shown — under the strong
crosswinds observed during the field experiments — that the vehicle response some-
times exceeds the upper limit of the small-signal range (0-0.5 m/s%), but generally
remains within. The effects of driving direction/lane and driving speed are dis-
cussed and some examples of extreme response on the main span are described.
These observations add to a general, evidence-based understanding of wind-related
risks to vehicles on the main span of bridges.

10.1 Background

As evidenced by the systematic literature mapping in Chapter 4, there is an interest
in describing and predicting the aerodynamic loads acting on vehicles travelling on
bridge girders. Some key conclusions from the literature relevant to the current
chapter are:

* The static aerodynamic coefficients — as a function of yaw angle — for a vehicle
on a bridge girder are different to the coefficients for the same vehicle on the
ground. The coefficients are further dependent on the lateral placement of
the vehicle on the girder (i.e. which lane the vehicle is in). The girder has the
effect of slowing the flow down relative to the free-stream (at vehicle height
above the upper deck surface). See [38, 46, 71, 92].

* Certain incidence angles of skew winds (winds that are not perpendicular to
the bridge) are critical with respect to the magnitude of aerodynamic loads
on the vehicle. This will be a function of the driving speed, driving direction
and the girder geometry. See [38, 113].

* Reducing vehicle speed can be an effective method to reduce undesirable
vehicle response on bridges [113].

179
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* The non-trivial aerodynamic behaviour when two oncoming vehicles pass
one another on a bridge can induce large changes in aerodynamic loads on
the vehicle, in some cases comparable to passing through the wake of a bridge
tower. See [132, 133].

10.2 Mean/peak wind and response on main spans

In Chapter 8, a segment of the road on each bridge was defined to provide refer-
ence values of wind speed and direction. On bridges, the reference segment is a
symmetric portion (about the midspan) of the main span. On fixed-base roads, the
reference segment is almost the entirety of the road used during the field sessions.

The flow in the reference segment is assumed to have the characteristics of what
Sims-Williams [178] calls natural wind turbulence. The flow is influenced by local
topography and bridge geometry to a lesser degree than, for example, in proximity
to the abutments or the towers respectively. On fixed-base roads, it is assumed that
the collection of obstructions to the wind alongside the road form a homogeneous
group. The fixed-base roads are included in the current analysis for reference.

Figure 10.1 shows the mean and peak wind speeds in the reference segments
at each location, driving speed and lane of travel in the first plot (10.1a) followed
by the mean wind direction (10.1b). The grey, dashed lines separate the clusters
of data sets by location. Generally, the graph shows that the mean and peak wind
speeds in the reference segments were consistent during the measurement period
(stationary between the repetitions at each driving speed). This is evidenced by the
general consistency in bar height within each cluster. An exception is the case of
Helgeland (both lanes) and Neargysund (windward lane) where clipping is evident
and gives the impression that the wind speeds were lower at the higher driving
speeds (where clipping has the most impact on the results).

Note that there is no data set where there was truly no wind. The Dovre 1
data set is the closest, yet even here the mean wind speed was between 3-4 m/s
and there were gusts up to 10-15 m/s. Figure 8.4 shows that the higher wind
speeds were fairly localised between ~ —4000 and ~ —2000 m. It was concluded
in Chapter 8 that the forward pressure wave of the vehicle could be responsible for
1-3m/s.

Consequently, the Dovre 1 data set will be considered a still-wind case. The
weather was clear on the day of testing and no other sources of perturbations were
observed (other than road undulations). The vehicle was driven using cruise con-
trol in the same manner as in the collection of all other data series. The stretch
of highway driven is a typical example of a Norwegian rural highway (~ 7.5 m
wide with 1 m shoulder) with a speed limit of 80 kph. The vehicle was driven
according to the speed limit and no incidents of instability or particular discomfort
were noted. The data from Dovre 1 shows what a typical lateral response is to un-
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perturbed (no wind) driving on a typical Norwegian road. Many of the roads that
cross the bridges visited during the field sessions are of a similar type to Dovre 1
(the E6 between Valasjgen and Dombas).

Figure 10.2 shows the mean and peak change-of-amplitude of the handling re-
sponse signals (AA, and Aw,) for each of the test locations clustered by driving
speed and separated by lane/direction of travel. Brandt et al.’s [32] threshold val-
ues for driver perceived instability events are plotted as horizontal lines along with
the peak value at Dovre 1 (still-wind, comfortable). Assuming that peak values are
about half the amplitude-of-change value for straight-line driving (i.e. the response
to perturbations look like single oscillations with equal magnitude above and be-
low the zero-axis), then the upper limit of the small-signal range is AA, =1 m/ s2.
This line has also been plotted to give a rough indication as to the classification of
the response into the small-signal or linear range. Note that the response is typi-
cally below the upper limit of the small-signal range (A, = 0-0.5 m/s) which is the
expected range of response for straight-line driving according to [164].

10.3 Effect of direction/lane

There is a consistent difference in the mean values recorded in the leeward and
windward lanes within each location cluster. For example, at Helgeland the lee-
ward lane is more critical at each speed with the red bars being about twice the
height of the blue ones at 60 and 70 kph in AA,. At Nergysund the opposite is
true; the windward lane is critical.

Interestingly, Neergysund seems to be an outlier in that the windward response
is definitively higher than the leeward. The blue bars at Hilogaland and Tjeldsund
1 are also higher than their red counterparts — and at Halogaland consistently so
between driving speeds — though the difference is very small.

Generally, the peak value is higher in the lane where the mean value is higher
and vice versa. The few examples where this is not the case are where the mean
values are very similar in value, for example at Tjeldsund 1 or Halogaland at 30 kph
(in both AA, and Aw,). With respect to the effect of lane/direction, the results
are consistent between the lateral acceleration and the yaw rate.

There is therefore typically one lane or direction of travel in which the mean and
peak change-of-amplitude in handling response is higher. This is likely the result
of different wind loading resulting from the presence of different wind conditions
in the two parallel lanes as well as the contribution from the driving speed. If the
wind is skew (not perpendicular to the road axis), then an amplification of the
resultant wind vector is expected in one direction (driving partly into the wind)
and an attenuation in the opposite direction (driving partly with the wind).

The most significant differences between lanes are seen at Helgeland, Neergy-
sund and Dolmsund. At Helgeland and Naergysund the wind is skew, with a refer-
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Figure 10.1: A comparison of wind measurements within the reference segments
at each test location. The letter L is used to indicate fixed-base roads as opposed
to bridges.
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Figure 10.2: A comparison of mean and peak handling response within the refer-

ence segments at each test location. The letter L is used to indicate fixed-base roads
as opposed to bridges.
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ence segment mean angle of incidence to the bridge axis of 120-135° (lower bound
subject to clipping, the true value is likely higher) and 65-70° respectively (see Fig-
ure 10.1b). The skewness is likely a big contributor to the difference in response
between the two lanes. At Neergysund at 70 kph, there is a difference in mean AA,
between the two lanes of 104% and at Helgeland (70 kph) the value is 57%.

At Dolmsund the wind was not skew, but in fact very close to perpendicular.
Nonetheless, the statistics show a difference between the two lanes (32% in AA,
at 80 kph) and particular note was made of this during the field session. The
experience of driving the vehicle in the leeward lane was described as much less
stable/controllable. In Chapter 8, it was shown that cantilevered bridges like Dolm-
sund have thick, bluff cross-sections of varying thickness that can have a significant
impact on the wind characteristics over the bridge deck. It could be that the wind
characteristics (turbulence) simply vary significantly from the leeward to the wind-
ward lane and that this explains the difference in handling response. The effect of
separation-induced turbulence (from the girder) on response will discussed further
in Chapter 12.

10.4 Effect of driving speed

Within each cluster in Figure 10.2 the effect of driving speed is fairly clear. Both
handling responses - lateral acceleration AA, and yaw rate Aw, - increase in mean
value with speed. In most cases, the relationship is a monotonically increasing one.
The exceptions are the critical lanes at Helgeland (leeward, red) and Neergysund
(windward, blue) where the mean response appears to peak at a similar value
(just below Brandt et al.’s threshold in AA, and just above in Aw,) and at 70 kph.
Interestingly, for the subset of bridges only (ignoring fixed-based measurements),
these mean values are also among the highest, approximately matching a third high
value in the leeward lane at Tjeldsund 2.

There is nothing to indicate that the characteristics of the wind were different
in the 70 kph case looking at Figure 10.1 of wind speed and direction. Though a
potential difference at Helgeland would be masked by clipping, it cannot conclu-
sively be stated that the wind was not different at 70 kph compared to the crossings
at the other speeds.

Another factor that may explain the maximum value at 70 kph is the order
of execution of the crossings. At Helgeland, the 70 kph crossings were executed
first. The driving style may have changed during the field session. An attempt
to maintain stricter control was likely used at the start that changed into a more
passive driving style towards the end. In Chapter 2 it was explained that Schaible
[170], Wagner and Wiedemann [205] and MacAdam et al. [135] all suggest that
trying to maintain strict control could have the effect of amplifying the lateral mo-
tion of the vehicle.
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On the other hand, at Nergysund the 70 kph sessions were performed at the
end of the session. In this case the response may have worsened as a result of
driver tiredness. The experiments ran from 20:30 through to midnight immediately
following a 5-6 hour journey to the bridge.

These are possible explanations for why 70 kph appears like a critical driv-
ing speed at two of the bridges where a generally high response was observed.
Note that the road surface at Nergysund was notably of a poorer condition than at
Helgeland. This might explain the relatively high response despite the mean wind
speed being significantly lower (~15 m/s at Neergysund vs. ~25 m/s at Helgeland,
omitting clipped values).

In every case where the 30 kph speed was used, the mean and peak response
values are consistently low with peaks only just exceeding Brandt et al. [32]'s
threshold values (see Helgeland - 30 and Tjeldsund 1 - 30 in AA, and all 30 kph
bars in Aw,). The effect of lane also seems to be reduced at the driving speed of
30 kph. Comparing peak AA, at 80 kph (or 75) with 30 kph at locations where
both are available:

* Halogaland: 1.34 vs. 0.51
* Hardanger: 2.79 vs. 0.55
* Helgeland: 1.21 vs. 0.67
* Neergysund: 1.10 vs. 0.52
Tjeldsund (Data set 2 vs. 1): 1.66 vs. 0.90

Increases between 80% (Helgeland) and 407% (Hardanger) in peak AA, have
therefore been observed between driving at 30 kph and 80 kph.

The mean values of AA, at each bridge lie within the small-signal range and
there are only 7 data points from bridge data (i.e. not including the land-based
measurements at Dovre and Frgya) where maximum values of AA, exceed the up-
per boundary of this range (AA, =1 m/ s2). At Dolmsund (80 kph) and Hardanger
(75 kph) the peak values exceed this range in both lanes, suggesting perhaps that
the high values are not simply outliers (some of which will be discussed in Section
10.6: Extreme Values). It will be seen in Chapter 12 that there was a higher level of
turbulence at these bridges due to the far-field upstream topography (Hardanger)
and the bluff shape of the cross-section (Dolmsund).

10.5 Roll response

Figure 10.3 shows the variance in the roll response between repetitions. As dis-
cussed in Chapter 3, the roll rate signal is typically repeatable over a given stretch
of road in the still-wind case. Any variance between repetitions would therefore
suggest that there is another perturbing force (i.e. aerodynamic forces).



186 CHAPTER 10. RESPONSE ON MAIN SPANS

Accordingly, in Figure 10.3 the Dovre 1 results are the absolute lowest (var(w, ) ~
0.02 deg/s), reinforcing the theory that the variance between roll response repe-
titions is a good indicator of aerodynamic perturbation. The difference between
Dovre 1 and Dovre 2 (&~ 0.13 deg/s) highlights this even more. While they are
different segments of the same road, they are adjacent to one another and of a
similar consistent quality of road and composition of curves. The difference be-
tween them in terms of variance in roll response is very likely due to wind-induced
perturbations.

The effect of speed and lane in var(w, ) appears to be consistent with the han-
dling response plots. There is always a critical lane and the amplitude-of-change
values increase monotonically with driving speed apart from in the critical lanes of
Helgeland and Naergysund where the peaks lie at 60 and 70 kph respectively.

Dolmsund, Helgeland, Neergysund and Tjeldsund stand out as the critical cases.
Dolmsund looks like an outlier with almost twice the value of the next highest
values at Neergysund and Tjeldsund. The wind-induced response was significant at
this bridge due to the bridge’s blunt cross-section.

I Ref. Median - Windward ———— Mean - Dovre 1
I Ref. Median - Leeward
0.6 -
0.5
0.4
0.3

0.2
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Figure 10.3: A comparison of variability in the roll rate within the reference seg-
ment at each test location. The letter L is used to indicate fixed-base roads as
opposed to bridges.
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10.6 Extreme Values

There are some extreme values in the bar charts just presented. Firstly, there is the
high peak value of AA, ~ 3.5 m/ s2 in the leeward lane of Helgeland 60, which
is much higher than it’s windward counterpart and therefore looks like an outlier.
An inspection of the response profile (not plotted, as only the data from 80kph is
plotted in Figure 9.12) reveals the repetition where this peak was recorded. The
change-of-amplitude of wind AV, and the response AA, and Aw, look like they
do at the towers (a hat shape) and there are two of them closely spaced (<50 m).
These have been identified as the wake of two tractor-trailers driving in succession
(as was noted in the field notes). It will be seen in Chapter 11 that AA, ~ 3.5 m/s?
is closer to the expected value of response to inverse gusts in the wake of bridge
towers rather than that expected on the main span.

Below the outlier at Helgeland 60, there is a second highest maximum value in
the leeward lane of Hardanger 75 with AA, ~ 2.8 m/ s2. This repetition was also
noted in the field notes, in this case because a front-axle skid was observed. Ac-
cording to the test driver and an accompanying passenger, the front wheels slipped
a short distance laterally before regaining traction. In this case, traction — and
steering control — was regained quickly before the vehicle struck the safety barrier.
In fact, from observation, the vehicle remained quite well within the driving lane
and far from the barrier. Nonetheless, from a traffic safety perspective, this event
is unacceptable. It was very uncomfortable and could have had dire consequences
given a different traffic situation. It is also plausible that some drivers may respond
unfavourably in such situations. A rear-axle skid (oversteer) could have had even
more severe consequences.

A brief investigation of the front-axle skid event

The repetition where this occurred has been isolated and plotted in Figure 10.4.
The cause of the slip event is clear to see at X;, =400 m where a sharp step-change
in wind speed is seen (AV,, = 18 m/s). This appears to be an eddy/gust in the
oncoming wind and has no apparent relation to any geometrical feature of the
bridge or be the result of an obvious feature of the local topography.

The lateral position of the vehicle has been plotted on the second to last set of
axes. Only raw position data is available at the Hardanger bridge (the Racelogic
Kalman filter cannot be initialised when travelling between two tunnels). There-
fore, the position data is rather noisy and it seems to be particularly noisy around
the slip event. It is difficult to say if the vehicle was shifted laterally by a significant
amount (>0.5 m) from this gust. The heading angle on the last set of axes does
show that the yaw/rotation of the vehicle changed by about 2° as a result of the
gust.
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The wind data in Figure 10.4 shows that the wind dropped to zero immediately
preceding the sharp increase in wind speed (recall that the vehicle drives from right
to left in the figure in the leeward lane). The natural driver reaction is to straighten
the wheels as there is no longer a need to counteract the force from the crosswind.
This is evident in the plot of wheel angle & shown on the last set of axes where the
1.5 to 2.0 degrees needed to balance the crosswind and drainage angle is reduced
to 1 degree (drainage angle only) immediately preceding the gust. The sharp wind
then strikes while the front tyres are at a low slip angle and unable to produce the
necessary lateral steering force to counteract the lateral aerodynamic force.

10.7 Conclusions

The response of the test vehicle to crosswinds on the main span of bridges has been
observed to be a function of the driving direction, the lane (lateral position on the
girder) and the driving speed:

* The mean resultant response of the vehicle-driver system on the main span
of a bridge is a function of the driving direction when winds are skew.

— The skew winds at Helgeland (120-135°) lead to a difference of 57% in
mean AA, between the two lanes at a driving speed of 70 kph.

- At Neergysund (65-70°), the equivalent value is 104% at the same driv-
ing speed.

* The mean resultant response is sometimes also a function of lane (wind-
ward/leeward position on the girder), especially where the girder has a bluff
section.

- At Dolmsund, a difference of 32% in mean AA, was found between the
windward and leeward lanes most likely due to increased turbulence in
the leeward lane caused by separation of the flow over the deck.

* In general, the mean and peak response (both AA, and Aw,) values increase
monotonically with speed.

— Driving at 80 kph has been seen to increase the mean AA, by between
80% (Helgeland) and 407% (Hardanger) compared to 30 kph. This
corresponds well with expectation derived from the theory on vehicle-
driver crosswind sensitivity presented in Chapter 2. Crosswind sensitiv-
ity increases with driving speed.

— The effect of driving speed is less pronounced between 60, 70 and 80
kph.
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Figure 10.4: An example of a tyre slip event at the Hardanger bridge.

Note: A, signal has been low-pass filtered with a Butterworth filter with a cut-off frequency of 5 Hz.
va : lateral position of vehicle on Y}, axis.
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A front-axle skid event was observed on the Hardanger bridge where AA,, =
2.8 m/s? was observed (Aw, = 4.9°/s).

— The skid event was caused by a sudden 18 m/s step-increase in wind
speed that followed shortly after the wind speed fell close to zero.

A high response (AA, = 3.51 m/s®, Aw, = 3.03°/s) was observed at the
Helgeland bridge in response to the inverse gusts created in the wakes of
two oncoming tractor-trailers passing in the windward lane.

The variance in the roll rate signal between repetitions was shown to be a
good proxy for wind-induced resultant response (as opposed to road-induced).

— The variance for the still-wind case at Dovre 1 was 0.02 deg/s. Values
higher than this may therefore indicate the presence of wind perturba-
tions.

Some conclusions can be drawn from a regulatory perspective if traffic regulations
are to be dependent on measured wind conditions. Based on the empirical evidence
presented in this chapter:

It is important to consider the skewness of the wind and its effect on the
resultant response in each driving direction.

The girder-induced turbulence may make certain lanes more critical than
others.

The driving speed can have a significant impact on resultant response (up to
a 4x increase in average response from 30 to 80 kph).

Vehicles in the windward lanes of a bridge act like obstacles to the wind. Their
wakes can induce a significant vehicle-driver response for those travelling in
the leeward lanes.

A sudden, high amplitude gust has been observed to cause a front-axle skid.
This will be followed up in Chapter 12 where it will be seen that critical gusts
could potentially be predicted by in-situ monitoring of wind statistics.



Chapter 11

Response to predictable gusts

In Chapter 2, it was posited that drivers struggle to compensate for aerodynamic
perturbations within a certain frequency range (0.5 to 2 Hz, [170]) and that the
reduced frequency range from 0.05 to 0.5 is critical to the crosswind sensitivity
of road vehicles [178]. In this chapter, the inverse gusts observed in the wakes
of towers, cable support piers and a counterweight structure (a unique feature of
the Tjeldsund bridge) are used to study the frequency- and reduced frequency-
dependency of vehicle-driver response. These gusts caused some of the highest
resultant response values seen in the current data sets. This is evident from the
hat-shaped features in the signals AA,, Aw, and Aw, in Figures 9.1 through 9.16.

It will be shown that the identified inverse gusts at towers, support piers and
the counterweight are typically within the critical frequency range when driving at
the speed limit on Norwegian road bridges. On the other hand, gusts observed at
the abutments (step-shaped) or in the wake of cables and hangers (inverse gusts)
are typically further from the limits of the critical range (or near the outer bounds)
and do not induce an equally significant response. The case of the Tjeldsund bridge
is also discussed, where — due to the design of the bridge — there is a clustering of
multiple critical gusts across multiple short segments of the girder. Driving across
the Tjeldsund bridge was experienced as being on the limit of handling stability
during the field session.

11.1 Response to identified gusts

The peak values of |A, |, |w,|, |w,| and peak values of AA,, Aw, and Aw, (quan-
tities defined in Chapter 9) have been collated and sorted by speed for each repe-
tition/signal when the vehicle passed one of the towers, counterweights or cable
support piers . The peaks are calculated as the maximum value within 50 m either
side of the centre-point of each bridge feature (tower, counterweight or cable sup-
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port pier). A peak gust amplitude AV, is defined in the same way for each case as
well.

The absolute peaks have been plotted as a function of amplitude-of-change (A)
peaks in Figure 11.1. The relationship Peak = Max. /2 is derived from this — which
is logical for oscillations about zero — and allows for an approximate comparison
of MacAdam et al.’s results (presented as peak values) and Brandt et al.’s results
(presented as amplitude-of-change). MacAdam et al. [135] ranked the controlla-
bility of a vehicle in response to a crosswind gauntlet and Brandt et al. [32] found
the minimum level of response necessary to classify the response to a given gust as
an instability event.

MacAdam et al.’s 4/10 response ratings (|A, |, |w,|) have each been translated
to an equivalent amplitude-of-change (AA,, Aw,) using a linear fit between peak
value and amplitude-of-change (see 4/10 Equiv. in Figure 11.1). The same trans-
lation has been done for the P.; line, which describes the minimum roll-only re-
sponse necessary to cause discomfort to seated railway passengers in a transition
curve (used here for lack of a better reference value on roll rate).

Placing the front-axle skid event

As an additional reference, the peak absolute values of A, w,, and w, and peak
values of AA,, Aw, and Aw, during the front-axle skid event at the Hardanger
bridge are plotted as horizontal lines in Figures 11.1 and 11.2 respectively (Iabelled
E Skid). The skid lines lie close to both of the MacAdam 4/10 lines (Ay and w,)
and the P.; = 1 line in Figure 11.1. This means that a vehicle configuration that
was deemed 4/10 uncontrollable through an artificial crosswind gauntlet had the
same peak response as the current test vehicle did during a front-axle skid event on
the Hardanger bridge. This is surprising, as 4/10 suggests there is a 60% margin
to driver-perceived complete loss of control. Perhaps this indicates that 4/10 on
MacAdam et al.’s scale is already too high a value to be classified as safe under
straight-line driving.

Response as a function of gust amplitude

The amplitude-of-change peaks have been plotted as a function of the gust ampli-
tude AV, for each of the towers, counterweight and cable support piers in Figure
11.2. Brandt et al.’s [32] values and MacAdam et al.’s [135] equivalent 4/10 con-
trollability values have been plotted for reference as horizontal lines.

Figure 11.2 shows that there is generally a positive relationship between gust
amplitude and the response values AA,, Aw, and Aw,, though there is a signif-
icant amount of scatter. For steady aerodynamics and linear handling dynamics it
could be hypothesised that the response — which is a function of aerodynamic load-
ing — will grow with the square of the gust amplitude (using basic aerodynamic
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Figure 11.1: A comparison of gust amplitude with peak absolute response at the
towers.

MacAdam et al. [135] ranked controllability on a scale from 0 — no wind effect, to 10 — uncontrollable. The Pcy =1
line shows the level of pure roll motion necessary for 1% of seated passengers to feel discomfort on a railway
transition curve according to [6].
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Figure 11.2: A comparison of gust amplitude with response amplitude-of-change
at the towers.

Brandt et al. [32] found the level of AA, and Aw, at which test drivers of a modern SUV on a test track in
natural winds identified “instability events”. MacAdam et al. [135] ranked controllability on a scale from 0 —
no wind effect, to 10 — uncontrollable. The Poy = 1 line shows the level of pure roll motion necessary for 1% of
seated passengers to feel discomfort on a railway transition curve according to [6]. Where more than 5% of the
anemometer data within a given repetition is clipped, the data point is plotted with a reduced marker size which
appears like a small dot.
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coefficient theory [19]). This is explained further and tested in Section 11.3. It is
thought that unsteady aerodynamics and driver steering input are responsible for
some of the scatter and that this becomes apparent as a function of frequency and
reduced frequency.

It is noted here for later reference that the highest values of AA,, Aw, and
Aw, are generally seen in response to gusts above 5-7 m/s in amplitude. In AA,,
there are no data points below the front skid line on the vertical axis that are also
below AV, =~ 7 m/s on the horizontal axis. The same can be stated of Aw, for
both the front skid line and MacAdam’s 4/10 equivalent.

11.2 A possible sensory threshold

In Brandt et al.’s study, the drivers were actively looking to identify instability
events. The resulting values that were proposed to identify such events could be
interpreted as the lower threshold for which crosswind effects can be identified by
human drivers. In other words, Brandt et al. [32] found the sensory threshold.

Using this proposed classification and Figure 11.2, it is almost exclusively at 30
kph that the effect of the crosswind gust is under this sensory threshold. In fact, 74
of 84 data points below the AA, = 0.58 m/ s? threshold were observed at 30 kph
(and 43 of 52 points below the Aw, = 0.84 threshold at 30 kph).

This corresponds well with the collective experience from the field experiments.
The effect of the inverse gust at the towers was almost always felt unless driving
at 30 kph. At this low driving speed, the effect of the tower could generally not
be sensed from the vehicle’s motion, but rather from audiovisual cues (i.e. wind-
induced cabin noise and visually observing the tower as it passes). It would appear
from Figure 11.2 that some 30 kph data points are above the sensory threshold
(AA,), but generally only when AV, is above 10-15 m/s (very high).

11.3 Wakes: towers & support structures

The 396 recordings of inverse gusts seen in wake flows captured during the current
field experiments provide a unique opportunity to study the unsteady dynamics of
the vehicle-wind-driver system. The inverse gusts observed in the wake of the
towers, counterweight and cable support piers are fairly consistent in shape and
can be approximated by a single, two-piece cosine as can be seen in Figure 11.3a.

For each data point in Figures 11.1 and 11.2 (i.e. for each case where the
vehicle passed through an inverse gust caused by the obstruction of the flow by
a geometrical feature of the bridge), the wind magnitude is plotted and a semi-
automated fitting procedure is followed (to be explained next). The red curves f;
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in Figure 11.3 are defined by 6 parameters v,_ for a discrete domain x; (see Figure
11.3a for the definitions of v;_¢):

V4 vi—w; < x; <1
o+ 2% (1-cos [ ) v <<y

fi={ve+ 252 (1—cos[ﬂ523__vzi)]) Vo <X =V3 (Ll
Ve V3 < X; S vzt wy
NaN x; <vy—w;and x; > v3 +w;

where w; is the width of a constant value lip at the beginning and end of the
two-piece cosine. MATLAB’s fmincon optimisation function is used to find values
of v;_g that minimise the root-squared error between the fit and the measured gust
profile. A simple GUI is designed for manual adjustment of the fit whereby:

* the initial parameters of the optimisation can be changed v;_¢, and

* the width of the lips can be varied w,;. The widths of the lips w; are fixed for
each optimisation, but can be adjusted to obtain a new optimisation result.

Adjustments sliders and a live-updating plot are used to manually find initial pa-
rameters and a lip width that give acceptable optimisation results. Generally, little
to no improvement can be achieved through adjustment, though in a few cases an
appropriate fit can be achieved where the initial optimisation fails to do so. The
fit quality (acceptable or not) is then manually evaluated for each of the 396 fits.
Only those considered acceptable were used further.

Figure 11.3a shows an example of a very good fit. Figure 11.3b shows an exam-
ple of where the anti-spike algorithm in the WindMaster anemometer has affected
the measurements. The approximation in Figure 11.3b is deemed acceptable as
the period v5 — v, is a fairly good estimate of the period of the gust. Figure 11.3c
shows an example of a situation where the fit is deemed unacceptable.

The timestamps at v; and v are used to estimate the period of the gust and
the reciprocal of this period gives a heuristic for the frequency of the gust from the
moving vehicle’s perspective. Of the 396 possible fits, 280 are deemed acceptable.

Normalisation of acceleration

The resultant responses AA,, to each gust can be normalised by the gust amplitude.
Aerodynamic loads are typically characterised by coefficients [19]:

F
%p U24°

Cp = (11.2)
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(a) A good fit at Halogaland, Right Tower (North), Windward Lane, at 30 kph.
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(b) An acceptable fit at Halogaland, Right Tower (North), Windward Lane, at 60 kph.
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Figure 11.3: Examples of fitting a two-piece sinusoidal gust to the measured data.
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where Cy is the aerodynamic force coefficient for the force F, p is the density of
the fluid, U is the freestream velocity and A is a chosen characteristic area for
the object in the flow. For a fixed density (which can typically be assumed) and
a fixed geometrical dimension (length scale/area of an object or feature of the
flow) the force F scales with the coefficient and the square of the wind speed. For
road vehicles, it has been shown that the aerodynamic coefficient is a function the
incident yaw angle (see for example Baker [22]). For small angles, the coefficients
have an approximately linear relationship with said incidence angle (up to about
40° for the side force coefficient).

By normalising the resultants plotted in Figure 11.1 and 11.2, it is expected that
effects that do not scale with the incoming velocity will be recovered — for example
the incident yaw angle and frequency dependencies. A non-dimensional resultant
change in lateral acceleration is defined:

. mAAy
AA, = T o oa (11.3)
3P (AV, )24,

where m is the vehicle’s mass (2,780 kg), p = 1.225 kg/m? and A; is the projected
area of the side of the vehicle (A, =13.4 m?).

Critical frequency range

The normalised change of lateral acceleration A/A\y for each of the inverse gusts has
been plotted as a function of both the absolute frequency f as well as the reduced
frequency k; in Figures 11.4 and 11.5 respectively.

Frequency

The majority of the data points in Figure 11.4, representing the response in the
wake of the towers, cable support piers and the counterweight, lie in the critical
range for driver control. These wake-induced responses are some of the highest
values (most extreme) of AA,, Aw, and Aw, in the response profiles of Figures
9.1 through 9.16. The fact that the majority (216 of 280) of these extreme responses
lie in the range 0.5 to 2 Hz supports the suggestion that this range is critical for
wind-induced vehicle-driver handling response. The four highest values of AAy
are fairly closely spaced on the frequency axis (approximately centred about 1.25
Hz), showing that gusts near this frequency are perhaps even more critical.

The grey bars drawn behind the scatter plot (Figure 11.4) show the maximum
value plotted within each 1/4 Hz bin. The majority of bars that are higher than the
g5th percentile value (of all data points) are within the critical range (5/7). The
remaining two bars fall in the range 2.25-2.75 Hz, which was not posited as part of
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the critical range in Chapter 2. It is now clear that these higher frequencies should
not be disregarded.

Schaible [170] concluded that the driver has no effect on the handling response
to perturbations above 2 Hz and in Chapter 2 it was assumed that perturbations
above 2 Hz would be negligible in magnitude (due to the low amplitude gain of the
vehicle’s handling frequency response function and the decay of turbulent wind en-
ergy with smaller scales). In reality, these higher frequency perturbations are not
negligible and the driver’s compensatory steering (which is limited to lower fre-
quencies according to Schaible [170]) is not sufficient to avoid a high resultant
response (i.e. to avoid attaining values in the top 5% of the overall data set pre-
sented here).

Additional data points across the plotted frequency domain are needed to draw
more concrete and statistically significant conclusions. There are only 45 data
points above 1.75 Hz. The comparison between different bins would be further
convincing with more data points and/or an even distribution across the frequency
domain. This should be prioritised in future studies.

Max. per bin (1/4 Hz width) ¢ Helgeland ———g5th percentile (all data)
% Halogaland > Neargysund —-—-— f=0.5Hz
v Hardanger x  Tjeldsund f=2Hz
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100 - i T
i
|
80 - :
i
|
60 + }
<<5'3 ‘
|
< | s
40 + |
i
|
i
i

Figure 11.4: Non-dimensional resultant amplitude-of-change of lateral accelera-
tion as a function of the absolute frequency of gusts (in wake flow).
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Reduced frequency

Figure 11.5 shows the same data points as shown in Figure 11.4 plotted against
a reduced frequency axis k; instead of absolute frequency f. Just above half of
the data points (154/280) are within the previously identified range for critical
turbulence length scales: 0.05 to 0.5 ([178], see Chapter 2). However, there are
also a significant number of points (120/280) above k; = 0.5 and many of these
are associated with a high response (AAy > 10).

Again, grey bars have been drawn to show the maximum value observed within
bins (1/8™ width). There are 2 bars that extend above the 95" percentile value
within the proposed critical range (0.05 to 0.5) and 3 bars that lie above k; = 0.5
in the range 0.5 to 1. This would suggest that the range 0.5 to 1 is also critical to
vehicle-driver crosswind sensitivity. The 2 bars within the proposed critical range
span the k¢-axis from 0.25 (4 vehicle lengths) to 0.5 (2 vehicle lengths), giving an
overall critical range of 0.25 to 1 (or 1 to 4 vehicle lengths) based on 95™ percentile
values of the current data.

This does not necessarily contradict the summary conclusion presented by Sims-
Williams [178] discussed in Chapter 2. He concluded that the crosswind sensitivity
of vehicles is critical in response to gusts with length scales between 2 to 20 vehicle
lengths. The wind’s spectral energy is high at these scales, vehicle response is
not quasi-steady, aerodynamic loads may be unsteady and the suspension natural
frequency typically lies in this range as well. While all these statements may hold
true, the effect of the driver is not considered, nor is the unique, inhomogeneous
wind field that has been observed on bridges in this thesis. From the current results
with a driver, it would appear that gusts of higher reduced frequencies (up to 1,
or down to length scales of 1 vehicle length) may also be important and that the
larger length scales (from 4 to 20 vehicle lengths) are less so.

As was noted in the discussion of frequency effects above, it would be useful
to have a more even distribution of points along the horizontal (k) axis. This is
difficult to achieve using field experiments like the ones presented in this work as
it requires finding gusts of specified dimensions in the field. It may be possible to
predict gust dimensions based on geometrical details (of the towers, support piers,
or similar as will be discussed in Chapter 13) and to find the required scales on
bridges in Norway. This is an opportunity for further study.

Based on the current results attained with a real driver in the field, the most
critical (95" percentile) handling responses to wind perturbations are due to gusts
with length scales between 1 and 4 vehicle lengths.

Driver contribution

The absolute highest points (AAy) in Figure 11.5 are from the left-hand (western)
tower at the Tjeldsund bridge. It will be discussed in Section 11.6 that the driver



11.3. WAKES: TOWERS & SUPPORT STRUCTURES 201
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Figure 11.5: Non-dimensional resultant amplitude-of-change of lateral accelera-
tion as a function of the reduced frequency of gusts (in wake flow).
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is under increased workload between X; = —400 and —100 m due to the close
proximity of the tower, cable support piers and counterweight to one another along
the girder. The driver input could therefore be a significant contributor to the high
resultant response seen here.

The next two highest points are from the Neergysund bridge. There is no reason
to believe that the aerodynamic forces were higher here than at any of the other
towers at the same frequency (noting caution here, because angle of incidence of
the wind has not been considered in the analysis).

However, the Nergysund field session was the first one that involved driving
through the wakes of bridge towers. Therefore, it could the inexperienced test
driver that made a significant contribution to the high resultant responses recorded
at Nergysund. There is also an expansion joint at each of the towers, which was
noted to induce a vehicle response in addition to the aerodynamic perturbation.

Gust amplification by headland effect

A local effect that was characterised at the northern approach to the Halogaland
bridge in Chapter 8 was the acceleration of flow around the headland below/upstream
of the bridge deck. This had the effect of increasing the mean wind speed near the
northern tower and the gust amplitude resulting from the tower’s wake. The result
is a response that is significantly higher on passing the northern tower in compari-
son to the southern tower.

Figures 9.7 and 9.8 show that in AA, the mean value at the North tower is 3.23
m/s? versus 2.23 m/s? at the South in the windward lane. In the leeward lane the
respective values are 2.99 versus 2.79. The response is high at both towers, but
the headland acceleration of the flow increases the response at the North tower by
20-40%, having the biggest effect in the windward lane.

In fact, the four data points above MacAdam et al.’s equivalent 4/10 value
(Aw,) from the Hélogaland bridge in Figure 11.2 are all from the North tower.
These are also some of the absolute highest values seen across all data sets (in AA,,
and Aw,). This demonstrates the importance of inhomogeneities in the wind field
across the bridge span to evaluations of vehicle safety.

Summary on unsteady dynamics

The current analysis, using a heuristic to establish the frequency of observed gusts
supports the theory that there are critical ranges of frequency f and reduced fre-
quency k; for vehicle-driver crosswind sensitivity. There is strong evidence to sup-
port the conclusions of Schaible [170], that drivers have a tendency to respond
adversely to perturbations in the frequency range from 0.5 to 2 Hz and have little
to no effect on response beyond 2 Hz. It has been shown here that the most severe
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handling responses (95" percentile) to inverse gusts behind towers, support piers
and a counterweight structure are seen between 0.5 and 2.75 Hz.

A slightly different reduced frequency range to that proposed by Sims-Williams
[178] has been found to be critical for the test vehicle on the bridges visited in
this work. He suggested that 2-20 vehicle lengths can generally be considered the
range in which vehicles are most sensitive to crosswinds. For the real vehicle-driver
system used here, the most severe handling responses are observed for gusts of 1-4
vehicle lengths.

11.4 Wakes: cables & hangers

In the windward lanes at Helgeland and Halogaland (Figures 8.12 and 8.8), there
are small dips in the wind magnitude that have been identified as the wakes of
the cable stays and hangers respectively. Due to the limited spatial resolution of
the signals, it is difficult to estimate the spatial dimension of these inverse gusts.
An approximate value of 1 m has been determined based on a series of manual
inspections of the signals at each bridge. The frequency and reduced frequency of
these gusts can thus be approximated:

« At30kph, f =8Hz, k; =~7
* At80kph, f =22 Hz, k; =~7

At both driving speeds, the frequency and reduced frequency are therefore well
above the upper limits of each respective critical range. Upon inspection of the
raw (unfiltered) lateral acceleration, yaw rate and roll rate signals, there is no
identifiable response of the vehicle to these wakes. This reinforces the theory that
the identified ranges of reduced frequency k; and frequency f are indeed critical.

11.5 Gusts at the abutments

In Chapter 8, a heightened value of AV,, was characterised at a number of the
abutments. An abutment is where the roadway transitions from the bridge deck to
a fixed base. Typically, a finite, artificial embankment exists (on the land-side of the
abutment) and has the effect of shielding the wind such that there is a step in the
wind magnitude across the abutment. This can be shown to look like a half-period
of a cosine, which allows for a similar characterisation of the gust frequency as the
inverse gusts discussed above.

Figure 11.6 shows an example of the half-cosine gust profile seen at the north-
ern abutment of the Helgeland bridge. The topography in this example is not the
typical artificial embankment described above, but instead the girder makes land-
fall at the top of a steep slope.
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Regardless of the specific topography, the roadway transitions from a fixed-base
— where the surrounding topography, fauna and structures provide a shielding ef-
fect — to an elevated bridge girder — where the wind can flow both above and below
the road surface. A step change in wind speed is often observed at such a transi-
tion from land to girder-based road independent of the specific local topography
(embankment, cliff, steep drop-off or otherwise).

Gust fitting at the abutments

A similar fitting procedure to the one in Figure 11.6 is applied to the wind speed
at each abutment in all data sets. The results are tabulated in Table 11.1 where
only the fittings that are deemed acceptable have been included. For the case of
the abutment fitting procedure, the fit is deemed acceptable if the half-cosine step
can be clearly distinguished from the variations in wind speed surrounding the
abutment.

For each acceptable case, the width of the step (or the half-period of the cosine)
Dgys/2 is taken from the half-cosine fit as well as the amplitude (from peak to
trough) A,y The typical vehicle speed over the abutment (which may differ from
the speed limit due to the curvature of the road or the need to accelerate from a
start point near the abutment) is estimated by inspection at the abutment location
using Figures 9.1 to 9.16.

A single frequency f and reduced frequency k¢ is then calculated in each row
of Table 11.1 based on the dimension of the gust D, and the vehicle speed V.
Next to these values are binary numbers that indicate whether or not f and k; are
within the critical ranges identified in Chapter 2. As can be seen by inspection of
the table, 5 out of 9 are within both critical ranges, and so a wind-related response
feature is expected at these abutments.

It is assumed that the gusts do not change in spatial dimension within the dura-
tion of the experiments (stationarity). Consequently, the gust fitting is performed
using the 30 kph data, to take advantage of the higher spatial resolution, and the
temporal period (and frequency) is calculated using the driving speed indicated in
the table.

Analysis

Next to the column of binary indicators, there are three columns describing whether
or not a distinct response can be seen at the abutments in the signals A, w, and
w, (at the indicated driving speed). For example, at the Halogaland bridge, an
oscillatory response can be seen in both A, and w, immediately to the left of the
abutment in Figure 9.8. The oscillations are visible in the mean curve (suggesting
repeatability) and are clearly distinguishable from the signals nearby.
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Table 11.1: Characterisations of gusts and response observed at the abutments.

Data set Lane! Abutment? Dgyst/2 3 Agust v,* ID
[m]  [m/s] [m/s]

Hélogaland LW R/North 1414 874 80 a.
Hardanger WW R/North 1728 9.02 80 b
Hardanger Iw R/North 469 580 80 c
Hardanger LW L/South 2498 534 60 d
Helgeland WW R/North 22.34 15.16 60 e
Helgeland Iw R/North 25.26 15.84 60 f.
Helgeland Lw L/South 74.15 21.71 60 g.
Neaergysund ~WW L/West 13.54 267 70 h.
Tjeldsund 2 LW L/West 848 827 50 i

ID f k¢ Threshold® Lateral®  Yaw® Roll®

[HZ] f/kf Ay Wy Wy

a. 0.79 0.24 1/1 Yes Likely Yes

b. 0.64 0.20 1/1 Likely Likely  Likely

c. 237 0.72 1/1 Unclear No Unclear

d. 033 0.14 0/1 Likely No Yes

e. 0.37 0.15 0/1 Likely No Yes

£ 0.33 0.14 0/1 Likely No Yes

g. 0.11 0.05 0/0 Unclear Unclear Unclear

h. 0.72 0.25 1/1 Yes Likely Yes

i. 0.82 040 1/1 Yes No Yes

LLW - leeward, WW - windward.

2R/L indicates right/left in the profile plot (Figures 9.1 to 9.16).

3 The half-period of the cosine fit.
4 Taken to the nearest 10kph from inspection of Figures 9.1 to 9.16.

51 - indicates value is within critical f / ks range (0.5 < f < 2.0 and 0.05 <
kf < 0.5), 0 - indicates values lies outside critical range.
6 A (damped) oscillatory response starting at or near the abutment can be
identified upon inspection of the appropriate Figure (9.1 through 9.16).
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Figure 11.6: Fitting a half-cosine to the wind profile at the right, northern abutment
of the Helgeland bridge (wind measured at 30 kph).

Note that T is the distance along the roadway (a curvilinear axis) and is in this case defined such that T =0 m
near the abutment shown to the right (north) in Figure 9.12. The location of the abutment is indicated using a
solid vertical black line. Instead of performing the fitting on each individual repetition, a mean curve has been
used and the 95% confidence interval has been plotted as a shaded region.

This is suggestive of a response to an impulse-like perturbation at the abutment
given that the driving direction is from right to left in Figure 9.8 (the oscillatory
response follows the perturbation). This is very clear in the lateral acceleration and
roll rate signals, but less so in the yaw rate. There are no expansion joints, or similar
undulations in the roadway at any of the tabulated abutments. It is expected that
the perturbation causing the oscillatory response in each case is an aerodynamic
one.

It can be seen from the table that the binary indicators are fairly good predictors
of a distinct yaw rate response. Where the indicators read 0/0 or 0/1, the yaw
column shows No or Unclear and where the indicators read 1/1 the yaw column
more often shows Likely (for 3 of 5 cases of 1/1). Aroll response is evident in almost
all cases (Yes in 6 of 9 rows), suggesting that there is an aerodynamic perturbation
in most cases, yet it is only those within the critical frequency range where the yaw
response is likely to be significant. The lateral acceleration response is also more
clearly distinguishable (more likely to be Yes) if the frequency is critical (3 of 5 in
the critical range versus 0 of 4 outside).

Note that the 2 of 5 critical range cases that are marked Likely or Unclear instead
of Yes are at the Hardanger bridge, where the step change in wind speed results from
entry/exit from a tunnel and is in close proximity to the tower wake. The tower’s
wake is in such close proximity that it is difficult to distinguish between a response
induced by the tower wake and one induced by a step change at the abutment.

In the Helgeland, LW, L/South row (g.) the responses are marked Unclear. The
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reason why is given by looking at Figure 11.7 where each response is plotted along
the road axis. The nature of the response certainly changes across the abutment
line, but there is no distinct, repeatable oscillatory behaviour. Instead, there is
generally more stochastic oscillation on the right side of the abutment line than
on the left. Looking at Figure 8.26, there is an increase in turbulence in addition
to the step change in mean wind magnitude (at very low frequency, 0.11 Hz with
k¢ =0.01). This likely explains the change in the behaviour of the vehicle response
signals.
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Figure 11.7: A closer look at the response at the southern abutment of the Helge-
land bridge.

Note: raw signals have been low-pass filtered with a Butterworth filter with a cut-off frequency of 5 Hz.

Summary

There are few clear examples of the half-cosine step change in wind magnitude
(9 out of a possible 28) and even fewer that are isolated from other aerodynamic
influences like the tower wake or increased turbulence. Nonetheless, Table 11.1
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suggests that the clearest examples of adverse, wind-induced handling response
are within the proposed critical frequency range.

In the current data set, the clearest examples of oscillatory handling response
resulting from a half-cosine step change in wind magnitude (i.e. rows with Yes-
Likely-Yes in the last three columns) are observed at the northern abutment of the
Halogaland bridge and the western abutment of the Neergysund bridge where f =
0.79 and 0.72 Hz and k; = 0.24 and 0.25 respectively.

11.6 Clustering of critical gusts at Tjeldsund

The Tjeldsund bridge is the bridge that was felt to be the least safe to cross dur-
ing the field sessions. It was noted by the test driver that the vehicle was on the
verge of losing stability on multiple occasions. The bridge was closed shortly after
the measurements presented in this work were recorded because the wind speed
increased further (beyond the 32 m/s threshold set for the Tjeldsund bridge). The
closure of the bridge was viewed as appropriate in response to the increase in wind
speed at the time of the experiment.

The highest values of AA, = 4.49 m/s? and Aw, = 9.39 deg/s recorded in
all data sets (at any point on the bridges) were recorded at the Tjeldsund bridge
in response to a gust with a mere amplitude of 7.2 m/s. In fact, there are high
resultants (above the equivalent of MacAdam et al.’s 4/10 controllable rating and
the front-axle skid line) in response to gust amplitudes ranging from 7 m/s to 25
m/s. One possible explanation for this wide range could be the contribution of the
driver to the resultant response.

Figure 11.8 shows the PDF of the amplitude-of-change of the lateral acceler-
ation and yaw rate for the wakes at the Hélogaland bridge (behind both towers
in each of the lanes at 80 kph) versus those on the Tjeldsund bridge (including
the towers, the counterweight and cable support piers at 70 kph). The mean of
the distribution is in fact higher at Halogaland than at Tjeldsund even though the
Tjeldsund bridge was perceived as much more difficult to cross.

The sequence of events at Tjeldsund are very different to those at Halogaland.
Comparing Figures 9.7 and 9.8 from Halogaland with 9.15 and 9.16 from Tjeldsund
there are some key differences. At Halogaland there are no significant features in
the amplitude-of-change signals (peaks or hat-shaped impulses) other than those
at the towers. The bridge is long and the time spent driving between the towers is
approximately 50-60 seconds at 70 kph.

At Tjeldsund there are in fact 7 significant features, two at the towers, two at the
cable support piers, one at the counterweight as well as two more at the transition
from the curved road (at the abutments) to the straight roadway on the bridge deck
(the peak in the amplitude-of-change signals here is a result of the short-radius road
curvature). Between the left (western) tower, cable support pier and counterweight



11.7. CONCLUSIONS 209

Mean

Halogaland M Tjeldsund Mean
0.6 0.6

0.4+t

PDF
PDF

0 2 4 0 5 10
AA, [m/s% Aw, [deg/s]
(a) Lateral acceleration (b) Yaw rate

Figure 11.8: A comparison of the response in the Halogaland and Tjeldsund wake
flows.

there is a spacing of roughly 90 m between each, giving approximately 4.5 seconds
of recovery time between each at 70 kph. The time between the towers is also
relatively short at 13 s, while the 4.5 s value also applies between the eastern
tower and cable support pier. The peak at the western transition curve is in turn
only 5 s beyond this. The repeated and successive clusters of peaks is likely to
require significant concentration and energy to navigate and might explain why
the vehicle was perceived as less controllable on the Tjeldsund bridge in contrast
with Halogaland. It may simply be a matter of excess workload on the driver.

It is also noted that the gusts at the bridge towers are more likely to be expected
perturbations. The counterweight is not visible from the bridge deck and so the
inverse gust above it comes as a surprise when crossing the bridge.

11.7 Conclusions

Gusts have been identified and characterised in the wakes of bridge towers, a coun-
terweight structure, cable support piers, stay cables, suspension hangers as well as
at abutments. The frequency of each of the gusts have been estimated using ap-
propriate fitting procedures. The resultant response AA, to each gust has been
normalised by gust amplitude to reveal the effect of frequency f and reduced fre-
quency kg on resultant vehicle-driver response. The highest responses (95™ per-
centile) — and those most adverse to safety — are seen in response to gusts with a
frequency f within the range 0.5 < f < 2.75 Hz and the reduced frequency range
0.25 <kf <1.
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The bridge towers, the counterweight and the cable support piers typically cre-
ate gusts that are critical in dimension. The cable stays and suspension hangers are
too small to be critical and the abutments create gusts that are on the lower limits
of the critical ranges due to the large dimensions of the gusts. The step-shaped
gusts seen at the abutments could be a bigger threat to vehicle-driver stability at
higher driving speeds. Higher driving speeds would lead to higher frequencies.

The Tjeldsund bridge is constructed such that critical gusts form at 5 locations
along the girder. These are the locations of the towers, the cable support piers and
the counterweight. The spacing between the gusts is small (about 4.5 s at 70 kph
on either side of the bridge) and — along with the added challenge of navigating
the short-radius curves at either end of the bridge — makes the driving task difficult.



Chapter 12

Response to stochastic gusts

It has already been seen that a random, step-shaped gust caused a front-axle skid
event on the Hardanger bridge. The gust appears to have been part of the natural
wind and cannot be related to any specific local topographical feature or feature
of the bridge geometry. Front-axle skids have been observed on multiple other
occasions, including:

* on the main span of the Dolmsund bridge, and
* while driving on the Dovre mountain pass (Dovre 2).

Unfortunately, these other events were observed in transit to and from testing.
Consequently, no wind or response data was recorded to describe them. Nonethe-
less, it is believed that the gusts that induced these skid responses were also a
feature of the natural break up of eddies in the atmospheric boundary layer as
opposed to being discrete, identifiable gusts like the inverse gusts in the wake of
bridge towers. In addition to topography-induced turbulence, it appears that the
separation of flow over the top surface of girders with bluff cross-sections can also
introduce turbulence scales that are critical to the stability of the vehicle-driver
system.

In this chapter, the turbulence observed in the field will be described and re-
lated to measurements of the response of the vehicle-driver system. It is shown that
the number of critical gusts on a bluff-section girder (on a cantilevered bridge like
Dolmsund or Malgy) is likely to be higher than on a more streamlined girder (for ex-
ample Hardanger or Halogaland). Similarly, certain topographies can increase the
proportion of critical gusts observed along certain segments of the visited bridges.

12.1 Turbulence at Hardanger

The Hardanger bridge is located in complex terrain where the easterlies have previ-
ously been observed to be more turbulent than westerlies [82]. Note that the wind
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comes predominantly from these two directions due to the shape of the fjord. It
is thought that the mountainous terrain upstream of the bridge is the cause of the
increased levels of turbulence that come with the easterly wind [82].

The statistics of the turbulence can be described with the current data using
the Probability Density Function PDF (as a histogram) of the amplitude-of-change
of wind speed AV,,. This can be seen for a selection of data sets in Figures 12.1
through 12.5. The 2-second window allows gusts with a period up to 4 seconds to
be characterised by the amplitude-of-change value (down to 0.25 Hz).

What distinguishes the Hardanger case from the distribution at other bridges
is the length of the right-hand tail (further distributions from other bridges are
plotted in Figures 12.3 through 12.5). Compared to Dovre 2 for example (Figure
12.2), there is slightly more area under the part of the distribution above 10 m/s.
This makes up 1.8% of the data in the leeward lane of the Hardanger bridge versus
0.8% in the leeward at Dovre 2. These are small proportions of the overall data
sets, but the likelihood of meeting a gust larger than 10 m/s at Hardanger is twice
that at Dovre 2. This long, narrow right-hand tail is also evident in the distribution
of response AA,, (Figure 12.1D).
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Figure 12.1: Distributions of amplitude-of-change in wind magnitude and lateral
acceleration in the reference segment on the Hardanger bridge.

Road conditions

It should be noted that part of the reason for the front-axle skid event at Hardan-
ger could be the road surface conditions. Notes on the road conditions were not
recorded, though the weather stations at Fv7 Alvik Aust, Fv572 Eddegjelet and
Kvamsgy (located near the Hardanger bridge and in the Eidfjord) show that the
temperature was between 4-6°C during the experiment on 11/03/2021 between
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Figure 12.2: Distributions of amplitude-of-change in wind magnitude and lateral
acceleration in the reference segment at Dovre 2.
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Figure 12.3: Distributions of amplitude-of-change in wind magnitude and lateral
acceleration in the reference segment of the Mélgy bridge. *The reference segment
has been expanded to —300 < X; < 450m to include the majority of the bridge

span.
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Figure 12.4: Distributions of amplitude-of-change in wind magnitude and lateral
acceleration in the reference segment on the Dolmsund bridge. *The reference
segment has been expanded to —200 < X < 200m to include the majority of the
bridge span.

6 -
0.8+ [ Windward lane
\ Leeward lane
0.6 4t
e 2
= 0a) -
21
0.2}
0 0 J Le .
0 5 10 15 20 0 1 2
AV, [m/s| AA, m/s?]
(a) Gust amplitude (30 kph) (b) Lateral acceleration (80 kph)

Figure 12.5: Distributions of amplitude-of-change in wind magnitude and lateral
acceleration in the reference segment on the Halogaland bridge.
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00:00 and 03:00 (seklima.met.no, 21.07.2022, CC BY 4.0). Fv7 Alvik Aust and
Kvamsgy recorded 0.4 and 0.2 mm respectively of rainfall within that period and
similarly light rain between 14:00 and 19:00 the previous day. The road surface
was cold and most likely slightly wet. The road conditions are likely to have con-
tributed to the cause of the observed skid event.

12.2 Turbulence generated by complex, rough terrain

In Chapter 8, the increased turbulence at each of the approach spans of the Haloga-
land bridge was attributed to the complex and rough upstream terrain. The effect
of this on the response can be seen in Figure 12.6, which shows the variance be-
tween repetitions of each response signal as a function of X;. Other than the peaks
at the towers, there is clearly an elevated variance (relative to the main span) in
each response signal across both approach spans.

The surface quality is not notably different between the main span and the
approach spans. In fact, the bridge was completed in late 2018 and the road surface
is still of a high standard from abutment to abutment. Even if the road surface were
to be irregular, it has been shown that this would lead to a fairly repeatable pattern
of response. The variance seen here is the result of aerodynamic perturbations
and the increased turbulence that exists locally over the approach spans has an
appreciable effect on the repeatability of the response.

Correspondingly, the mean values (from the mean curve) of AA,, Aw, and
Aw, are higher than the reference value over the approach spans in both Figures
9.7 (windward) and 9.8 (leeward). For example, at peak in the windward lane,
AA, is 1.07 m/ s2 over the northern approach span versus a reference value of
0.40 and 1.10 versus 0.37 in the leeward lane. The effect of this localised increase
in turbulence places the response above the sensory threshold (AA, = 0.58 m/ s2),
but comfortably below MacAdam’s 4/10 uncontrollable configuration (AA, = 2.43
m/s?).

12.3 Turbulence generated by flow separation from bridge
girders

It was noted in Chapter 8 that the deck’s cross-section can induce an increase in
turbulence and consequently increase the reference value of gust amplitude. It
was particularly the cantilevered bridges where the gust amplitude was found to
be higher and the wind profile visibly more turbulent (see the wind profile plots,
Figures 8.2 to 8.21).

The distribution of gust amplitude AV,, and AA, at Mdlgy and Dolmsund can
be seen in Figures 12.3 and 12.4 respectively. The less streamlined concrete cross-
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Figure 12.6: Variability between measurements of lateral acceleration, yaw rate
and roll rate at the Halogaland bridge at 80 kph.

Note: raw signals have been low-pass filtered using a Butterworth filter with a cut-off frequency of 5 Hz.
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sections at Malgy and Dolmsund result in much flatter distributions of gust ampli-
tude than those seen at the Hardanger bridge just discussed. Note that the reference
segment has been extended to include the majority of the bridge span. The distri-
butions therefore capture the influence of the varying cross-sectional depth of the
cantilevered bridges (as well as the wake/pressure wave of the piers).

It is particularly in the leeward lane of the Dolmsund bridge that the distribution
is wide and stretches all the way to approximately 18 m/s. The PDF is also fairly
symmetric (based on this limited dataset) in comparison to for example Hélogaland
and Hardanger (Figures 12.5a and 12.1a respectively). The Malgy distributions are
similarly flat, with the distribution in the leeward lane being fairly symmetric. The
windward lane is more skew, yet has a much thicker tail compared to, for example,
the Hardanger bridge.

Table 12.1 summarises some key statistics of the data sets. The percentage
of gust amplitudes above 7 m/s is much higher at both the Dolmsund and Malgy
bridges (the value is >20% in both lanes) compared to the more streamlined sec-
tions at the cable-supported Helgeland, Halogaland and Hardanger bridges (with
a maximum value of 5.8% in the leeward lane of the Hardanger bridge).

Table 12.1: A comparison of reference segment distributions.

Bridge Name Lane! Speed AV, >7m/s AA, > 0.58m/s?

[kph] % %
Dolmsund WWwW 70 45.2 49.0
Dolmsund w 70 73.4 72.9
Hélogaland ~ WW 80 0.9 13.9
Halogaland LW 80 1.3 6.5
Hardanger WWwW 75 5.0 6.5
Hardanger LW 75 5.8 14.0
Helgeland WW 80 0.0 1.9
Helgeland LW 80 3.3 22.1
Malgy WW 50 19.4 6.9
Malgy IW 50 46.1 9.5

1 WW - Windward, LW - Leeward

The value of 7 m/s is chosen as an illustrative boundary because no lateral
responses AA, above MacAdam’s 4/10 controllability line are observed below this
gust amplitude in Figure 11.2. It was suggested in Chapter 11 that MacAdam’s
4/10 controllability score may already be indicative of an unsafe level of crosswind
response. The likelihood of a wind-induced traffic accident may therefore increase
with the number of gusts above the 7 m/s threshold. More studies relating driver
evaluations of control and stability to measures of vehicle response are needed to
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better define an appropriate threshold.

At Dolmsund, the higher proportion of gusts above 7 m/s has a clear effect on
the percentage of lateral response values AA, above the sensory threshold. The
lowest value at Dolmsund (49.0% in the windward lane) is more than twice the
next highest value of 22.1 in the leeward lane at Helgeland.

The leeward lane at Dolmsund stands out in the field notes as being particu-
larly uncomfortable for a sustained period of time (the entire span of the bridge)
as opposed to the local discomfort typically seen at the towers of cable-supported
bridges. This corresponds well with the finding that the response is above the
sensory threshold for 70% of data points. Having such a high proportion of the re-
sponse above the sensory threshold is likely to be more tiresome for certain drivers
or could even be overwhelming for others.

As mentioned previously, a front-axle skid event was also observed at the Dolm-
sund bridge. The separation-induced turbulence at Dolmsund may therefore in-
crease the likelihood of wind-induced incidents by two mechanisms:

1. increasing the chance of observing a skid-inducing gust, and

2. increasing the number of gusts observed above the sensory threshold, thereby
placing continuous physical and mental strain on the driver.

Note that the effect of mean wind speed has not been considered in this analy-
sis. It is also possible that the terrain upstream of the Dolmsund bridge contributes
to the high number of large-magnitude gusts observed. However, the difference
between the windward and leeward lanes (45.2% versus 73.4% above 7 m/s) sug-
gests that the girder has a strong effect.

12.4 Conclusions

Observations from the current field data show that critical turbulence — defined
as high values of the change-of-amplitude AV,, > 7 m/s — can be caused by both
complex terrain as well as the separation of flow over the top surface of bridge
girders. Gusts resulting from both sources of turbulence have been observed to
cause a front-axle skid event with the test vehicle.

Separation of the flow from the girder surface appears to place more gusts
above a 7 m/s threshold than the effect of complex terrain does. The percentage
of gusts above 7 m/s in amplitude varied between 20% and 70% on the bluff-
sectioned girders of cantilevered bridges (Malgy and Dolmsund) versus O to 6%
on streamlined girders (Helgeland, Hardanger and Halogaland). Correspondingly,
the percentage of the AA, signal above Brandt et al.’s [32] sensory threshold (0.58
m/s?) is higher at Dolmsund and Malgy (7-73%) compared to the cable-supported
bridges (2-22%).



Chapter 13

Tower wake profiles

The inverse gusts resulting from the shielding effect of bridge towers has been
shown in Chapter 11 to create a hazardous situation for drivers. The gust di-
mensions and driving speeds are typically such that the gust is experienced at a
frequency that is adverse to a driver’s ability to maintain a straight path. Con-
sequently, it is useful for bridge designers and owners to be able to predict the
dimensions of the inverse gust — most importantly its amplitude and spatial period
— such that the risk posed to drivers can be characterised and mitigation strategies
can be developed.

In this chapter, wind speed profiles are plotted for each of the bridge towers
observed in the field campaign. Similar profiles have been observed in the wind
tunnel by a number of researchers previously. The geometry of the towers observed
here and the flow conditions do not perfectly match those used in previous wind
tunnel experiments. Nonetheless, it will be seen that there are similarities between
the current field observations and results presented in the literature. The wind
tunnel is likely to be a dependable tool in predicting gust profiles behind towers on
existing and new bridges, though new studies are needed.

13.1 State of knowledge: mean flow in tower wakes

Using the database presented in Chapter 4, the existing list of relevant literature
can be queried for studies describing the wind profile in the wake of bridge towers.
A search for the key term tower in the metadata, followed by a skim reading of the
resulting articles, quickly filters the list down to 7 entries.

Each text contains original results that illustrate the effect of bridge towers on
the local, surrounding wind field and/or the aerodynamic loads on vehicles. Only
the wind characteristics are of interest in this chapter. Consequently, Argentini et al.
[20], Ma et al. [132, 133], who present only information about aerodynamic loads
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rather than the local wind profile are not considered further.

The 4 remaining texts each present span-wise wind profiles describing the flow
in the wake of various bridge tower geometries. The key features of the method-
ology, results and conclusions of the studies are presented next to allow for a com-
parison with the current experimental campaign.

Methodology

A brief summary of the studies that present span-wise wind profiles:

* Rocchi et al. [166] measured the near-tower span-wise wind profile in a wind
tunnel. A series of static tests were performed with a vehicle model being
placed at successive locations along a modelled girder in a quasi-static re-
enactment of the tower passing manoeuvre. The wind was measured through
pressure tappings on the vehicle model. The authors argued that the use of a
series of vertically distributed tappings could be used to average out vertical
variations in wind speed above the bridge deck. It is hoped that this will give
a profile that can be used to numerically model aerodynamic loads on the
vehicle as accurately as possible.

* Charuvisit et al. [42] performed a similar test in the wind tunnel. Critically,
the profile was measured directly over the bridge girder using a split-film
probe rather than indirectly through pressure tappings on a vehicle model.
Measurements for the profile were taken at the half-height of a pre-defined
scale vehicle model.

* In Zhou and Zhu [236] - another similar study - the profile was measured
directly with an array of vertically distributed pitot-static tubes instead of the
split-film probe. The vertical wind profile was used to calculate an equivalent
wind speed (that maintains the same aerodynamic force on the vehicle) from
which multiple measurements along the girder were used to estimate the
span-wise profile. The results were compared to a CFD study as well.

* Wang et al. [209] also present near-tower span-wise wind profiles. However,
being a conference article, the methodology is not fully explained and so this
text will not be referred to further.

On the test vehicle used in the current experimental campaign, an anemometer is
used to measure the wind speed directly and it is placed above the vehicle’s bonnet
(see Chapter 6 for a diagram and further details). In contrast to the studies in the
literature, a vertical profile is not measured (nor averaged) and the single-point
measurement is not at the mid-height of the vehicle.
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Data extraction and projection

Data sets from Charuvisit et al. [42], Rocchi et al. [166] and Zhou and Zhu [236]
have been extracted and plotted in Figure 13.1. The data points are manually
picked from raster images of the relevant plots in each respective article.

In contrast to the other two studies, in Charuvisit et al. [42] the girder/tower
model was rotated in the wind tunnel such that the tower column was placed at an
incidence to the flow (see a in Figure 13.1). Four non-zero incidence angles were
considered in addition to the zero-case considered in the other articles. Note the
following with regards to [42]:

* The tower modelled in the wind tunnel was composed of a single rectangular
column. The cable-stayed and suspension bridges driven across during the
field experiments all have towers made up of two columns, one on either side
of the girder.

* The incidence angles considered are a = 0°, 30°, -30°, 60° and -60°. Only
the positive values will be presented here (due to symmetry in the results).

The span-wise wind profiles are projected onto an axis perpendicular to the
mean wind vector (dashed line labelled Proj. in Figure 13.1) to make comparisons
between measurements at different wind incidence angles more insightful. Spatial
coordinates are normalised by the projected width of the tower D which translates
all positions to a non-dimensional plane x*-y*. A comparison of all span-wise wind
profiles from the identified literature can be seen in Figure 13.1 along with sketches
of the bridge tower cross-sections.

Experimental parameters

The aspect ratio AR of the tower cross-section, the cross-section’s orientation/incidence
angle to the flow a (AR and a are defined in Figure 13.2), the Reynolds number of
the flow Re and the location of the measurement line (i.e. where the traffic lane
and girder lie in the wake) are tabulated in the first columns of Table 13.1.

It appears that the flow conditions and geometry were similar in only two data
sets. The a = 0° case by Charuvisit et al. [42] and the test by Rocchi et al. [166]
consider the same incidence (0°), similar cross-sections (compare AR) and similar
Reynold’s numbers (Re). On the other hand, there is a difference in the parameter
YA, the positioning of the measurement line in the wake. In addition, the two
different measurement approaches (direct wind measurement [42] vs. indirect
measurement using a scale vehicle model [166]) may influence the results.

It is difficult to draw comparisons between data sets because the experimental
parameters are so different. However, it will be seen that the results from the
literature have similarities between themselves as well as with the results from the
experimental campaign.
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Figure 13.1: Overview of span-wise wind profiles in the literature.

The dashed lines show the measurement path in relation to the tower sections that are drawn as coloured
patches. The concave edges of the Rocchi et al. profile have been simplified as straight lines.
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Figure 13.2: Convention used for defining aspect ratio and incidence angle.

The incidence angle is defined as zero when the in-plane wind vector is perpendicular to the roadway. Side B is
defined as the side parallel to the wind vector at a = 0 (thus always perpendicular to the roadway). The aspect
ratio is then AR = B/A such that low aspect ratios describe bluff bodies and high aspect ratios describe a more
streamlined body at a = 0. The incidence angle can vary between -90 and 90° such that bluff body becomes a
streamlined one close to -90 and 90° and the wind vector becomes aligned with the roadway.
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Discussion of results

Despite the wider difference in experimental parameters, it is in fact the results
from Charuvisit et al. [42] and Zhou and Zhu [236] that look most comparable
to one another in Figure 13.1 and Table 13.1. Noting some important differences
between the two data sets:

* The equivalent wind speed presented by Zhou and Zhu [236], and used to
draw the profile, is a root-mean-square value over the height of the vehicle
normalised by the free-stream mean wind speed.

* The wind speed measured by Zhou and Zhu [236] is only the component
normal to the bridge girder’s axis, whereas Charuvisit et al. [42] present the
in-plane magnitude of the wind vector.

* Charuvisit et al. [42] measure the wake behind a single, vertical column,
whereas Zhou and Zhu [236] measure the wake between two vertically in-
clined columns that come together to form a single tower structure.

The first two points explain why the profile by Zhou and Zhu [236] tends to a value
below 1 far away from the tower.

The shapes of the profiles by Charuvisit et al. [42] and Zhou and Zhu [236]
are nonetheless similar even though the peaks and trough for [236] are sharper
and the trough goes all the way to zero. The closer proximity of these measure-
ments to the tower (small y) may at least partly explain this discrepancy, but also
the difference in cross-section geometry (Charuvisit et al. [42]’s single rectangular
section vs. Zhou and Zhu [236]’s rectangular section pair, see Figure 13.1).

The results by Rocchi et al. [166] differ more significantly from the other two
studies. The width of the wake is narrower and the peaks higher. The trough
extends into negative values. Some possible explanations:

* The tower cross-section is not perfectly rectangular in the Rocchi et al. [166]
wind tunnel model (each side bulges with concave curvature).

* The measurement line’s proximity to the tower y} is smaller than in the other
two studies.

* The profile is indirectly calculated - rather than directly measured - by solving
an optimisation problem. The optimisation uses force estimates calculated
from pressure measurements to estimate wind speeds.

As stated by the authors, the wind profile generated through this optimisation
method should lead to more accurate force estimates using their model for the
aerodynamic loads on the vehicle. The resulting wind profile is not necessarily an
accurate characterisation of the true wind field.
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It may also be that the presence of the vehicle in close proximity to the tower has
a significant effect on the near-tower flow. Rocchi et al. [166] consider a tractor-
trailer with a significant length dimension in comparison to the width of the tower
(the ratio of vehicle length to tower width is approximately 1.6). Future studies
may look to understand the effect of the presence of the vehicle on the span-wise
wind profile near the tower.

Table 13.1: Key parameters of the span-wise wind profiles from the literature.

Data AR  al[°] yzl Re

Charuvisit et al. [42] 0.83 0 1.74 0.98x10°
Charuvisit et al. [42] 0.83 30 1.74 1.26x10°
Charuvisit et al. [42] 0.83 60 1.74 1.20x10°
Rocchi et al. [166] 0.582 0 0.67* 2.38x10°
Zhou and Zhu [236] 0.56° 0 0.85% 3.13x10°

Left peak Right peak Trough Skew.”

(x*, y*) u* x*, ¥ u* x* u*

(-1.8,-1.7) 1.14 (1.5,-1.7) 1.14 -0.26 0.39 0.00
(-1.1,-2.2) 1.31 (0.9,-1.1) 1.43 -0.23 0.04 0.04
(-1.0,-4.5) 1.06 (1.0,-1.1) 1.46 0.25 0.06 0.16
(-0.7,-0.7) 1.58 (0.7,-0.7) 1.58 -0.01 -0.58 0.00
(-1.0,-0.9) 1.19 (1.0,-09) 1.19 0.00 0.03 0.00

1 Y is the distance measured perpendicular to the girder from the profile path to the
centre of the (leading) tower. (see Figure 13.1)

2 The cross-section is not fully rectangular, but has concave sides.

3 The tower cross-section is a pair of rectangular sections rather than a single section.
4 Values are approximate due to limited information given in the referenced articles.

5 Skewness is defined on a linear scale from 0 to 1, where 0 corresponds to equal left
and right hand peaks (u*) and 1 corresponds to the case where one value is zero and
the other non-zero (Skewness= 0.5|u; —u;|/|mean([u7,u7])|, where u} and u; are the
left and right peaks).

Key observations

Some key observations from the wind tunnel data presented in the literature (refer
to Figure 13.1 and Table 13.1):

1. Universally, the profiles have three extreme values with one trough near x* =
0 that is straddled by two peaks.
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2. At zero incidence, Zhou and Zhu [236]’s results show that the wind speed
falls almost to zero u* = 0.03. Charuvisit et al. [42]’s results show only a 60%
drop in wind speed at the trough (u* = 0.39) at zero incidence compared to
values closer to zero at 30° and 60° (u* = 0.04,0.06). Note that y = 1.74
in [42] in contrast with yX = 0.85 in Zhou and Zhu [236]. This means that
the measurement line is about twice as far away from the tower centre in
Charuvisit et al.’s [42] study.

3. The non-zero incidence cases from Charuvisit et al. [42] give non-symmetric
profiles with skewness values of 4% and 16% at 30 and 60° respectively.
The highest peak is found on the side where the measurement line is more
windward (i.e. y* is more positive). See the notes in Table 13.1 for the
definition of skewness used here.

4. The magnitude of the highest peak appears to increase with incidence a based
on Charuvisit et al. [42]’s results.

5. The non-dimensional lateral location (x*) of the highest peak is consistent
for both non-zero incidence angles, a = 30, 60° (0.9 and 1.0). The absolute
location on the girder will be different.

6. At incidence, the vehicle path (or girder) passes through the y* = 0 axis into
positive values of y*. Beyond this point, the path leads the tower in the flow
and the vehicle is forward of the tower wake. The vehicle will still be in a flow
region that is influenced by the tower (pressure wave). This is demonstrated
by the data from Charuvisit et al. [42] at & = 60° on the right-hand side of
the plane. The profile does not return to the mean wind speed, u* = 1. In
this case, the measurement line was not sufficiently long to capture the full
influence of the tower on the flow (i.e. capture the return to u* = 1).

7. At a = 0° there is fairly good agreement in the peak value of u* between [42]
and [236] with a 14% and 19% increase from mean wind speed. Note the
different cross-sectional aspect ratios of 0.83 and 0.56 respectively. The peak
can be up to 58% higher than the mean wind speed (see Rocchi et al.’s case).

8. All the left peaks from the data sets extracted from the literature lie in the
range —1.8 < x* < —0.7 and the right peaks within 0.7 < x* < 1.5.

13.2 Results from the experimental campaign

Reference values of wind speed and direction have been used to calculate the in-
cidence a at each bridge tower observed in the field (using the definition of the
reference segment given in Chapter 8). Note that one value is used for each bridge
(averaged for both lanes) such that any local variations in the mean flow near the
towers have not been accounted for.
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Figure 13.3: Two-piece harmonic inverse gusts at Halogaland towers.

Windward lanes are plotted in blue and leeward in red in keeping with wind and response profile plots in Chapters
8 and 9. The solid lines of V,, are bin-averaged curves calculated from all available signals recorded at 30 kph
(typically 5). The bins are 0.5 m wide. The shaded regions are 95% confidence intervals. The black lines are
two-piece cosine fits to the mean curve. The markers show the extremes of the 95% confidence interval at the
end points of the two-piece cosine. The markers at the trough are simply the minima of the top and bottom 95%
interval curves. Xg is the position on X}, that is taken as the origin for the X”-Y” plane.
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Figure 13.4: Two-piece harmonic inverse gusts at Helgeland towers.

Windward lanes are plotted in blue and leeward in red in keeping with wind and response profile plots in Chapters
8 and 9. The solid lines of V,, are bin-averaged curves calculated from all available signals recorded at 30 kph
(typically 5). The bins are 0.5 m wide. The shaded regions are 95% confidence intervals. The black lines are
two-piece cosine fits to the mean curve. The markers show the extremes of the 95% confidence interval at the
end points of the two-piece cosine. The markers at the trough are simply the minima of the top and bottom 95%
interval curves. Xg is the position on X}, that is taken as the origin for the X”-Y” plane.
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Figure 13.5: Two-piece harmonic inverse gusts at Neergysund towers.

Windward lanes are plotted in blue and leeward in red in keeping with wind and response profile plots in Chapters
8 and 9. The solid lines of V,, are bin-averaged curves calculated from all available signals recorded at 30 kph
(typically 5). The bins are 0.5 m wide. The shaded regions are 95% confidence intervals. The black lines are
two-piece cosine fits to the mean curve. The markers show the extremes of the 95% confidence interval at the
end points of the two-piece cosine. The markers at the trough are simply the minima of the top and bottom 95%
interval curves. Xg is the position on X}, that is taken as the origin for the X”-Y” plane.
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Figure 13.6: Two-piece harmonic inverse gusts at Hardanger towers.

Windward lanes are plotted in blue and leeward in red in keeping with wind and response profile plots in Chapters
8 and 9. The solid lines of V,, are bin-averaged curves calculated from all available signals recorded at 30 kph
(typically 5). The bins are 0.5 m wide. The shaded regions are 95% confidence intervals. The black lines are
two-piece cosine fits to the mean curve. The markers show the extremes of the 95% confidence interval at the
end points of the two-piece cosine. The markers at the trough are simply the minima of the top and bottom 95%
interval curves. X is the position on X, that is taken as the origin for the X”/-Y"’ plane.
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Figure 13.7: Two-piece harmonic inverse gusts at Tjeldsund towers.

Windward lanes are plotted in blue and leeward in red in keeping with wind and response profile plots in Chapters
8 and 9. The solid lines of V,, are bin-averaged curves calculated from all available signals recorded at 30 kph
(typically 5). The bins are 0.5 m wide. The shaded regions are 95% confidence intervals. The black lines are
two-piece cosine fits to the mean curve. The markers show the extremes of the 95% confidence interval at the
end points of the two-piece cosine. The markers at the trough are simply the minima of the top and bottom 95%
interval curves. Xg is the position on X}, that is taken as the origin for the X”-Y” plane.
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The projection of the tower perpendicular to the flow D (see Figure 13.1) is
calculated and used to normalise the data in the same manner as the data from the
literature. Table 13.2 shows the Reynold’s number (based on D), the incidence a
and the aspect ratio AR of the tower sections for each bridge.

The distance from the centre of the leading tower to the measurement path
YA is calculated using a reference value (averaged on a portion of the main span)
of the vehicle’s measured lateral displacement from the centreline in each lane
and is tabulated appropriately in Table 13.2. Note that the true path during each
repetition may vary locally from the average y7.

In Tables 13.2 and 13.3, each tower (at either end of each bridge) is given a
reference index from a to t which refers to a specific tower and measurement line
(lane) at each individual tower (2 lanes and 2 towers makes 4 combinations at
each bridge). This allows for cross-referencing between Tables 13.2 and 13.3.

A sketch of the tower cross-section, the measurement path and averaged in-
plane wind vectors can be seen in Figures 13.3 through 13.7. The sketches have
been oriented such that the reference wind vector points down the page. A local
coordinate system X”-Y” has been defined at the centre-point of each tower’s re-
spective cross-section and is aligned such that negative Y” is in the reference wind
direction.

The locations of the towers are point-picked from the mapping service norgeskart.no
and the absolute positioning of the GNSS has not been verified. Consequently,
there is no guarantee of perfect alignment between the sketched cross-sections and
the position data (see for example Figure 13.7 from the Tjeldsund bridge where it
looks like the vehicle’s leeward path crosses through the leeward tower). A good
alignment is expected in most cases nonetheless given the advertised accuracy of
the GNSS system (5 mm positional accuracy using the RTK algorithm as shown in
Chapter 6).

Normalised coordinates are not used, yet the limits on the X’ axes are consis-
tent between all figures such that tower and gust scales can be observed and com-
pared. Recall that the gust dimension is relevant for the transient development of
aerodynamic loads as explained in Chapter 11.

The two-piece cosine fitting procedure introduced in Chapter 11 is used to de-
fine the spatial period of the gust Dy, as well as the wind speed at the peaks and
trough. Further details are given in the descriptions under Figures 13.3 through
13.7.

The location x* and wind speed u* in the normalised domain (spatial informa-
tion normalised by D and wind speed by reference wind speed) for the peaks and
the trough are tabulated in Table 13.3 along with the normalised gust dimension
D;ust = Dyyst/D and skewness.

P is the distance between the two centre-points in the pair of sections that make
up one tower cross-section (see Figure 14.1). The ratio P/D describes the spacing
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Table 13.2: Parameters of the measured span-wise wind profiles.

Bridge Re (x10%) P/D a AR Lane yi Ref! Tower
[°] Idx./Loc.

1 o074 -2 /N

Halogaland 8.4 2.71 -1.14 0.61 b 2/S
2 1.68 — 1/N

d 2/

1 132 = 1/N

Hardanger 8.2 3.46 11.46 0.92 f 2/
2 191 -2 1/N

h 2/S

1 o097 1IN

Helgeland 9.8 2.43 42.05 0.34 ] 2/8
2 156 —X 1/N

1 2/S

1 100 2 1/N

Nergysund 43 3.27 -20.30 0.80 n 2/
2 219 ° LN

P 2/8

1 121 34 ALl

Tjeldsund 1 3.8 2.77 314 2 r 2/E
2 3.01 — ALl

t 2/E

! An index value that can be used to find the corresponding row in Table 13.3.
2 The Tjeldsund section is non-rectangular and so AR is not defined.
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Table 13.3: A characterisation of the measured span-wise wind profiles. Values are
given for fitted two-piece cosines.

Ref.! Left peak Right peak Trough D* Skewness?

gust

x* u* x* u* x* u*
a -141 130 0.89 1.31 -0.87 0.38 2.30 0.01
b -1.03 1.14 096 1.10 -0.74 0.32 1.99 0.02
c -0.90 1.23 091 1.17 -0.64 0.27 1.81 0.03
d -1.60 095 1.62 0.89 -0.63 0.27 3.23 0.04
e -0.86 0.88 0.03 0.80 -1.18 0.52 0.90 0.12
f -1.58 0.93 -0.49 0.81 -1.59 0.71 1.11 0.38
g -1.56 0.67 1.79 0.66 -0.71 0.35 3.41 0.02
h -1.59 091 1.19 0.87 -1.15 0.56 2.84 0.05
i -1.68 0.94 -0.17 1.05 -1.07 0.28 2.04 0.08
j -1.77 1.01 -0.09 1.13 -1.04 0.27 2.26 0.08
k -2.59 0.99 0.13 1.06 -2.09 0.72 3.66 0.12
1 -1.96 1.01 -0.51 1.08 -195 0.67 1.96 0.09
m -1.66 1.06 0.71 093 -0.53 0.23 2.53 0.09
n -2.15 0.86 0.60 0.88 -047 0.21 2.94 0.02
o) -2.76 1.25 -0.47 1.23 -2.14 0.60 2.45 0.02
) -291 1.14 2.01 096 -2.06 0.58 5.24 0.19
q -0.67 0.88 1.64 093 -250 0.48 2.32 0.05
r -042 105 1.71 1.05 -254 049 2.14 0.01
S -1.82 1.05 242 1.01 -2.51 047 4.24 0.04
t -243 1.10 2.26 096 -2.76 0.51 4.70 0.14

! An index value that can be used to find the corresponding row in Table 13.2.
2 Skewness is defined on a linear scale from 0 to 1, where 0 corresponds to equal left and right
hand peaks (u*) and 1 corresponds to the case where one value is zero and the other non-zero.
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between the two tower columns and will be seen in the next chapter (14) to affect
the vortex shedding properties of paired cylinders. The parameter will likely have
an effect on the mean wake profile as well.

13.3 A comparison of field and wind tunnel results

Each observation from the data extracted from the literature under the Key obser-
vations heading in Section 13.1 can now be compared to the current field data (see
Tables 13.2 and 13.3 and Figures 13.3 through 13.7). Point for point:

1. The general two-peak, one-trough shape is observable in the field data (it is
less clear in the windward lane of the Hardanger bridge in Figure 13.6, likely
due to the towers’ proximity to tunnel entrances/exits at either abutment).
Unlike in the wind tunnel data, the peaks do not always exceed u* = 1. This
may be because the reference speed — taken from the main span — does not
match the true mean wind speed in the vicinity of the towers. The wind
speed may be lower towards the ends of the bridge near terrain. The field
data may also be noisier (there is less data on which to take an average) and
more prone to error (for example GNSS position errors or errors caused by
the anemometer’s anti-spike algorithm) than the wind tunnel data. The com-
bination of noise and errors make the peaks difficult to characterise correctly.

2. At the trough, in the data extracted from the literature at zero incidence
a=0:

* Charuvisit et al. [42] found u* = 0.39 with measurement line yX = 1.74
* Zhou and Zhu [236] found u* = 0.03 with measurement line y} = 0.85

The incidence was near-zero at Hélogaland (¢ = —1.14°) and Tjeldsund 1
(a = —3.14°) with the following results at the trough:

* Halogaland lane 1: u* = 0.38 and 0.32 (N & S respectively), yx = 0.74
* Halogaland lane 2: u* = 0.27 and 0.27 (N & S respectively), yx = 1.68
* Tjeldsund 1lane 1: u* = 0.48 and 0.49 (W & E respectively), yx = 1.21
* Tjeldsund 1 lane 2: u* = 0.47 and 0.51 (W & E respectively), y 1 = 3.01

The results from the field are closer to Charuvisit et al. [42]’s results with
flow reductions to values of u* no lower than 0.27. The data extracted from
the literature suggests that an increased distance from a single section y}
can increase u* at the trough. It is logical to argue that there is more shield-
ing closer to the leeward side of a single section. The results for the paired
sections at Halogaland and Tjeldund 1 suggest the opposite here. There may
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be an interaction between the leeward section’s forward pressure wave and
the windward section’s wake.

The skew cases in the measured data are the Helgeland (42.0°) and Neergy-
sund (-20.3°) bridges. At Helgeland the skewness is most pronounced with
values between 8% and 12% (compare to Charuvisit et al. [42]’s 4% and 16%
at 30° and 60°). The data extracted from the literature and the measured re-
sults are therefore complementary in this instance. At Neergysund there are
values between 2% and 19%. This latter value results from a poor two-piece
cosine fit (see Figure 13.5b, South tower) and looks like an outlier. There may
be another flow feature affecting the profile. A vortex street was observed in
the wakes of each tower at Helgeland and will be discussed in Chapter 14. At
the Helgeland towers as well as the North tower at Nergysund, the highest
peak is the leeward one which is in agreement with Charuvisit et al. [42]’s re-
sults. High values of skewness are observed at Hardanger (up to 39% as seen
in Table 13.3). This may be due to the proximity of the towers to the fjord
walls and tunnel entrance/exits. Such configurations/topographies have not
been modelled in the wind tunnel and so comparisons cannot be made to the
Hardanger case.

It is difficult to conclude from the numbers in Table 13.3, but a comparison
of Figures 13.4 (Helgeland) and 13.5 (Naergysund) reveals that the wind-
ward peak (most positive in y*) is more pronounced at Helgeland (42°) than
Nargysund (-20°). This complements the observation from the wind tunnel
data that the peak increases in magnitude with incidence (at least up to 60°
— the highest case in [42]).

There is little consistency in the lateral position x* of the windward peaks
at Neergysund and Helgeland, unlike that observed in the wind tunnel data.
The sections at Helgeland have a uniquely low aspect ratio (0.34) and at
high incidence (42°) create a sort of channel that pushes the flow to the left
in Figure 13.4. This shifts the entire profile significantly to the left (the trough
is at —2 < x* < —1). The single sections from Charuvisit et al. [42] and the
paired sections observed here at Helgeland cannot be compared.

. In the wind tunnel data it is possible to pick a point far away from the tower

where u* returns to 1. The tower’s pressure wave has ostensibly negligible
effect further away from this point on the measurement line. Such a point is
difficult to determine with the measured data here. As previously mentioned,
there may be span-wise variations in the mean wind vector and the signals
here are polluted with noise and errors. More data for averaging could im-
prove future results.

The majority of peaks in Table 13.3 are in fact close to or below 1. Again, this
is likely due to noise, errors and the inappropriate choice of reference wind
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speed. Nonetheless, the highest value at any of the peaks is u* = 1.31. This
at the Halogaland bridge at a =-1.1°. For comparison, zero incidence peaks
in the wind tunnel data are 1.14 [42] and 1.19 [236].

. All peaks in the wind tunnel data lie in 0.7 < |x*| < 1.8 compared to 0.4 <

|x*| < 2.9 in the experimental campaign. There is more variation in the field
data. It should also be noted that the right-hand peak in the windward lane
of the Helgeland bridge lies in the left-hand plane meaning the entire two-
piece cosine shape has been shifted across the x* = 0 line. These observations
suggest the lateral position of the peaks are not easily predicted using current
wind tunnel results.

13.4 Summary

The wind speed profiles observed in the wake of the towers at the Halogaland,
Hardanger, Helgeland, Neergysund and Tjeldsund bridges have been compared to
wind tunnel data extracted from the literature. It is overall encouraging that there
are concrete similarities between the wind tunnel data and the field data even
though there are some fundamental parameter differences:

The field cases were all paired sections in comparison to majority single sec-
tions in the wind tunnel data.

The Reynold’s numbers are an order of magnitude higher in the field.

The aspect ratios are reasonably similar with 0.6-0.9 in the field (apart from
Helgeland at 0.34) versus 0.6-0.8 in the wind tunnel.

Two cases in the field are close to zero incidence — for which there are three
cases in the literature — while the others were at 11°, 20° and 42°, different
to the remaining 30° and 60° presented in the literature.

The measurement line distance y for the field varies between 1.0 and 3.0
while the wind tunnel values (literature) are 0.9-1.8.

Some comparative observations:

The general shape of the profiles seen in the field correspond well with find-
ings from the wind tunnel experiments. There is a trough straddled by two
peaks.

It is difficult to obtain equally illustrative data in the field due to instrumen-
tation errors and a lack of repeatability. Measures can be taken in future
experiments to maximise the amount of data and account for local varia-
tions in mean wind speed across the span and/or time variations (i.e. non-
stationarity).
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* Unlike in the wind tunnel data — where values up to 97% have been presented
- no tower was found to have a shielding effect that reduced the wind speed
by more than 79% (Neargysund, Lane 1, Tower 2/S).

* Skewness values in the wind profile up to 12% have been observed in the field
at a = 42° compared to up to 16% found at a = 60° in the literature. This
does not include the Hardanger bridge, where the proximity of the towers
to the steep fjord walls and tunnel entrances/exits lead to skewness in this
inverse gust of up to 38%.

* The observation from wind tunnel data that the windward peak is the highest
peak appears to hold true in the field.

* The lateral location x* of the peaks was seen to vary widely in the field ob-
servations (0.4 < |x*| < 2.9). At Helgeland the right-hand peak was even
observed in the left-hand plane.

* The highest peak seen in the field is a 31% increase at zero incidence (a =-
1.1° at Halogaland) compared to 46% at a = 60° in the literature.

* The general two peaks and one trough shape was observed at the Hardanger
bridge, though the inverse gusts were of a much lower amplitude than else-
where. The proximity of the towers to the fjord wall and the entrances/exits
to the tunnels are likely to make wind tunnel studies and predictions more
difficult.

* A general result from Table 13.3 is that the spatial periods of the gusts Dy
are between 0.9 and 5.2 times the projected width of the tower D.

The wind tunnel studies are also varied in the method used to estimate the wind
profiles. None of the wind tunnel studies observed the wind speed at the equivalent
height of the anemometer used in the field campaign and some of the wind tunnel
studies performed an averaging or equivalencing procedure on the vertical wind
profile.

13.5 Conclusions

The similarities between the results — combined with the merits of each method
independently — suggest that both the wind tunnel and field results are plausibly
good descriptions of the averaged wind profile along a measurement line in the
wake of bridge towers. This would make the wind tunnel a promising tool that
can be used to characterise the wakes behind existing and new bridge towers. In
addition, the instrumented vehicle is a valuable calibration and validation tool. Put
together, both tools can help bridge designers and owners better characterise the
wind field on bridges and enhance wind-related traffic risk assessments.
The following is suggested for future work:
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1. A parameter study can be performed in the wind tunnel with paired cross-
section cylinders to study the effect of AR, P/D, a and y} on the wind profile.

2. Three-dimensional effects have not been considered. The bridge girder may
have an effect as well as any taper or inclination of the tower columns. These
can also be studied in the wind tunnel.

3. The effect of the fjord walls and tunnel entrances/exits on the wind profiles
in the wake of the Hardanger bridge towers should be studied in more detail.

4. One improvement to the field observations would be to resolve the issue of
the anti-spike algorithm of the anemometer. This can be resolved either by
de-activating the algorithm (if possible) or choosing alternative instrumen-
tation.

5. Asecond improvement could be to perform dedicated experiments where the
full experiment time is spent driving at 30 kph near the bridge towers such
that as much data as possible is collected.
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Chapter 14

The vehicle’s response to tower
vortex shedding

An interesting phenomenon was observed during the field sessions in the leeward
lane (southward travel) on the Helgeland bridge. At the lowest driving speed - with
the cruise control set at 30 kph - the vehicle oscillated violently about its roll axis
in approach to the towers. It was hypothesised during the sessions that there was
a sizeable coherent vortex street in the wake of the tower.

This type of roll response was not observed elsewhere during the field cam-
paign. The excessive roll response did not make it difficult to control the vehicle,
though it did have a significant impact on the ride comfort.

The measured wind and roll response in the vortex street will be described in
this chapter. A systematic review of wind tunnel studies describing vortex streets
in the wake of high aspect ratio cylinders is presented first. This will aide in the
discussion on whether or not similar vortex-induced responses are likely to be ob-
served on other bridges in Norway.

14.1 State of knowledge: oscillating flows in the wakes of
high aspect ratio cylinders

The flow around high aspect ratio cylinders (or in some literature, 2D cylinders)
has been studied and is a simplified case of the flow around a real, fully-featured
three-dimensional bridge tower column. The aspect ratio is defined as the length
of the cylinder as a proportion of a sectional dimension, such that high aspect ratios
describe long, line-like cylinders. The term cylinder is used to describe geometries
with any cross-sectional shape, not just a circular one.

Figure 14.1 shows a selection of some of the cross-sectional shapes and cylinder
arrangements that have been studied. The simplest of which has been studied

241
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extensively and is the case of a single circular cross-section cylinder (Figure 14.1a).
For a thorough explanation of the flow around a circular cylinder and how the
flow develops with Reynold’s number see Anderson [19]. The oscillatory flow has
been studied in the wind tunnel by, amongst others, Bearman [31], Achenbach and
Heinecke [13] and Schewe [171].

Flow changes with Reynold’s number - circular cylinder

The authors of this last work [171] plot the Strouhal number — based on the fre-
quency of lift coefficient fluctuations — as a function of Reynold’s number in the
range 2.3x10% to 7.1x10°. The Strouhal number shows Reynold’s number in-
dependence up to a critical Re ~ 3.5 x 10°. Here there is a sudden increase in
Strouhal number associated with a sudden decrease in drag coefficient. This can
be explained by fundamental changes to the structure of the boundary layer and
its separation from the cylinder’s surface.

From this critical Reynold’s number and into the supercritical regime, there is
a slight negative slope up to Re ~ 10°. Here there is another sudden change in St,
in this case a drop in value. Schewe refers to this as the upper transition. Further
increase in Reynold’s number is then associated with a recovery of the Strouhal
number in what Schewe refers to as the transcritical regime.

The above description of the different flow regimes for the circular cylinder
demonstrates the sensitivity of the wake oscillations, or vortex structures, to Reynold’s
number. The details of the flow structure will not be reviewed here. However, it
is important to understand that the wake flow trailing cylinders can be sensitive
to Reynold’s number even at high values up to the order of 10”7 (observed in this
work).

Rectangular cylinder

For rectangular cylinders - as bridge tower columns often are - the geometry of
the cross-section will also have an effect on the vortex structures. The aspect ratio
AR (of the cross-section) and the angle of incidence fully describe the geometry of
the cylinder relative to the oncoming flow (see Figure 14.1d for a non-skew/non-
leaning cylinder). Note that the aspect ratio is defined as the long side as a pro-
portion of the short side in this chapter (in contrast to the previous chapter) to
be consistent with the literature. If present, the flow will also be affected by the
presence of additional cylinders and their arrangement relative to one another.

Paired cylinders

The case of a suspension or cable-stayed bridge tower is typically what is shown
in Figure 14.1g. The rectangular cross-sections are parallel to one another, yet in-



14.1. STATE OF KNOWLEDGE 243

=
<Y

(c) Single square cross-section

(b) Single square cross-
at incidence

(a) Single circular
section

cross-section

(d) Single rectangular cross-section at in- (e) Staggered square cross-
sections without incidence

cidence

s U
(f) Staggered circular cross-
(g) Staggered rectangular cross-sections at incidence

sections
Figure 14.1: Cross-sectional arrangement of cylinders.
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clined and staggered in relation to the mean wind vector. The aim here will be to
seek and review any literature that can shed light on the wake that forms behind
this shape and arrangement of cylinders. It will be seen that this case has not been
considered directly, and so the strategy taken is to look at individual parameters in-
dependently. The effect of the rectangular shape, it’s aspect ratio and the presence
of a paired cylinder.

Note that the high Reynold’s number seen in the field has not been recreated
in laboratory experiments. Additionally, the placement of sensors — and the type of
sensors — used to measure the frequency of oscillation varies between studies and
differs from the case of the experimental campaign presented here where the test
vehicle is traversing through the wake.

In the fully three-dimensional case, each cylinder may be inclined to the vertical
and/or tapered along the long axis as well. There is also a girder between the two
tower columns. These effects from the 3D geometry of the tower and girder will not
be considered, but present an opportunity for further study. Some existing studies
on the topic were found during the literature search.

Targeted search

The following search phrase was used to find relevant titles. The phrases used to
filter out certain results — those preceded by the NOT operator, for example wall-
mounted or control — were chosen in an iterative process upon review of the search
results. These phrases were found to reduce the search results to a manageable list
for more detailed review without losing important entries. Note that the method-
ology used here is unlikely to be as robust as that used for the mapping presented
in Chapter 4. The goal here is not to achieve a fully representative list of literature,
but rather to find sufficient data and evidence to compare with the current experi-
mental results. The search was performed on the 25™ of May, 2021 using the Web
of Science database. Only one database was chosen for the sake of simplicity. The
particular database used here was found to be easy to use and give a significant
number of results without being tied to any particular publisher.

TI = ((square OR rectangular) AND cylinder AND (wake OR flow) NOT “low
reynolds” NOT “wall mounted” NOT wall-mounted NOT suppression NOT
control)

This gave 175 results from which 57 were identified as relevant based on a
review of the data and conclusions presented in the articles. These have been ar-
ranged according to the Reynold’s number, cross-section shape and arrangement of
cylinders considered in the research in Table 14.1. They have then been screened
for interesting data and the key findings have been plotted in Figure 14.2. Here,
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interesting data is that which clearly demonstrates the effect of geometric parame-
ters on the frequency content of shedding vortices; preferably at higher Reynold’s
numbers.

Rectangular cross-section

Figure 14.2a shows St as a function of angle of incidence for square and rectangular
cross-section cylinders. See Figures 14.1c and 14.1d for a visual description of each
respective geometry and the parameters used to describe them. Some observations
from the data include:

* The Strouhal number in the wake of a rectangular cross-section cylinder is
strongly dependent on it’s orientation in the flow — the incidence angle a.

* For all the data sets, there is less incidence-dependence in the range starting
from a ~[10,15]° to a ~ [60,70]°.

* Between a ~ 30° and ~ 60° (mid-range) the results from Norberg [147] (AR
= [1,2,3]) show that St is roughly constant (& 0.17) and equal for all values
of aspect ratio.

* The left-hand peak Strouhal number for the square cylinder is found at an
incidence of 15° and is consistent between the two studies with AR= 1.

* From Norberg [147], the effect of increasing the AR from 1 to 2 is to lower the
left-hand peak Strouhal number (from ~ 0.18 to ~ 0.17) and the incidence
angle at which it occurs (from 15° to 10°).

* Increasing AR to 3 further lowers the incidence at peak St (to 5°) and in-
creases the peak value (to ~ 0.19).

* The right-hand peak for AR = 2 occurs at a higher incidence 70° vs. 60° for
AR = 1, with a higher value ~ 0.18 vs. ~ 0.17, showing the inverse trend to
the left-hand peaks.

It appears that the higher Reynold’s number in Huang et al.’s study results
in a higher left-hand peak and a higher constant value in the mid-range of
incidence angles.

Note again that the location at which the Strouhal number has been measured has
not been checked for each study. This may have an influence on the results and
change the observations given above. A significant missing piece to understanding
this data is the Reynold’s number dependency. Nonetheless, the following is kept
in mind for future analysis:

* The Strouhal number in the wake flow of a rectangular cylinder is sensitive
to incidence angle a.
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Table 14.1: A map of the literature on the wake of square and rectangular cylinders.

Re! Cross-section Alrrangernentz’3’4’5 Presented in

10° rectangular single
10° square inline
10° square single
10* rectangular single
10* square, plate  single, s-by-s

10* square inline
10*  square s-by-s
10* square s-by-s array
10* square single

10* square staggered
10® rectangular single

10® square inline
10® square s-by-s
10® square single

10?2 rectangular  s-by-s
10? rectangular single
10?2 square inline
102  square inline array
10? square

10?2 square s-by-s

10?2 square s-by-s array
10? square single

10?2 square staggered
10! square inline

10!  square s-by-s

inline, staggered

[180, 213]

182]

97]

86, 147, 197]

88]

72, 112, 126, 210, 218, 227]
91, 142, 184]

117]

96, 201]

17]

143, 150]

174, 183]

152]

75, 128, 129]

149]

57, 141]
58,104, 121, 176, 181]
101]

118]

14, 16, 56, 155]

9, 100]

76, 175, 198, 228, 229]
12, 102, 145, 240]

43]

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[15, 169]

! Maximum Reynold’s number considered.
Zsingle: see Figure 14.1a, 14.1b, 14.1c.

3 s-by-s (side-by-side): see Figure 14.1f at a = 90°.

“inline: see Figure 14.1f at a = 0°.
> staggered: see Figure 14.1f at a # 0,90°.
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Figure 14.2: Strouhal number as a function of incidence presented in the literature.

! Huang et al. [97]; rectangle; measured by hot-wire anemometer; Re = 9.4 x 10*
2 Norberg [147] square; measured by hot-wire anemometer; Re = 5 x 10°.

3 Knisely [116] rectangle; measured by hot-wire anemometer; Re ~ 10*.

4 Sumner et al. [192] circle; measured by hot-wire anemometer; Re = 7.2 x 10%.

5 Alam et al. [17] square; measured by hot-wire anemometer; Re = 1.3 x 10%.
Note: some data is missing/approximate where data series were indistinguishable.
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* The sensitivity is acute at angles close to 0° and 90°.

* The aspect ratio of a rectangular cylinder can affect the peak Strouhal number
and the incidence angle at which this occurs.

* The aspect ratio can also affect the range of incidence angles across which the
Strouhal number is roughly constant. The approximately constant St range
is wider with higher AR.

* Higher peak Strouhal numbers are found for AR= [3,4] when compared to
AR=[1,2].

This summarises the observations and gives some interim conclusions about the
effect of angle of incidence and aspect ratio on the Strouhal number measured in
the wake flow of rectangular cylinders. The next step is to consider the effect of
the presence of a second, identical cylinder in close proximity to the first.

Staggered cylinders

Figure 14.2b shows the variation of St with angle of incidence as measured behind
the leading - or upstream - cylinder of a pair of staggered cylinders. The data by
Alam et al. [17] results from a series of experiments with pairs of square cross-
section cylinders. The cylinders are kept at a = 0° (using the definition of a given
by Figure 14.1c), yet are placed at a stagger apart from each other as shown in
Figure 14.1e. The incidence a therefore defines the line passing through the centre-
point of each cylinder rather than the orientation of each respective square cross-
section. Even though it was not found as part of the targeted literature search,
data from Sumner et al. [192] is also presented for the case of a staggered pair of
circular cylinders. This data is plotted in order to give additional opportunities for
comparison.

Data sets from experiments on staggered circular cylinders are more accessible
due to the review paper by Sumner [191]. This article — which includes many of the
results given by the same authors in a previous paper [192] — reviews thoroughly
the wake structure, forces and frequency content of wake flows behind pairs of cir-
cular cylinders in series (one behind the other), in parallel (side by side) and in the
staggered configuration. A set of flow patterns (or regimes) are identified/defined
for a range of Reynold’s numbers and geometrical configurations.

These will not be reviewed in depth here, yet it is important to note that the
appearance of any given regime is sensitive to geometrical parameters and Re. For
example, when sufficiently close (small P, see Figure 14.1 for definition) and at
certain incidence angles a, the two cylinders may act as a single bluff body. In
this and other regimes there can be a dominating coherent oscillatory flow char-
acterised by a single Strouhal number. In other configurations — for example for
larger P and sufficiently large a — there may be two distinct Strouhal numbers. The
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two wakes may be interacting, or the presence of one cylinder in the wake of the
other may disturb the upstream wake. There are even configurations where it is
difficult to determine the Strouhal number because there is no coherent oscillatory
flow structure at all.

In the case of the Helgeland bridge tower, for which a clear and significant
oscillatory wake flow was observed in the field, the spacing ratio P/D is ~ 2.5.

Figure 14.2b shows select plots from configurations close to the Helgeland
bridge case. The full data sets for both leading and trailing cylinders have not
been plotted. In Alam et al. [17] (square cylinders) it is clear that there is one
Strouhal number at the lower incidence values with a bifurcation into two distinct
numbers at around 45°. The higher Strouhal number corresponds to the wake flow
behind the leading cylinder (note that no statement is made here about cases other
than P/D = 2.00 and P/D = 2.50). Intuitively, it is the wake behind the leading
tower that will be observed by a vehicle driving between the two columns of the
bridge tower.

Even though both branches are not plotted in Figure 14.2b, the bifurcation
is still evident in each plotted data set from Alam et al. [17]. There is a clear
discontinuity. There is also evidence for this in the data from the circular cylinders.
It is not as clear as in the case of the square cylinders. This is because the plots
presented in [192] included so much data, especially at the lower incidence angles,
that it was difficult to pick out individual data points. The data points plotted in
14.2b are therefore approximate and the resolution along the horizontal axis is
significantly lower than in the original paper.

As with the study of the effect of the cross-sectional aspect ratio and incidence
of rectangular sections, some tentative conclusions can be drawn that are relevant
to the current study:

* The flow around a pair of cylinders in a staggered configuration is sensitive
to incidence angle.

* Various flow regimes may occur, where the spacing and angle of incidence
(stagger) influences the degree to which the wakes behind each cylinder in-
teract. This in turn affects the frequency content of the wake and how this is
distributed in space.

* For configurations where P/D = 2.00 or 2.50, a bifurcation occurs at around
a = 45°. A significantly higher Strouhal number is found in the wake of the
leading cylinder at values of incidence larger than this.

* This Strouhal number can be significantly higher than that for a single rect-
angular or circular cylinder.
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14.2 Observed wind and roll response in the field

Before proceeding with the analysis of the observed vortex shedding at Helgeland,
it is worth noting that some of the data collected by the anemometer on the Helge-
land bridge has been clipped. The settings for the internal WindMaster digital-to-
analogue conversion of the wind components u, and v, were incorrect by mistake.
Measurements are limited to [-30, 30] m/s. Consequently, the full wind vector is
not known at all points in time.

Nonetheless, the observed phenomenon is so compelling that a description of
the wind field using the clipped data is still attempted. The wind measurements
are strongly supported by the observed roll response.

The clipping is particularly problematic in the leeward (southward) lane as
there was a significant component of the wind in the direction of travel of the ve-
hicle. Figure 14.4 shows the approximate wind direction that would be measured
by a stationary test vehicle in the leeward lane. Clearly, the addition of a nega-
tive wind component in u from the driving velocity of the vehicle would lead to
high-magnitude negative component along x’ (axis points in the forward vehicle
direction in the S-frame - refer to Figure 1.6 for definition).

Wind Vector

Figure 14.4: A sketch illustrating the offset angle of the anemometer. The
anemometer is shown from the top with the North spar aligned with the u, axis of
the rotated anemometer.

Luckily, during the Helgeland session, the WindMaster was mounted with a 26°
offset as can be seen in the sketch. This means that the u, axis remained close to
perpendicular to the mean wind vector. The degree of clipping in u, is therefore
limited.
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The following analysis will depend more on u, than v, even though it is di-
rected almost perpendicular to the mean wind. Spectra will be plotted for the u,
component only, yet the time series of v, are presented as well in order to demon-
strate the correlation between the two in the vortex street. This is believed to be
a coherent aerodynamic wake structure where the two components u, and v, are
strongly correlated.

Some of the clearest evidence of the vortex street and not least the conse-
quences for vehicle safety is seen in the roll response of the vehicle. This data
comes from the IMU and is a signal that is not subject to clipping. As will be seen,
the measured roll response strongly supports the theory that there is an oscillatory
aerodynamic force exciting the vehicle about its roll axis.

Full bridge profile

Figure 14.5 shows the the wind signals and the roll response across the span of the
bridge. The wind component u, and the roll rate of the vehicle w, are characterised
by significant variation from the mean in the region immediately preceding the
towers. This is clear to see in the lower two plots in Figure 14.5. The variation in
the roll response is larger here than anywhere else along the bridge axis.

In the case of the wind component, there is significant variation around X,
= -450 to -350 m in addition to that near the towers. This has been attributed
to the wake of the support piers below the deck in Chapter 8. Another obvious
feature in u, is the change in mean in the region X; > 400 m. This is attributed
to the curvature of the road. Note that the wind speeds plotted are measured in a
vehicle-fixed reference frame.

The curves on the v, vs. X}, axis show that a sizeable portion of the data has been
subject to clipping. Some of the signals also have spikes in v, at 400 < X, < 500
and —300 < X}, < —250 respectively. This is the result of passing through the wake
of oncoming vehicles in the windward lane.

There are no visible geographical features that could cause the increase in vari-
ation near the towers. Figure 14.6 gives a map of a larger geographic area around
the bridge. With the south-easterly wind that was present during the field session,
there is nothing but water in the 2-3 km upwind of the towers. The phenomenon
seen at X, ~ —200 m and X; ~ 240 m is almost certainly associated with the
towers.

Amplitude spectra of roll and wind speed

The thick dotted lines in Figure 14.5 delimit the reference segment as first defined in
Chapter 8. Note that the placement of the reference segment is slightly different to
that used previously. The limits have been chosen to separate the roll signal affected
by the vortex shedding from that on the main span. The reference segment is
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Figure 14.5: Time series of wind and roll response across the span of the bridge.
©Kartverket (terrain model & road shape)
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Figure 14.6: A map showing the mean wind vector at the bridge deck for the run
discussed in Section 14.2. ©Kartverket (terrain model & road shape)
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Figure 14.7: One-sided amplitude spectra of wind and roll response on the main
span segment.
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therefore labelled the Main Span segment to clarify that it has been defined slightly
differently to the reference segment used previously.

Figure 14.7 shows the one-sided FFT of the wind and roll rate signals (zero
meaned) from the main span segment. Neither present with outstanding peaks.
The roll rate spectrum is narrower and shows that the most significant response is
between 0 and 2 Hz. The spectra are significantly different to their counterparts
for the near tower segments that are shown in Figures 14.10 and 14.12.

Vehicle roll frequency

2
5 O f=122Hz
— % 1.5
E; )
< 0 = 1
= 5
3 305
-5
L L L s O f
0 5 10 15 20 0 1 2 3 4
tls] f [He]
(a) Time series (b) Spectrum

Figure 14.8: Results from a manual shake test.

The vehicle was manually shaken in order to identify the vehicle’s roll mode.
The side of the test vehicle was pushed periodically in a manner so as to match the
natural response of the suspension to rolling motion. The procedure was repeated
until the test gave a significant roll response and a smooth periodical signal.

The resulting time series can be seen in Figure 14.8a next to the one-sided FFT
in Figure 14.8b. The results indicate that the vehicle’s natural frequency is close
to 1.22 Hz. An attempt to identify the damping coefficient from the decay of the
signal from about t = 11 s revealed that the roll frequency changes with amplitude.

Despite this non-linearity, the vehicle’s natural roll frequency at large ampli-
tudes near 5 deg/s (as shown in Figure 14.8a) lies close to this value of 1.22 Hz. The
spectral curve from this shake test (Figure 14.8b) has been included for comparison
with the spectra from the near tower segments in Figures 14.10b and 14.12b.
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Near tower measurements

For illustrative purposes, the signals u, and w, shown in Figure 14.5 have been
replotted on a new set of axes in Figures 14.9 and 14.11. They have been plotted
against time rather than a spatial coordinate where t = 0 corresponds to a given
coordinate along the bridge axis preceding the towers. The total wind magnitude
V. has also been plotted. Breaks in the time series appear where clipping was
observed in one or both of the components u, or v, (i.e. clipped values have not
been plotted).

'
~
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Uy |

v, [m/s]

V. [m/s]

w, [deg/s]

Elapsed time [s] from 7" = 225m (X, ~ 250m)

Figure 14.9: Time series of wind and roll response near the North tower (measured
while driving at 30 kph).

Note: the gaps seen in some lines exist because clipped values have not been plotted.

Roll behaviour

It is clear to see the sinusoidal roll behaviour of the vehicle in its approach to both
the North (Figure 14.9) and South towers (Figure 14.11). Barring perhaps one
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Figure 14.10: One-sided amplitude spectra of wind and roll response near the

North tower.
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Figure 14.11: Time series of wind and roll response near the South tower (mea-

sured while driving at 30 kph).

Note: the gaps seen in some lines exist because clipped values have not been plotted.
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Figure 14.12: One-sided amplitude spectra of wind and roll response near the
South tower.

time series from the North tower — plotted in a green colour — every passing of the
tower wake at this driving speed demonstrates an unambiguous growth and decay
in oscillatory roll response of a very similar frequency. This is reflected in the peaks
seen in the spectra shown in Figures 14.10b and 14.12b for the North and South
towers respectively.

Note that in order to improve the frequency resolution of these spectra, the
time series used in the FFT include data from an extra 20 m along the bridge axis
before and after that which is shown in Figures 14.9 and 14.11.

Wind features

Figures 14.10a and 14.12a show the spectra of the corresponding wind component
signals u,. These are less clear than the roll rate yet distinctly different to the
spectra plotted from the main span in Figure 14.7a. Note that the axis limits for
the spectra at the towers are the same as those given for the main span which makes
for an easy comparison.

The wind component spectra suggest that there are two distinct features of
the wind profiles near the towers. One set of peaks is of a lower magnitude and
higher frequency which generally corresponds closely with the peaks identified in
the corresponding roll rate spectrum. This is believed to be evidence of a vortex
street in the wake of the bridge towers. These peaks have been identified by picking
the maximum value for the portion of the spectrum curve above f = 0.9 Hz. In
some cases, at the South tower, this peak is somewhat ambiguous. Nonetheless, the
majority of the spectra at both the towers show evidence of increased amplitude in
the range between 1 and 1.5 Hz.



258 CHAPTER 14. VORTEX SHEDDING IN THE TOWER WAKE

Note that the anti-spike algorithm has again affected the results by introducing
a flat signal at various points in time, giving the signals a step or box-like appear-
ance. This may affect the amplitude spectra as well.

The second set of higher magnitude, lower frequency peaks are also evident
in the spectra and are most likely associated with the inverse gusts caused by the
shielding effect of the towers as described in Chapter 13. The vehicle will roll in
tact with lateral handling response to the inverse gust. No attempt has been made
to estimate this low frequency from the spectra given the short length of the signals
used.

Vortex dimensions

One of the wind component signals (u,) at the South tower — the purple line — has
a much closer resemblance to the roll response than the other repetitions. It looks,
in similarity with the roll response, like a sinusoid of constant frequency which
increases in magnitude over a period of about 4 seconds before dying out.

This oscillation of about 1.4-1.5 Hz is superimposed with a slower process; the
inverse gust caused by the shielding effect of the tower. From about t = 6 s, it
is only the inverse gust profile that is evident as the wind speed recovers to the
reference value.

These oscillations in the wind are not as clear to see in any of the other signals
and the roll rate reaches a maximum of about 10 deg/s which is higher than any
other repetition at the South tower. This appears to be something of a worst case
for vehicle comfort/safety and so this repetition will be studied in more detail.

Influence zone

The data from this repetition has been isolated and replotted on a new set of axes
in Figure 14.13 along with the roll rate. In this case the signals are plotted along
the bridge axis where the offsets of the CG and anemometer from the main GNSS
antenna have been taken into account. The alignment between these signals is
therefore different to that shown on the time axis previously.

The influence zone is where the the vortex is deemed to be observable either
through the roll response or the direct measurement of the wind. In Figure 14.13,
the estimated boundaries have been chosen by inspection from the second set of
axes. The part of the road centreline that falls between these boundaries is then
highlighted with a thick black line on the diagram sketched directly above.

The diagram has been rotated such that the mean wind vector points down the
page. It gives an impression of where observation of the vortex street begins and
ends. The influence zone is long and starts up to 5.6D to the left of the centre of
the tower. This exposes the vehicle to the regular oscillation of wind for a sufficient
period of time to allow for the build up of a significant roll response.
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Figure 14.13: Approximate geometry of the vortex street at the South tower.
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Note that due to the clipping of the wind data, there will be some uncertainty
in the mean wind speed and incidence angle. The incidence angle will affect the
dimensions of the influence zone and so the true dimensions may differ from the
5.6D value.

The mean wind vector presented in Figure 14.13 has been estimated using an
averaging of wind signals near the South tower. It is therefore a more local estimate
than the reference value presented in previous chapters.

Flow parameters

Using the details of the flow given in Figure 14.13 it is possible to estimate the
Strouhal number,

_fD
=7
The spectral peaks in the wind component u, shown in Figures 14.10a and 14.12a
lie, as values rounded to the nearest 0.1 Hz, between 1 and 1.4 Hz. For the case
shown in Figure 14.13, the peak in the wind spectrum is 1.3 Hz, which along with
the following,

St (14.1)

D=57m
U=27.2m/s,

gives a Strouhal number of 0.27, where D is defined in Figure 14.1. Using the
kinematic viscosity for air at sea level from the International Standard Atmosphere
[1], v =1.46 x 10~°> m?/s, the Reynolds number is estimated,

_UD

Re S (14.2)
v

to give Re = 1.1x107.

14.3 Discussion

It is clear that it was not comfortable — and perhaps not even safe — for the test
vehicle to cross through the tower wake at the driving speed of 30 kph. This is
significant because the test vehicle is of a type and dimension that is often seen on
Norwegian roads. The Volkswagen Crafter (test vehicle), Mercedes Sprinter and
similar vehicle models are often used as ambulances, taxis or goods vehicles.

The Helgeland bridge in particular connects the mainland of Norway to the is-
land of Alsta, hosting the town of Sandnessjgen. There is a hospital in Sandnessjgen
and many people living on the mainland are in fact reliant on the Helgeland bridge
for having access to certain medical treatments. Maintaining safe passage for these
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vehicles across the bridge is extremely important. Patients in a critical condition
should not be exposed to the violent rolling motion that was observed in approach
to the towers.

Consequently, there are some critical questions around the vortex street ob-
servations. The flow conditions were such that the absolute shedding frequency
coincided with the vehicle’s roll mode over a significant segment (distance) of road
near both the North and South towers:

1. How often does this absolute shedding frequency present itself on the Helge-
land bridge?

2. Might there be similar examples at other bridges?

3. How could the violent roll response observed here be mitigated?

There is reason to believe that this phenomenon was caused by a unique set of flow
parameters (including tower geometry) at the Helgeland bridge that are unlikely to
be seen elsewhere on the Norwegian road network. This is argued using a statistical
and empirical argument next.

Parameters of the Helgeland vortex street - statistical argument

Table 14.2 summarises the key geometric and flow parameters for the towers at
each of the cable-supported bridges visited during the field campaign. Assuming
that the field experiments performed here are representative of the overall statistics
for significant wind events at Norwegian bridges, then the Helgeland bridge is a
unique case.

In reality, the a = O case was actively prioritised and so there may be a bias in
the sample set of incidence angles. On the other hand, there should be little bias
in the geometric parameters other than that resulting from the preference given
to visiting longer cable-supported bridges. Whether there is a correlation between
the aspect ratio AR and the tower spacing P/D and bridge length is unknown.

Nonetheless, the aspect ratio AR at Helgeland is uniquely high and the spac-
ing P/D uniquely low in the current sample set. The incidence angle is also the
highest absolute value at 42° compared to the next highest value of 20°. Similarly,
the Reynolds number is the highest at about twice the values at Neergysund and
Tjeldsund 1. At Hardanger and Hélogaland however — owing mainly to the large
dimension of the towers — the Reynold’s number is similar.

All the parameters in Table 14.2 are known to influence the presence of different
vortex shedding regimes and the Strouhal number in the wake flow. By virtue of the
fact that the Helgeland bridge case is an outlier in a, AR and P/D, then it might be
concluded that the observed roll-inducing vortex shedding is also an outlier. This
argument can be probed further using the conclusions given in Section 14.1 based
on empirical data extracted from the literature.
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Table 14.2: Tower flow and geometric parameters.

a Ve, Re AR P/D
[°] [m/s] x10°

Hélogaland -1 17 84 16 27
Hardanger 12 16 82 1.1 3.5
Helgeland 42 25 9.8 29 24
Neaergysund -20 15 43 13 33
Tjeldsund 1 -3 17 3.8 - 2.8

Flow parameters are based on reference values. The values for Hel-
geland therefore vary slightly from the more local estimation of flow
parameters near the South tower presented in Figure 14.13.

Empirical argument

The sections of the Helgeland bridge towers are rectangular with an aspect ratio of
2.9. The Strouhal number for a rectangular section with AR= 3 (see Norberg [147]
in Figure 14.2a) has been shown to be roughly constant (St = 0.17) in the range
10 < a < 50° and significantly higher than St= 0.1 near a = 0. The relatively high
incidence angle a = 42° at the Helgeland bridge is therefore likely to contribute
to a higher Strouhal number than if the incidence angle had been closer to 0. If
Norberg’s result is applicable to the current case, the Strouhal number would be
equally high at incidence angles in the range 10° through 50°.

The vortex shedding regime will also be influenced by the paired arrangement
of the tower’s two sections. As concluded in Section 14.1, the flow regime and
Strouhal number in the wake of paired cylinders is highly sensitive to the incidence
angle. In particular, when P/D = 2.0 or 2.5 (compare to 2.4 at Helgeland), then
two separate Strouhal number can be observed at incidence angles above ~40°.
The higher Strouhal number, observed behind the leading tower, will exceed the
envelope of values observed in the wakes of a single rectangular sections (envelope
shown by grey lines in Figure 14.2b). The highest Strouhal number for singular
rectangular sections reported in the literature is below 0.2.

The high St number of 0.27 may be one of two observable frequencies in the
wake of the Helgeland tower. The path of the girder places the vehicle in the wake
of the leading tower. This would mean that the higher value has been observed.
The fact that there appears to be a jump (bifurcation) in Strouhal number before
40° for all paired circular and rectangular sections in Figure 14.2 — where the values
of P/D are all similar to the Helgeland case — supports this hypothesis.

The Helgeland case is at a = 42°, which may only be just above the incidence
at the jump/bifurcation. The vortex shedding may not have been observed at all
had the incidence angle been as little as 2° lower. At angles below 40° the square-
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section curves (Alam) in Figure 14.2 suggest that the Strouhal number — and by
extension also the frequency — would be about half the value. The roll response
would ostensibly have been limited at this frequency.

Wake width

The vortex-induced response observed at 30 kph is significant in magnitude largely
owing to the duration of time the vehicle spends under the influence of the vortex
street. The duration is long partly because of the low driving speed but also because
the vortex shedding is evident along a long segment of the road.

Figure 14.13 shows that the vortex street appears to extend quite far to the left
of the tower. It was observed in Chapter 13 that the inverse gust (shielding effect)
was also shifted quite far to the left compared to the expected position immediately
downwind of the obstruction (tower).

It is hypothesized that the combination of a high aspect ratio rectangular section
and the spacing between the two sections has a channelling effect that turns the
flow through the columns and aligns it — and the vortex street — with the bridge
girder. There is some evidence for this in Figure 13.4a (see the wind vectors in
proximity to the centre of the tower).

If the incidence were to be smaller then the vortex shedding would be less
problematic. The vortex street would cover a shorter segment of the girder and
oscillatory loads on the vehicle would build up over a shorter duration of time. As
argued above, the vortex shedding would likely also be at a lower Strouhal number
and frequency at a lower incidence.

On the other hand, the vortex shedding frequency, and its prominence over a
longer section of the girder, would possibly be maintained, or worsen, at a higher
incidence. One of the upper branches plotted in Figure 14.2b remains roughly
constant between a = 40° and 60°, while the rest drop off slowly towards 90°. It is
possible that the vortex shedding observed here would be similarly problematic at
incidence angles above 42° and may be less problematic at angles exceeding 60°.

Wind speed

If it is assumed that the Strouhal number is Reynold’s number independent, then
the shedding frequency is a linear function of the wind speed as described by Equa-
tion 14.1. A 10% change in wind speed would shift the shedding frequency 10%
away from the natural roll frequency of the vehicle. The occurrence of a high ampli-
tude roll response in the vortex street is therefore likely to be affected to the wind
speed as well. In reality, the Strouhal number may be Reynold’s number depen-
dent as well, thus making it less certain how changes in wind speed would affect
the observed shedding frequency.
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Driving speed

The roll response was not noticed during the field sessions until the repetitions at
30 kph were performed. The vehicle response upon passing the towers at the higher
speeds (60, 70 and 80 kph) was not noticeably different in nature to that experi-
enced in passing the towers at any of the other bridges, where no such observations
of vortex-induced response have been made.

Figures 14.14 and 14.15 show the time series of the roll rate measured along
a 160 m segment that passes by the North and South towers respectively. Each of
the signals in these two figures have been used to estimate an amplitude spectrum
that can be seen in Figure 14.16.

It is clear from the time series that the excitation of the natural roll frequency is
most evident at the 30 kph driving speed. There is some oscillation at this frequency
near 4 seconds of elapsed time in the 60 kph signals as well. These oscillations
are subsequently dominated by a lower frequency component nearer 5 seconds.
This same, lower frequency response is seen at 70 kph and 80 kph without much
evidence of the preceding higher frequency excitation at the natural roll frequency.

The lower frequency response follows closely the handling response (lateral
acceleration A, and w,) and is the response to the inverse gust created by the
shielding effect of the tower discussed in Chapter 13.

The domination of the response to the vortex street at 30 kph is clear in the
amplitude spectra of Figure 14.16. The peak in the 30 kph spectra near 1.3 Hz
is prominent. At 60 kph however, two spectral peaks of similar prominence are
evident in almost every repetition. In some cases, the highest value is the high
frequency one, but in most cases the response associated with the inverse gust is
the dominant peak, albeit only just.

From the 70 kph and 80 kph spectra it is clear that there is in fact some energy
above 1 Hz in the roll response signals, indicating that there may be some excita-
tion of the vehicle’s natural roll frequency. At 80 kph at the South tower however,
the energy associated with passing through the inverse gust is almost completely
dominant.

It is hypothesized that the inverse gust response would continue to be domi-
nant at higher driving speeds and that the spectrum seen at the 30 kph would be
approached by decreasing the driving speed from 60 kph. For example, at 50kph
it is likely that the high frequency content associated with the response to vortex
shedding would result in higher spectral peaks than the low frequency content as-
sociated with the inverse gust.

Driving slower than 30 kph would approach the static driving case, for which
the roll response may increase further, possibly even to rollover of the vehicle. The
static case could be investigated in the wind tunnel.
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Figure 14.14: A comparison of time series at different driving speeds at the North
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Three-dimensional effects

Without any empirical evidence from wind tunnel experiments it is difficult to form
an hypothesis around the effects of the three-dimensional parameters of the bridge
tower geometry. The South tower at the Helgeland bridge is sketched in Figure
14.17 using a parallel projection. The in-plane wind vector points into the page
(i.e. the sketch shows the bridge tower as seen in the wind direction). A number
of three-dimensional effects are apparent:

* The tower columns are tapered both above and below the girder.

* The tower columns are inclined inwards towards the top and bottom, with a
kink at girder height.

* The girder is inclined and the vehicle in the leeward lane (sketched) travels
downwards when passing through the paired tower columns.

The impact of each of these three-dimensional features on vortex shedding is un-
known. It would be interesting to study this tower geometry in the wind tunnel
to see which flow parameters are necessary to create the vortex shedding phe-
nomenon observed in the field and how robust the shedding frequency is to changes
in geometry and flow conditions.

Turbulence intensity

Another flow parameter that may influence the occurrence of vortex shedding is the
turbulence intensity of the incoming flow. By inspection of Figure 8.13 (the wind
profile for the leeward lane at the Helgeland bridge) it is clear that the turbulence
intensity was low at Helgeland compared to at some of the other bridges. This is
likely explained by the upstream terrain which is 2-3 km of open water.

One hypothesis is that the vortex shedding would not have been sufficiently
coherent to cause the observed build up of roll response if the incoming turbulence
intensity had been higher. Again, this would be interesting to study in the wind
tunnel.

14.4 Conclusions

A large-scale coherent vortex street has been observed in the wakes of both the
North and South towers of the Helgeland bridge while travelling in the leeward
lane with the test vehicle:

* The vortex shedding frequency observed in the clearest case (repetition) of
oscillatory flow is 1.3 Hz corresponding to a Strouhal number of 0.27.
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Figure 14.17: A sketch of the Helgeland bridge and the test vehicle on the deck.
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* The following parameters describe the flow and geometry of the paired tower
columns: Re~ 107, U =27 m/s, a = 42°, AR= 2.9 and P/D = 2.4.

* The vehicle oscillated about it’s roll axis in response to the oscillatory flow
across a span of approximately 50 m of the bridge girder, reaching a maxi-
mum absolute roll rate of 10 deg/s.

* The oscillation of wind speed was observed to start up to 5.63D perpendic-
ularly (to the wind vector) away from the centre-point of the tower cross-
section.

The flow parameters at the Helgeland bridge towers are unique compared to those
seen at other bridges in this work. The wind incidence a is the highest absolute
value (42° vs. the second highest at 20°), the aspect ratio for the tower sections is
the highest (2.9 vs. the second highest at 2.6) and the spacing between columns
is the lowest (P/D =2.4). In addition to this the mean wind speed was high at 25
m/s (vs. a second highest value of 17 m/s).

It is hypothesized that the relatively high Strouhal number observed is a result
of the high aspect ratio of the tower section combined with a low spacing P/D and
an incidence angle near 45°. The high wind velocity in combination with the high
Strouhal number leads to a relatively high shedding frequency that matches the
natural roll frequency of the test vehicle and leads to a strong response.

How often does this absolute shedding frequency present itself on the Helgeland
bridge?

The shedding frequency that was observed may be less likely to match the ve-
hicle’s roll frequency at different wind speeds (assuming the Strouhal number is
Reynold’s number independent). Similarly, the shedding frequency would likely
be lower at lower incidence angles (though it would possibly maintain a similar
value at higher incidence angles). This would suggest that small changes in wind
speed and/or a reduction in the incidence could change the shedding frequency
and vortex shedding mechanism significantly. Changes to the incidence angle may
also move the vortex street away from the girder, thereby exposing the vehicle to
the vortices for a shorter duration of time.

The specific conditions observed during the experiment may therefore be uniquely
associated with the significant response of the test vehicle. If this is a wind speed
and direction that is often seen at the Helgeland bridge, then the conditions nec-
essary for this unique response may nonetheless occur regularly.

Might there be similar examples at other bridges?

The tower geometry and placement of the Helgeland bridge are fairly unique.
The tower sections have a higher aspect ratio than any of the other visited bridges
and the bridge protrudes out into a very wide fjord with 2-3 km of open water fetch
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from which the 45° incidence is possible with South-easterly winds. Most wind-
exposed bridges in Norway are straddled by land on either side. The strongest
winds typically follow the topographical channel and are incident at o = 0° (per-
pendicular to the girder). A mapping of Norwegian bridge tower geometries, sur-
rounding terrain and wind statistics is recommended, though the Helgeland case
is most likely an outlier.

How could the violent roll response observed here be mitigated?

It is clear that increasing the driving speed can significantly reduce the signif-
icance of the roll response. On the other hand, increasing the driving speed also
increases the response to the inverse gust (shielding) caused by the tower’s obstruc-
tion of the flow.

Further work

A parametric study of the flow around paired high aspect ratio cylinders is recom-
mended for the wind tunnel (or using CFD). The sections should remain parallel to
one another in the staggered configuration in contrast to what has been presented
in the literature. The effects of Reynold’s number Re, incidence a, spacing P/D,
and cross-sectional aspect ratio AR should each be studied. A further extension
would be to consider typical three-dimensional effects like taper or lean and the
effect of the girder on the Strouhal number and vortex shedding mechanism.

The response observed here was significant because the vortex shedding was
coherent, large-scale and covered a long segment of the bridge girder. The ability to
predict the Strouhal number and shedding mechanism for any given bridge tower
could be combined with statistical wind data to quantify the likelihood of similar
vortex-induced responses being observed on bridges in Norway.
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Chapter 15

Conclusion

15.1 Summary of conclusions

This thesis contributes to a better understanding of vehicle handling response to
wind gusts on various types of bridges. The results can be used by road authorities
to better direct efforts towards providing safe passage on road bridges whilst strik-
ing an appropriate balance between serviceability and cost. The most significant
contributions are:

* An instrumented test vehicle has been established that can record wind, ve-
hicle and driver response in severe crosswinds and winter conditions on Nor-
wegian road bridges.

— The system can be used to quickly identify inhomogeneities in the wind
field over bridges and link them to features of the local topography or
the bridge’s structural geometry.

— Critical features of the wind can in turn be linked to the measured han-
dling and vibrational response of the vehicle.

— The mean wind speed profile near bridge towers can be measured and
the quality of the results makes possible the comparison to wind tunnel
results.

* A preliminary analysis of vehicle-bridge interaction suggests that it is un-
likely to be a critical consideration for accident analyses on Norwegian road
bridges.

* The vehicle-driver system was observed to respond the most to inverse gusts
in the frequency range 0.5-2.75 Hz and the reduced frequency range 0.25-
1 (spatial gust periods of 1-4 vehicle lengths). This builds on the existing
knowledge of critical temporal and spatial gust periods for crosswind sensi-
tivity of vehicle-driver systems.
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In theory — as demonstrated by the frequency response function of the single-
track model - the vehicle handling system’s sensitivity to crosswinds increases
with driving speed. Here it was found that a severe, adverse handling re-
sponse is much less likely at a driving speed of 30 kph compared to 60, 70
and 80 kph.

There are predictable crosswind gusts that often lie in both the critical fre-
quency and reduced frequency ranges when driving at the common Norwe-
gian speed limit of 80 kph. These gusts are formed in:

- the wakes of bridge towers,

— the wakes of columns that stand windward of the girder and protrude
above the road surface (like the cable support piers at Tjeldsund),

— the pressure wave and/or separation bubble above sizeable substruc-
ture elements (like the counterweight at Tjeldsund), or

— the transition from a fixed-base road to an elevated girder at the abut-
ments (which includes tunnel entrances/exits, finite embankment ge-
ometries and sudden topographical drops).

All towers encountered in the field were of a critical dimension to induce a
significant handling response of the vehicle-driver system.

A step-change in wind speed was observed at multiple abutments. The di-
mension — or spatial period — of the step-change was found to be critical in
only a handful of the observed cases. The change in wind speed occurs over
such a long distance that the gust frequency (and reduced frequency) often
lies on the lower limit of the critical range. The same gusts may be more
critical at higher driving speeds.

The unique structural design of the Tjeldsund bridge means that 5 critical
gusts are encountered in short succession on each crossing. The clustering of
critical gusts was difficult for the driver to handle.

The likelihood of encountering critical gusts of a significant amplitude (>7
m/s) in a stochastic wind field on a bridge is increased by:

— the presence of complex upstream terrain that increases the general
turbulence intensity in the atmospheric boundary layer (seen here at
the Hardanger bridge), or

— driving in the leeward lane on the deck of a girder with a bluff cross-
section (seen here at the cantilevered Dolmsund and Mélgy bridges).

Front-axle skid events were experienced as a result of a stochastic gust on
the main span of the Hardanger bridge (complex upstream terrain) and in
the leeward lane of the Dolmsund bridge (separation over a bluff section).
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* The flow separation over girders with a bluff cross-section significantly in-
creases (of the order of 2 times compared to the more streamlined girders of
cable-supported bridges) the likelihood of observing resultant responses that
exceed a proposed sensory threshold. The driver is therefore made continu-
ally aware of significant wind perturbations. This may continually strain/tire
the driver.

* The mean wind speed profile in the wake of the towers have clear similarities
with wind tunnel results found in the literature despite key differences in
the flow parameters. It is plausible that wind tunnel studies can be used to
predict the mean wind profile in the wake of towers in the field.

* A large scale vortex shedding phenomenon was observed in the wake of the
Helgeland bridge towers with a shedding frequency of 1.3 Hz and a Strouhal
number of 0.27.

— The shedding frequency matched the vehicle’s roll mode and induced a
response where the vehicle body reached a roll rate of up to 10 deg/s.

— It is hypothesized that a similar response is unlikely at other bridges
due to the unique tower geometry and flow conditions observed at the
Helgeland bridge.

— If the observed combination of wind direction and mean wind speed at
the Helgeland bridge is typical, then similar vortex shedding is likely to
be seen at this location again.

— It may be beneficial to drive at a higher driving speed to avoid the build
up of roll response to vortex shedding. The response to the vortex shed-
ding decreased in severity with increased driving speed, though the re-
sponse to the inverse gust in the wake of the tower increased. An opti-
mal driving speed likely lies in the range 30 to 60 kph.

* Single-point measurements of wind speed and direction (on the bridge) are
unlikely to be appropriate to characterise wind-related accident risks on their
own. The predictable gusts behind obstacles and stochastic gusts resulting
from terrain and/or separation over the bridge girder make the wind field in-
homogeneous along the span. Accident prediction methods should consider
this inhomogeneity.

15.2 Practical implications and further research needs

Some general recommendations to infrastructure owners regarding the design of
bridges and mitigation of accidents are given below. Additional research is needed
to provide more targeted recommendations and solutions.
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1. Special attention should be paid to structural features that can act as obsta-
cles to the wind over the bridge deck. From a vehicle safety perspective, these
should be avoided where possible.

* This pertains particularly to structural elements that stand taller than
the bridge deck, but also to large elements that remain below the deck.
 Single obstacles placed far away from each other along the girder axis
are preferable to clusters of obstacles in close proximity to one another.

* Asarule of thumb, it is better to use elements with a dimension parallel
to the girder (width) smaller than 1 times the smallest expected vehicle
length or larger than 4 times the length of the longest vehicles. This
range may be narrower by consideration of the speed limits (by moving
gust frequencies away from the 0.5-2.75 Hz range even if they remain
within 0.25 < kf < 1). Further research on the transient behaviour of
vehicle-driver systems in response to crosswinds is necessary to increase
confidence in these ranges.

* Vortex shedding mechanisms behind bridge towers should be studied
further in order to understand whether or not such oscillatory flows
pose a real and substantial threat to vehicle safety on Norwegian road
bridges. This should start by studying the shedding frequency as a func-
tion of the cross-sectional aspect ratio AR, spacing ratio P/D, angle of
incidence a, Reynold’s number and wind speed.

2. The surrounding terrain should be carefully considered along with statistics
of wind speed and direction to determine the likelihood of observing eddies
of a safety-critical size on the bridge deck.

* It may be possible to predict gusts/eddies of a critical dimension and
amplitude through in-situ monitoring, possibly by evaluating the distri-
bution of gust amplitude AV,,.

* Otherwise, wind characterisation studies can be performed a-priori to
identify critical wind directions (with respect to upstream terrain) and
predict the likelihood of high amplitude gusts (AV,, > 7 m/s) of a crit-
ical spatial dimension.

* More research is needed to establish robust methodologies that provide
appropriate gust predictions.

3. The likelihood of observing eddies of a safety-critical size will also be affected
by the cross-sectional shape of the girder. It will be useful to have a better
understanding of typical eddy sizes, how these relate to cross-section dimen-
sions (like thickness and chord length) and how these could be mitigated
through design changes and/or retrofitting.
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4. The current results are based on measurements taken using a single test ve-
hicle. It is not known if all conclusions drawn in this work are transferable
to the different types of vehicles that travel across Norwegian road bridges
now and in the future. Further research is needed to generalise the current
conclusions.

15.3 Recommendations for future work

Given the research needs that have just been identified, the following studies are
recommended as future work:

1. A better understanding of the transient behaviour of the vehicle-driver sys-
tem to wind perturbations could be gained by separating the contribution of
unsteady aerodynamics loads from that of the driver. Which contributes the
most to adverse handling response (unsteady aerodynamics or driver steering
input)? Does each respective contribution depend on gust frequency and/or
reduced frequency? This could, for example, be studied by identifying the
time series of aerodynamic loads acting on the vehicle in the field. One pos-
sible force identification method is an augmented Kalman filter that makes
use of IMU measurements, driver steering, and a single-track model to esti-
mate external loads acting on the vehicle. This could lead to a better defini-
tion of exactly which gusts — in terms of amplitude and period — are critical.
The force identification method can be applied using a variety of drivers and
vehicle types.

2. Terrain effects can be studied in the field using ground-fixed instruments.
In many cases these instruments are already installed for bridge monitoring
purposes or as part of initial design studies. The data can be studied to find a
good prediction methodology for critical gusts. A risk assessment for vehicles
may then combine a-priori knowledge of site-specific turbulence characteris-
tics for different wind directions with in-situ monitoring to close the bridge
or set appropriate speed limits.

3. The relationship between bridge girder geometry and turbulence characteris-
tics in the space above each lane can be studied through additional field mea-
surements with the test vehicle. Alternatively, typical sections can be mod-
elled in the wind tunnel. It may be possible to avoid eddies of a safety-critical
size by breaking the turbulence up into smaller scales using retrofitted fins,
railings or other geometries that do not provide complete shielding. Com-
plete shielding is likely to be expensive and/or apply excessive aerodynamic
loads on the bridge.

4. The wakes of bridge towers — both the mean wind speed profile of the inverse
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gust as well as oscillatory vortex shedding — can be studied in the wind tun-
nel to better predict the gust amplitude and period in the field. The pressure
field and wake around structures like the cable support piers and the coun-
terweight at Tjeldsund can also be studied. Parametric wind tunnel stud-
ies combined with a survey of wind statistics could be used to predict the
dimensions of inverse gusts behind towers as well as any vortex shedding
frequencies.
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state matrix

projected vehicle body area (front)

gust amplitude

acceleration, i =[x, y,2]

angle of incidence of wind on bridge towers where a = 0 cor-
responds to wind perpendicular to girder (see Figure 13.1 or
14.1)

side-slip angle of front tyres

side-slip angle of rear tyres (same as a, for a non-steered rear
axle)

side-slip angle of front axle

side-slip angle of rear axle

aspect ratio (of tower cross-section), note different definitions
used in Chapters 13 and 14

projected vehicle body area (side)

input matrix

indicates signal has been filtered with a low-pass Butterworth
filter with a cut-off frequency of 5Hz

angle of incidence of in-plane wind vector relative to vehicle (as
would be measured by a stationary anemometer), see Figure 1.2
output matrix

front-axle cornering stiffness

aerodynamic force coefficient, i = [S,L,D,Y, P,R], see Section
1.1.1

rear-axle cornering stiffness

a characteristic length dimension

steering angle (of wheels, not steering wheel)

spatial period of gust (typically taken from plot on X -axis)
feed-through matrix

time taken to drive through a gust
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Symbols

time taken to drive length of vehicle body

an earth-fixed reference frame (X-Y-Z) (defined with an origin
at the centre of each bridge using the ENU convention), see Fig-
ure 1.6

frequency (sometimes used to denote a function)

lateral tyre force (front axle), see Figure A.1

lateral tyre force (rear axle), see Figure A.1

aerodynamic force, i = [S,L,D,Y,PR], see Section 1.1.1
maximum achievable lateral tyre force

lateral tyre reaction force (i = [r,1]), see Figure 1.3

vertical tyre reaction force (i = [r,1]), see Figure 1.3

angle of incidence of in-plane wind vector (as measured by an
anemometer moving with the vehicle), see Figure 1.2

height of vehicle body (from ground)

height of c.g. of vehicle (from ground), see Figure 6.3

roll moment of inertia (vehicle)

yaw moment of inertia (vehicle)

reduced frequency

length of vehicle body

longitudinal distance forward from c.g. to centre of pressure
(vehicle)

longitudinal distance from c.g. to front axle

longitudinal distance rearward from c.g. to neutral steer point
(vehicle)

longitudinal distance from c.g. to rear axle

wheel base

mass (vehicle)

proportion of vehicle mass carried by the front axle
aerodynamic moment, i =[S, L,D,Y,PR], see Section 1.1.1
proportion of vehicle mass carried by the rear axle

friction coefficient

kinematic viscosity (of air)

natural frequency

rotation rate, i =[x, y, %]

damped natural frequency

distance between paired cylinder cross-sections (see Figure
14.1)

comfort indicator developed for passengers on trains on transi-
tion curves [6]

angle of incidence of in-plane wind vector relative to bridge (po-
lar on X”-Y")



Symbols

wind heading in earth-fixed reference frame

yaw attitude of vehicle body in E-system (from antenna A-rear
to B—front), see Figure A.3

heading over ground of rear antenna A in E-system, see Figure
A3

vector from IMU to GNSS antenna A (rear), see Figure 6.5
vector from IMU to GNSS antenna B (front), see Figure 6.5
vector from IMU to c.g., see Figure 6.5

Reynold’s number

density (of air)

vector from IMU to anemometer (point of measurement), see
Figure 6.5

normalised position along curvilinear path (values between 0
and 1), see T

a vehicle-fixed coordinate system (x’-y’-z’, fixed to IMU), see
Figure 1.6

Strouhal number

an axis that follows the road (distance travelled along its curvi-
linear)

time

pitch attitude/angle (vehicle)

wind component along vehicle x’ (S-frame)

a vehicle-fixed coordinate system (x-y-z), see Figure 1.6, some-
times refers to a characteristic wind speed

accident wind speed

wind component parallel with North pole on anemometer (see
Figure 14.4)

component of reference wind along bridge axis (stationary ob-
server)

normalised wind speed (by reference value of wind speed)
wind component along vehicle y’ (S-frame)

fundamental value of the basic wind velocity [2]

critical driving velocity (instability for oversteered vehicles)
cruise control speed

vector velocity of front axle, see Figure A.1

mangitude of in-plane wind vector (as measured by an
anemometer moving with the vehicle), see Figure 1.2

vector velocity of rear axle, see Figure A.1

wind component perpendicular with North pole on anemometer
(see Figure 14.4)
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Vief component of reference wind perpendicular to bridge axis (sta-
tionary observer)

Vi, mangitude of in-plane wind vector (as would be measured by a
stationary anemometer), see Figure 1.2

v, lateral velocity (vehicle), see Figure A.1

wy, track width

w, width of vehicle body (without side mirrors)

x*-y normalised coordinates (by D) with —y* aligned with mean
wind vector

X,-Y, the E-system rotated about Z such that X is aligned with the
driving direction in the windward lane

X"-y"” alternative earth-fixed coordinates with —Y” aligned with the
mean wind vector and the origin at the centre-point of the re-
spective tower cross-section

YA perpendicular distance from wind profile measurement line (in
driving lane) to centre of cross section of windward tower

4 damping ratio



Acronyms & Abbreviations

ABL Atmospheric Boundary Layer
CAD Computer Aided Design

CF Compact Flash

CFD Computational Fluid Dynamics
CG Center of Gravity

DGNSS Differential GNSS

DLC Double Lane Change

DTM Digital Terrain Model

ECEF Earth-centered, Earth-fixed
ENU East-north-up

ESA European Space Agency

FFT Fast Fourier Transform

GNSS Global Navigation Satellite System
GPS Global Positioning System

GUI Graphical User Interface

IMU Inertial Measurement Unit

KF Kalman filter

LPV Linear Parameter-varying

MSD Mean Standard Deviation
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308 Acronyms & Abbreviations

NPRA Norwegian Public Roads Administration (Statens Vegvesen, SVV)

NTNU Norges Teknisk-Naturvitenskaplige Universitet (Norwegian University of Sci-
ence and Technology)

PC Personal Computer

PDF Probability Density Function
PIV Particle Image Velocimetry
PSD Power Spectral Density
RMS Root Mean Square

RTK Real Time Kinematic

VW Volkswagen



Appendix A

Updating a vehicle handling
model

A set of controlled manoeuvres were performed to provide data sets for the calibra-
tion and validation of the model. These tests are presented along with a calibration
of the model parameters and a discussion on validation.

A.1 Single track model

A single track model describes the handling dynamics of a vehicle; the in-plane
translation and rotation of the vehicle body in response to steering input. The
reference plane in this work will be the ground-plane of the ENU systems of one of
the test sites.

As can be seen in Figure A.1 the full three-dimensional mass distribution of the
vehicle body, the kinematics of its suspension and location of its wheels is reduced
to a two-dimensional bicycle representation. The model consists of a single lumped
mass m with yaw moment of inertia I, and a single wheel representing the lumped
cornering characteristics of all the wheels on each axle. The test vehicle has two
axles with two wheels each. These are represented in the model by one steered
wheel at the front and one non-steered wheel at the rear.

Borrowing notation from Pacejka [ 153], the magnitude of the lateral tyre forces
at the front and rear are denoted F; and F, respectively and are, in this simplified
model, a known function of the side-slip angles a; and a,. The side-slip angle is
defined as the difference between the orientation of the tyre and its direction of
travel (defined by velocity vectors v, and v¢). At the front, the side-slip angle of
the tyre a; differs from the side-slip at the front axle location a; due to the steering
angle 6.

The velocities V, and V), are the components of the velocity vector of the vehicle

309
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at the CG, while w, is the yaw rate and A, the acceleration that would be measured
by an IMU placed at the CG. In this chapter, no external loads are considered to be
acting on the vehicle.
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Figure A.1: A single-track model of vehicle handling dynamics.

Tyre models

A model of the lateral tyre forces F; is needed before the equations of motion are
introduced. There are numerous tyre models and the lateral force is really a func-
tion of more than just the side-slip angle. For a succinct introductory discussion to
tyre modelling see §2.5 in [153]. The following chapters go on to discuss multiple
tyre models in depth.

The tyre model used here will be a function of the side-slip angle only and
will consider only the lateral force generated by the tyre and not any other forces
or moments. For a given vertical wheel load, the lateral force F; can be plotted
against —a; to give a curve with a positive slope in the upper, right quadrant of
the Cartesian plane. This will be seen later. For the majority of real tyres and tyre
models, the slope is constant for small values of —a;. The constant slope is often
termed the cornering stiffness and is denoted C;.

Note that the cornering stiffness used here will be specific to the single-track
representation of the vehicle and is an equivalent stiffness for the lumped cornering
characteristics of all the wheels on a given axle. This parameter will not be the
same as the one that would be measured by a dedicated laboratory test on a single
wheel/tyre.
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Equations of motion

The equations of motion of the system can be written in state-space form with the
states V,, and w, [10, 153],

. —(Cf+C,)  mV2+C, L —Cfly (o3
y mV, mV, y m
e g e + 1o | 18] (A1)
wz Crlr_cflf _( r r+ f f) ('OZ fof
V, Iy
2z X 227X

This is a version of the single-track model that does not model the longitudinal
dynamics of the the vehicle. V, is not a state, yet a parameter of A. The system is
therefore linear parameter-varying LPV and can be written [173],

x=A(V,)x+Bu, (A.2)

where x =[V,,w,]" andu=5.

A.2 Calibration data

For the purposes of calibrating and validating the single-track model, a series of
controlled manoeuvres were performed at Veernes International Airport in Stjgrdal,
Norway on two separate occasions; 19.06.20 and 01.07.20. The tests are sum-
marised in Tables A.1 and A.2. Details of the manoeuvres are given in appendix
A.3. All manoeuvres were performed using a human driver. Note that the ramp
steer manoeuvres were repeated in the second session to improve the quality of the
input signal (test 6).

A satellite image of the airport can be seen in Figure A.2 where the arenas
for the tests have been highlighted. The ramp steer manoeuvres (tests 1,6) were
performed on the rapid-exit taxiway, the step steer and frequency sweep (2,3) on
the runway while the slalom and double lane change (4,5) tests took place at the
base location.

Vector translation

An estimate of the velocity at the CG is needed from the VBOX system. This will
allow comparison between the model and real-world measurements. V, is one of
the states of the single track model and the state matrix is linear parameter-varying
on V,. The side-slip angles at the front and rear (a; and a,) are also useful in that
they can be used to estimate the cornering stiffness parameter of the linear tyre
model.

The VBOX outputs two angles measured clockwise from North, ¥; and ¥, as
can be seen in Figure A.3. The first value ¥}, is the heading of the vehicle; the
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Rapid-exit —§

Taxiway

Figure A.2: Test locations at Vaernes aiport. (aerial images — © norgeskart.no)

Test ID  Description Subtest ID  Specification
1 Ramp Steer A 60 kph
B 80 kph
2 Step Steer A 60 kph
B 80 kph
3 Frequency Sweep A 60 kph
B 80 kph
4 Slalom A 60 kph
B 80 kph
5 Double Lane Change A 60 kph
B 80 kph

Table A.1: Manoeuvres performed 19.06.20.

Test ID Description Subtest ID  Specification

6 Ramp Steer A 60 kph
B 80 kph

Table A.2: Manoeuvres performed 01.07.20.


http://norgeskart.no
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angle from North of the vector rgB projected onto the reference ellipsoid. The E
superscript indicates that the vector references the earth-fixed coordinate system.
The angle is derived using data from both antennae A and B. The second value ¥,
is the angle from North of the vector vf; projected onto the reference ellipsoid. This
is the course over ground or track velocity vector of the rear antenna A.

The vector vf\ can be approximated using the difference ¥, — ¥, the in-plane
magnitude of Vﬁ and the its vertical component (all given by the VBOX’s GNSS
engine). vj is the velocity at A in the S reference frame. Note that the angle
created by the vertical difference in position between A and B (pitch) has not been
considered and so the vector is only an approximation.

By defining w},; = [w,/, w,/, w,/]", the velocity at the IMU can be related to
that at antenna A,

fo = VISMU + “’ISMU X rf\. (A.3)

Using this relation, the vehicle velocity at ground for the front and rear axles can
be derived,

_ s
Vﬁ =V T @y X rjf, (A.4)
Vf =Vimu T “’ISMU X rf (A.5)

It is assumed that the IMU location and the CG location are the same and that the
vectors rf\, r? and rf remain constant. The body/structure of the vehicle between
the IMU and the rear GNSS antenna is therefore assumed to be perfectly stiff. The
centre-points on the axles are not expected to move significantly in relation to the
CG in the U frame and the rotations of the body S in relation to the U frame are
assumed to be small.

A.3 Test descriptions

Six manoeuvres were performed with the VW Crafter and the full data acquisi-
tion system installed. All available channels were recorded using the VBOX Test
Suite software supplied with the equipment from the manufacturer. The tests are
described here.

1. Ramp steer: The vehicle is brought up to a given speed. This speed is to
be held constant throughout the manoeuvre. A slight steering angle is then
applied by the driver and is slowly increased up to a prescribed value of
steering angle or lateral acceleration is achieved. It is desirable to increase
the steering angle slowly and steadily such that an assumption of stationary
driving is valid. It is also desirable to increase the lateral acceleration to a
level whereby the non-linear properties of the tyre become apparent.
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Figure A.3: Translating GNSS data to give side-slip estimates at the front and rear
axles.
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2. Step steer: The vehicle is brought up to a given speed. This speed it to be held
constant for as long as possible after a sudden step input in steering angle is
applied. The steering angle (or size of the step) is decided beforehand. The
roll dynamics are of particular interest and it is desirable to create an input
signal that most closely resembles a step function.

3. Frequency sweep: The vehicle is brought up to a given speed. This speed is
to be held as constant as possible as the driver inputs a sinusoidal input of a
fixed amplitude. The frequency of the sinusoid is varied. It is preferable to
create a sinusoidal input as closely as possible.

4. Slalom: The vehicle is brought up to a given speed. The vehicle is then driven
through the track as described in Figure A.4 without using the accelerator or
brake pedals.

5. Double Lane Change: The vehicle is brought up to a given speed. The vehicle
is then driven through the track as described in Figure A.5 without using the
accelerator or brake pedals.

[ ]
23lm
® e ./ ® ® ® [ ]
2 14%__ o 3 som Tz 48m
B B e S, Qs @@ -—-8--@--——
" 15m . 30m I 25m | 25m } 30m |

Figure A.5: Diagram of cone set-up for double lane change manoeuvre.
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A.4 Cornering stiffness

The ramp steer manoeuvre can be used to plot the cornering characteristics at the
front and rear axles. The steering wheel angle 6, — and consequently the lateral
acceleration A, and yaw rate w, — are increased at a very slow rate whilst maintain-
ing a constant longitudinal speed V,. Assuming that the vehicle is in steady-state
motion (Vy — 0, &b, — 0), the force and moment balance from Figure A.1 gives F;
and F,,
mf w, Vx

17 coss (A.6)
Fy=m,w,V,,

where my = ml,./l and m, = ml;/l are the known vertical axle loads at the front
and rear respectively. The yaw rate is measured by the IMU, the speed by GNSS
and the steering angle by the string-pot/potential divider at the steering column.

A typical time series from test 6B, the ramp steer manoeuvre at 80 kph can be
seen in Figure A.6. Values of —a; and —a, can be estimated for each data point
in the time series using the method described in Section A.2 along with values of
F; and F, estimated by Equation A.6. The plot of F; vs. —a; should reveal a linear
relationship that can be used to estimate C;; see Figure A.7.
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Figure A.6: Typical time series for the ramp steer manoeuvre. Data points included
in the cornering characteristic curves are highlighted in red.

The force estimates Equation A.6 are only valid under the steady-state assump-
tion and so only a subset of the data is used for the linear regression. As indicated
by the highlighted data points in Figure A.6, this subset is from the time period in
which there is non-zero A, and roughly constant V.

Figure A.7 shows each axles cornering characteristics (side force versus slip
angle). As expected, the high-velocity data extends to higher forces and side-slip
angles. At the rear it even appears to extend beyond the linear operating range of
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Figure A.7: Cornering characteristic curves at the front and rear axles. Data from
all repetitions are plotted. Shaded patches give the 95% confidence interval for the
linear regressions.

the tyres. This can be observed in Figure A.7b, where the red dots appear to start
following a concave curve at the top of the linear range. The same cannot be said
to occur at the front, even though the side-slip angles extend to higher values. It
might be that the linear operating range of the tyres at the front is wider due to the
higher vertical load.

The higher vertical load should also, according to laboratory tests (see Figure
1.3 in [153]), lead to a higher cornering stiffness. On the contrary, it is clear to
see that the slope in Figure A.7a is lower than that in Figure A.7b. The lower
slope could be the result of effects such as steering compliance, load transfer or
other effective force and moment changes resulting from the kinematics of the
suspension. See Chapter 1 of [153] for a thorough explanation of these mechanisms
and their influence on the effective cornering characteristics of an axle compared
to an individual tyre. Equally to the steering compliance at the front, there could
be kinematics at the rear that cause non-zero effective steering angles there as well.

There could be discrepancies in the measurement signals as well. For example,
the lateral acceleration signal may be affected by the roll attitude of the vehicle. At
non-zero roll attitude, the gravity vector will have a component in the y direction
of the IMU. Methods to compensate for the gravity vector should be investigated
in future studies. Here, the cornering stiffness estimates will be used as a starting
point for a model calibration/updating procedure.
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A.5 Model calibration

Using the initial values of C; estimated by the linear regression above, the system
equations Equation A.2 can be solved using Simulink with an automatically se-
lected variable time step solver and a parameter-varying state matrix on V,. The
longitudinal velocity V, used in the simulation is derived from GNSS data using the
methods presented above (Figure A.3) and the steering angle 6 is the one estimated
by measurements taken at the steering column.

A comparison between the measured and modelled data can be seen in Figure
A.8. The two subplots present a selection of time series for one execution of the
slalom manoeuvre at the two speeds of 60 and 80 kph. At a glance, there is very
good agreement between model and measurement, especially in the yaw rate w,
and lateral acceleration A,, signals. At the higher speed there is more significant
disagreement in the lateral velocity V.
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Figure A.8: Comparisons of model and measurements during the slalom manoeu-
vre.

The last set of axes in each plot shows the RMS of the error as estimated by
the VBOX GNSS engine ey, - There is no apparent increase in this error estimate in
the time period in which there is disagreement between modelled and measured
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V, (at 80 kph, see Figure A.8b). This indicates that the issue lies with the model
and not errors in the measured signal.

Figure A.9a shows the difference A = (Measured) — (Model) for the signals
plotted in Figure A.8. A spatial variable X (East) is used along the x axis of the
plots for easier comparison between the two driving speeds. Once again, it is clear
that the model is more successful at predicting the handling behaviour at the lower
speed. At the higher speed, where the A signals reach larger values, the disparity
appears to grow in tact with the steering input. This is suggestive of a systematic
error in the model.
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Figure A.9: Comparisons of pre- and post-optimised values of cornering stiffness
for tests 4A-01 and 4B-01.

Parameter updating

The single track model is simple and is founded on multiple assumptions and sim-
plifications. To overcome this it is possible to update some of the parameters. The
updated parameters adjust for complexities that are not captured by the model.
For example, at high lateral accelerations it might be that the side-slip at one of
the axles extends beyond the linear operating range of the tyres. Updating the
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cornering stiffness to a lower value could improve the accuracy of the simulations.

The parameters of the single track model include those related to the mass dis-
tribution of the vehicle, m, I,,, [y and I, and the cornering characteristics of the
axles C¢ and C,. As discussed above, there is uncertainty in the steering estimate
(steering column vs. true wheel angle). This could be compensated for by adjust-
ing the values of cornering stiffness. It might be necessary to adjust the inertial
parameters as well to achieve an optimal result.

Optimisation problem

An optimisation problem can be defined to seek optimal values of [, [,, C; and
C,. There is only one distinct value of [, for any value of [; and so there are three
design variables.

Looking at the differences between model and measurement shown in Figure
A.9, it is logical to define a successful model as one where the three signals AA,,
Awyz and AV, remain as close to zero as possible. The objective function is pro-
posed as a weighted sum of each respective variance,

f(xq1,x9,x3) = kyvar (AAy) + kovar (Aw,) + kgvar(AVy) . (A.7)

The weights k;, ko and ks are chosen such that each term on the right hand side
of Equation A.7 have the same absolute value for the model with the initial design
variables (iteration 0). For simplicity, the weights are determined once and the
same values are used in all subsequent optimisations. The data set used is the first
repetition of the step steer manoeuvre performed at 80 kph (test no. 2B-01).

The design variables define the cornering stiffness parameters and position of
the CG as follows,

Cr =x,Cf (A.8)
C, = x,C° (A.9)
f = Xg(lf + lr): (A].O)

where the 0 superscript denotes the initial values of C® = 95,000 and C f =167,000;
rounded estimates from the linear regression of the ramp steer data.

Figure A.10 demonstrates the theory behind the optimisation algorithm. The
process is iterative and starts by mapping the objective function across a coarsely
discretised limitation of the design domain. The limits are chosen manually with
a priori knowledge of the sensitivities of the model gained through trial-and-error.
A 5 x 5 grid is chosen in the x;x, plane along with three values of x3.

One way to visualise this is as three surfaces, one for each value of x5 as is
shown in Figure A.10a. This plot also shows that at iteration O, there is a clear
minimum on each surface. The minimum of all three surfaces is chosen as the
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Figure A.10: The objective function surfaces at the beginning and end of an opti-
misation procedure using data from the step steer manoeuvre at 80 kph (2B-01).

basis for the next iteration. A new 5 x 5 x 3 grid, centered at said minimum is
defined. The new limits are chosen such that the range in each design variable is
reduced by 25%. The method repeats until a convergence condition is met.

Figure A.10b shows the last iteration of the aforementioned optimisation pro-
cedure. The ranges in the x;, x, and x5 directions have been significantly reduced
and visually, there is no longer a clear minimum. A logical convergence parameter
£ might be the distance between the current minimum min ( fi,j,k) and the mean
value objective function for all values in the grid, mean ( fi, j’k). This is then nor-
malised by the mean to give,

_ mean (fijx)—min(f; ;)

) (A1D)
mean (fi’j’k)

where i = {1,..,5}, j = {1,..,5} and k = {1,2,3}. The iterative procedure stops
when one of two conditions are met:

1. The convergence parameter has changed by less than 0.1% between all of
the last 4 iterations.

2. The convergence parameter has increased between all of the last 4 iterations.

This optimisation algorithm was chosen to be as understandable and robust as
possible. It presents a brute force approach to a gradient-descent method and is not
particularly efficient. It is nonetheless easy to implement and insightful. Due to the
simple model, it does not take more than a matter of minutes for the optimisation to
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complete. Critically, it will be seen below that the optimisation method is successful
in calibrating the parameters of the single track model.

In order to keep the CG from attaining unrealistic values, a constraint is placed
on f to remain within 15% of the original estimate. The design space is still reduced
by 25% in each iteration. There is simply an upper and lower boundary in the x5
direction. The minimum is therefore not necessarily at the center of the proposed
design domain at each iteration.

Optimisation results

1 2 Constraints
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— — —2B-01 (St. 80) g o +  2B-01 (St. 80)
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Figure A.11: An overview of 4 executions of the optimisation procedure.

Figure A.11 shows the progression and results of 4 executions of the optimisa-
tion method. The algorithm was tested with data from two different manoeuvres
at two different speeds; the slalom and step steer manoeuvres at 60 and 80 kph.
It is clear from Figure A.11a that the convergence parameters reached asymptotic
values before the iterations were stopped.

The resulting optimal values are shown in Figure A.11b, where it is noted that
x5 has been normalised by the iteration 0 value x3 = x5/ xg. Three of the execu-
tions suggest a larger value of f close to top of the 15% upper boundary. The only
result that can be verified by a logical argument is 2B-01, the step steer manoeuvre
at 80 kph.

There is very little change in l¢, a parameter determined with high confidence
by measuring the vertical axle loads. Meanwhile, a 50% increase in C; would make
the cornering stiffness at the front and rear more similar to one another. This agrees
better with expectations from theory, where the cornering stiffness is thought to be
positively related to vertical tyre load.
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Validation

The four sets of optimal parameters (SI-80, St-80, SI-60, St-60) can be tested with
data sets different to those used in the optimisation. As an initial test, the remain-
ing repetitions of the same manoeuvres (slalom and step steer) can be used for
evaluation. The optimised values clearly outperformed the initial values in every
case.

The optimal parameter sets were then tested using data sets from two other
manoeuvres, the frequency sweep (E Sweep) and double lane change (DLC), at
the two speeds of 60 and 80 kph. Figure A.12 maps out the percentage change in
the objective function for each set of optimised parameters on four different sets
of axes, one for each manoeuvre. The (optimal) parameter sets used in each sim-
ulation are plotted along the horizontal axis and all repetitions of each manoeuvre
have been simulated and plotted.

The data shows good agreement between repetitions. The last three parame-
ters sets are shown to improve the models ability to replicate the real data on all
new data sets. Those derived from the slalom manoeuvre at 80 kph only improve
performance on the data from the frequency sweep manoeuvre at the same driving
speed.

Interestingly, the parameter set that most consistently reduces the objective
function across data sets and repetitions is the one derived from data set 2B-01.
This is the same set of optimised parameters that was identified above as being
easiest to verify using a logical argument.
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Figure A.12: A performance comparison of the optimised parameter sets.

Conclusions

The single track model is too simple to provide an equally accurate surrogate for
the test vehicle in all manoeuvres and at all speeds presented here. The model
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parameters can be updated on one data set and produce improved results on an-
other. One of these optimal parameter sets has shown better consistency between
manoeuvres and speeds and can be verified by a logical argument.

Making further improvements will involve additional complexities, with each
additional degree of freedom or parameter requiring additional estimation, calibra-
tion and validation. In addition to this, the operating conditions the vehicle will
experience on the bridge will be different to those at the test arena. The tyres will
perform differently on a snow-covered road at -5° than on the runway at Veernes
airport at 27-28°. This variability will not be considered in this work, but is a logical
next step in future studies.



Appendix B

Variables for vehicle-bridge
interaction
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D, = —Xi (KeXXT|_ +KXXT]_ ) (B.14)
v
D,=— (KfXX'/T + KXX" ) (B.15)
X=X X=Xy

1 " N
&= (KX, — KX, ) (B.16)
2= (fo\xle + kX[ ) (B.17)
C=—KiX|,_,, (B.18)



Appendix C

Measuring the CG height using
load cells

Figure C.1: The test vehicle being backed into place on the end of an hydraulic
vehicle lift. Each of the rear wheels was resting on a load cell when measurements
of rear axle weight and angle were taken to estimate the height of the CG. (Photo:
NTNU/Sebastian Reymert)
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Appendix D

CAD model

Figure D.1: The scanning process involves the placement of many randomly placed
reference markers on the surfaces that are to be scanned. (Photo: NTNU/Sebastian
Reymert)
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Figure D.2: The scanner and the accompanying software produces a point cloud
from which a 3D mesh has been generated. Shown here is the mesh generated to
represent the geometry of the rear right undercarriage. (Image: NTNU/Sebastian
Reymert)

Figure D.3: The mesh of the front right suspension. (Image: NTNU/Sebastian
Reymert)
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Figure D.4: A drawing of the vehicle model generated from the CAD file in Fusion
360. The geometry has been created as simply as possible with particular focus
on making component geometries easy to assemble into a multi-body model with
correct kinematics.
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Appendix E

Handling GNSS position errors

Some examples of typical GNSS position errors will be shown first to demonstrate to
motivate the use of snapping, smoothing, interpolation and extrapolation to correct
errors in the GNSS data.

Typical GNSS Position Errors

Two types of error can be observed in the raw GNSS data; disturbances and dropouts.
In the first type, the position signals (latitude, longitude and height) often present
with spurious step-like features followed by small-scale oscillations. Figure E.1
shows an example of this in proximity to the tower of a suspension bridge.

In the second type, the GNSS system loses it’s connection to all satellites. An ex-
ample is shown in Figure E.2 with data from the Dovre mountain pass. The dropout
is seen in the same location during each passage on one side/lane/direction of the
road. A 4G cellular mast is located nearby.

Figure E.3 shows a situation where we see a combination of disturbances and
a complete dropout. This is seen where the vehicle enters or exits a tunnel. The
loss of signal is almost always accompanied by a period of disturbance.

The Need for Corrections

Later in this work, we will make use of the ability to plot wind and vehicle-driver
response signals as a function of a spatial coordinate rather than time. It is desir-
able to correct disturbances and fill in dropouts to make these plots as accurate,
insightful and illustrative as possible. In some cases, it is useful to refer to the ve-
hicle’s position along the centreline of the road rather than its absolute position in
X-Y.
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Figure E.1: Disturbances in the raw GNSS position signals.
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Figure E.2: An example of GNSS dropout on the Dovre mountain pass.
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Figure E.3: An example of a GNSS position signal upon entry to a tunnel on the
Hardanger bridge.
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Choosing a Correction Method

One alternative for correcting disturbances and dropouts has been implemented
by Racelogic (the VBOX manufacturer). The VBOX has been programmed with a
Kalman filter (KF) that fuses GNSS and IMU data to smooth position signals and
fill in dropouts. Figure E.1 shows how the aforementioned disturbances have been
dealt with by the KF. On the other hand, Figure E.4 gives an example where the KF
has failed to deliver a smooth signal. The raw signal is smooth — as we expect of
the vehicle’s motion — and so there is little reason to believe the cause of this step
discontinuity is physical.

O Road Shapefile Pts. Spline Fit Raw GNSS Racelogic KF
6 -
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Xp [m]

Figure E.4: Disturbances in the Racelogic Kalman-filtered GNSS position signals.

In Figure E.3, the raw and KF signals are the same because the filter failed to
initialise. This data was collected at the Hardanger bridge, a bridge which runs
between two tunnels that penetrate each respective side of a deep fjord. Clearly,
the time spent in the open, on the bridge span, was not sufficient to allow for
initialisation of the filter. The failure to initialise has been confirmed by interpreting
the KF status code; a channel available on the VBOX system.

The strength of the KF is that it is a model-based method that has a clear physical
interpretation. Unfortunately, the model is not available to the user, nor is Racelogic
willing to share any other details of the filter [85]. The performance is generally
good, though discontinuities still appear. A disadvantage in this case is that the KF
does not always initialise and therefore cannot be relied upon across all data sets.

One option in the current work would be to develop an in-house, offline KF.
It could be made specifically for the purpose of profiling the wind and vehicle-
driver response on the bridge. This was not completed for this work, but will be
considered in the future.

Instead, it was decided to use the raw GNSS data in this work. In the cases
where the compact flash card was not used during the field experiments — and
therefore no raw data is available — the KF data is used instead.
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A Smoothing Method

If it is assumed that the vehicle travels along the path of the road in a smooth,
monotonically increasing or decreasing fashion, then a simple spline-based snap-
ping and smoothing method can be developed.

The location and geometry of any Norwegian road longer than 50 m can be
downloaded from Kartverket [108] as a series of points in latitude, longitude and
height. For importing to MATLAB, the shapefile format is convenient with the
m_shaperead function from [157]. Figure E.5 shows the road network near the
Hardanger bridge, where the road that crosses the bridge itself is shown using a
thick black line.

1500 |
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1000 p [ End A:s=0.24
(1 () EndB:s=0.72
500 | X Trim Line
/ - = =Trimmed Road
= Extrap. Line
A ol
S
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-1000 =i
-1500 . %/ \ . — |
-2000 -1000 0 1000 2000

Figure E.5: Setting geometrical reference points and trimming position data.
©Kartverket (road shape)

An interval of this road (indicated by the horizontal and vertical lines) is cho-
sen and these points are used as reference for fitting a piecewise cubic spline curve.
The closest point on the curve to each point in the raw GNSS data is found by the
distance2curve algorithm. Each snapped point has a position in ENU coordi-
nates X-Y on the curve as well a normalised position along the curve s. It takes
values from O to 1.

Figures E.4, E.2 and E.3 show the reference points (downloaded from Kartver-
ket) and the resulting cubic spline. The grey lines then show the correspondence be-
tween raw VBOX positions and their respective positions on the spline after smooth-
ing.
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The smoothing itself is performed on the s versus t (time) curve. A new series
of s values is produced by a spline interpolation on t using a sparsely sampled
series of the s-t curve as the reference points for the spline. This process effectively
discards all the data between the selected reference points and places it with a
spline interpolation.

This is justified for use here because the vehicle is generally driven at a con-
stant, cruise-controlled speed. Any transitions in speed are kept to a minimum and
performed as smoothly as possible. We expect smooth and slow changes to the
slope of the s-t curve.

A regular interval in time is chosen to define the reference points. The chosen
time interval needs to be large enough to smooth out disturbances without being
so large as to augment any changes in slope/speed.

A 2-second interval was chosen through trial-and-error. A future study might
look to use a repeatable methodology for this choice, though the smoothing is man-
ually checked for each signal presented in this work. The choice of a 2-second in-
terval appears to be universally appropriate for the data presented here and has
not been changed for any particular data set.

Handling Disturbances and Dropouts

This method lends itself well to dealing with dropouts. For non-edge dropouts,
any of the chosen 2-second reference points within a dropout interval are simply
removed from the series of reference points for the s-t spline. The result is demon-
strated in Figure E.7b. The dropout intervals can be identified using the number of
satellites signal available from the VBOX.

The tunnel entrance/exit events are handled by manually defining a point at
which the spline interpolation is dropped in favour of a linear extrapolation. By
plotting all of the raw GNSS data, a point can typically be identified that separates
stable position data from that which has been disturbed.

This defines the line labelled extrapolation line in Figures E.5 and E.6. Data is
sought up to the trim line and sometimes a number of seconds beyond. Data be-
tween the extrapolation and trim lines is extrapolated using the slope immediately
preceding the extrapolation line. An example of the results of the extrapolation
can be seen in Figure E.7a.

Refer once more to Figure E.1 to see how the raw data is finally mapped to the
closest point on the road centreline following this smoothing process. Note that
this is the position of antenna A along the centreline of the road. The vehicle is
long and the CG is approximately 3 m forward of antenna A in the vehicle’s x’ axis
and the anemometer is approximately 4.5 m ahead.
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Translation to Point of Measurement

The translation from antenna A to the CG and anemometer will be approximate.
The x-component of -r, + 1., (approx. 3 m) and -r, + 1y, (approx. 4.5 m) are
each respectively added to the snapped position of antenna A in a vector addition.
For simplicity, the gradient of the road spline is used to estimate the direction of
x’; the vehicle’s forward axis in the ENU system.
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Figure E.6: An enlarged view of the tower, end, trim and extrapolation reference
features. ©Kartverket(road shape)

Translating Wind Measurements

The components of the wind vector v in the ENU reference frame can be estimated:
ufv + ivi = (ufﬂ +V,+ ivvlvj)ei‘p", (E.1)

where ug and vvllf are the wind components in the U reference frame, which will be
assumed to be aligned with the anemometer.

With this assumption we are ignoring any static or dynamic angular offset the
anemometer may have relative to x in the U system. This means any compliance in
the vehicle structure, roof rack and strut between the wheels’ contact point on the
ground and the anemometer’s point of measurement is ignored. In other words, the
S and U systems are aligned. These angles are expected to be very small compared
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Figure E.7: Spline smoothing, interpolation and extrapolation of distance travelled
along the road s.
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to variations in wind direction and will not have a significant effect on the results
of the wind profile analysis.

V, is the magnitude of the velocity vector at antenna A. In Equation E.1 it is
assumed that the direction of this vector is aligned with positive x in the U system.
Consequently, no account is made for the possibility of a sideslip velocity at A. The
sideslip component is assumed to be small compared to the features of interest in
the wind profile.

The term within the parentheses gives the wind velocity in the U system com-
pensating for the vehicle’s velocity. The e!¥ term rotates this with the vehicle’s
heading to give the wind vector in the ENU system. Note that with the assump-
tions given above, W, is equal to ;.

In summary, the 2D wind vector in the ENU, earth-fixed reference frame can
be estimated by compensating for the vehicle’s speed and transforming the raw
anemometer measurement Vg with the vehicle’s velocity and direction of travel
respectively. The transformation relies on the two signals V, and ¥; which are
estimated by the VBOX’s GNSS engine.

Smoothing Velocity and Heading

For consistent and successful application of Equation E.1, the velocity and head-
ing signals need to be as accurate as possible without adding noise to the wind
measurements.

The speed and heading measurements are also smoothed by the VBOX KF. How-
ever, as explained above, raw GNSS data will be used here. The signals are subject
to the same dropouts as the position data. The same step discontinuities (from
disturbances) as in Figure E.1 have not been observed, though the signals are rel-
atively noisy.

To deal with noise and discontinuities, the heading and speed signals are first
filtered using a moving median with a window of 3 seconds. The median is more
robust in filtering outliers than the mean. Any dropouts are subsequently filled
using a spline. The spline is only used to fill in the missing signal and does not
affect the value where information is available. Where extrapolation is needed, a
constant value equal to the nearest non-NaN value is used.

The extrapolation is really only relevant in the Hardanger bridge case where
there are tunnel entrances/exits at each of the abutments that block and disturb
GNSS signals. Every effort was made to maintain a constant speed in and out of
the tunnels. This is also consistent with the linear extrapolation in the smoothing
of the position data.

Figure E.8 demonstrates the bridging of the gaps in velocity and heading signals
whereas Figure E.9 demonstrates the nearest non-NaN extrapolation. The median
filter followed by a spline filling appears to apply realistic corrections to the heading
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Figure E.8: Examples of interpolation.
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Figure E.9: Examples of extrapolation.
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Wind/response profiles at Frgya
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A Highest elevation shown (45m) Using NDH (1m) DTM, contour sep. 5m
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Figure E1: Wind profile, Froya, windward lane (vehicle travels left to right), see
Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within moving 45 m window.
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A Highest elevation shown (45m) Using NDH (1m) DTM, contour sep. 5m
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Figure E2: Wind profile, Frgya, leeward lane (vehicle travels right to left), see
Section 8.3 for full explanation. ©Kartverket (terrain model & road shape)

u, and v,: raw wind in vehicle-fixed anemometer reference frame (see Figure 14.4 for explanation of r), V,,:
in-plane wind magnitude in earth-fixed reference frame, ¥: wind heading from North, AV,,: maximum change
of V,, within moving 45 m window.
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Figure E3: Response profile, Frgya, windward lane (vehicle travels left to right),
see Section 9.2 for full explanation. ©Kartverket (terrain model & road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,;: GNSS speed measured at antenna A (see Figure A.3).
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Figure E4: Response profile, Frgya, leeward lane (vehicle travels right to left), see
Section 9.2 for full explanation. ©Kartverket (terrain model & road shape)

All signals measured by Inertial Measurement Unit and filtered by a low-pass Butterworth filter with a cut-off of
5 Hz, A, : lateral acceleration, w,: yaw rate, w,: roll rate, A(i): maximum minus minimum of signal i within
2-second sliding window, V,: GNSS speed measured at antenna A (see Figure A.3).
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