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Abstract 

For most ice – sloping structure interactions, the incoming ice floes’ failures are determined by the formation of 

circumferential cracks. This physical process can be simplified as analyzing the bending failure of an ice wedges 

resting on a fluid foundation. In history, closed-form analytical/empirical solutions have been developed for the 

static bending problem; and numerical solutions have been attempted for the dynamic scenarios. This paper 

revisits this classic problem and conducts extensive Finite Element Method (FEM) – based simulations on the 

dynamic bending of an ice wedge resting on a Winkler-type elastic foundation. The simulations are based on 

inputs (i.e., ice wedge geometry, loading radius and loading rate) within ranges that are typical for engineering 

applications. Based on the simulation, a database of ‘ice breaking load’ and ‘ice breaking length’ is constructed. 

Then we applied the Artificial Neural Network (ANN) method to establish the general relationship between the 

varying inputs (i.e., ice wedge angle, loading radius and rate) with the target outputs (i.e., breaking load and 

length). Such relationship is expressed in simple closed-form (i.e., Eq. (13)) allowing for easy, efficient and 

wide engineering applications. In the process of developing the ANN model, based on extensive FEM-

simulations, we managed to extend Nevel’s (1972) analytical solution. We also quantitatively demonstrated 

many well-known dynamic effects in this classic problem, e.g., a faster loading rate leads to a larger ice 

breaking load and a shorter ice breaking length. In addition, we also uncovered the failure pattern transition of 

an ice wedge, i.e., when an ice wedge’s angle is below 100°, the circumferential crack will develop first; 

however, when the ice wedge gets wider than around 100°, depending on the loading radius and interaction 

velocity, the radial crack is more prone to develop first.  

Keywords: out-of-plane failure; dynamic bending; ice – structure interactions; ANN model; icebreaker 
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1. Introduction 

 

Bending failures of sea ice plays a key role in ice-structure interactions. Most Arctic offshore structures (e.g., 

icebreakers and offshore structures) are designed with a sloping surface at the ice line (Ashton, 1986). Because 

ice is easier to fail in tension than in compression, the sloping surface induces the bending failure of incoming 

ice floe. This leads to reduced total ice load. The bending failure of sea ice can be categorized as a type of out-

of-plane failure modes (Lu et al., 2016), in which, the ice cover can be theorized as an elastic plate resting on a 

Winkler-type elastic foundation (Lu et al., 2015, Kerr and Palmer, 1972, Lilja et al., 2019, Ashton, 1986, Kerr, 

1976, Langhorne et al., 1999, Michel, 1978, Sodhi et al., 1982, Sodhi, 1995, Sodhi, 1997, Squire et al., 1996). 

The out-of-plane failure of a floating ice sheet has been observed to take two stages. The first stage is the so-

called radial cracking of the ice floe (i.e., radial cracks emanating from the vertically loaded area and 

intersecting an ice sheet into several ice wedges); the second stage is the formation of circumferential cracks 

some distance away from the vertically loaded area. It is generally accepted that the closest circumferential 

crack's formation corresponds to the maximum ice load. Therefore, the original problem of the out-of-plane 

failure of an ice sheet are reduced to the analysis of several ice wedge bending failures, e.g., (Nevel, 1958, 

Nevel, 1961, Nevel, 1972, Bažant, 1992, Bažant and Li, 1993, Bažant and Li, 1994, Li and Bažant, 1994). 

However, most existing and widely used ice wedge bending solutions are based on static solutions.  

The dynamic bending of an ice wedge was numerically studied by several authors (Sawamura et al., 2008, 

Sawamura et al., 2010, Lu et al., 2012b, Lu et al., 2012a). It was evident that the dynamic effects significantly 

influence the ultimate ice breaking load 𝑓𝑏 and ice breaking length 𝑙𝑏. Until now, only Sawamura et al. 

(Sawamura et al., 2009, Sawamura, 2014) manage to tabulate the numerical results to simulate ship-ice 

interactions. Comparing with the analytical/empirical solutions, numerical simulations are rather time-

consuming; and the tabulated results are not general enough for all/most engineering applications. Given the 

importance of the dynamic effect and the desire of having more general results for wider applications, this paper 

aims to produce a set of general solutions in ‘closed form’ to solve the dynamic ice wedge bending problem with 

Finite Element Modelling (FEM) and Artificial Neural Network (ANN). 

ANN is a tool that enables multivariate nonlinear regression to efficiently model complex systems without any 

prior assumptions (Sharifi and Mohebbi, 2012). Kim et al. (2020) predicted the ice resistance of ice-going 

vessels in level ice using a data-driven model based in the ANN model. They trained the model by various 

parameters, i.e., varying ship geometries and environmental conditions, and the model was validated against 
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field measurements. Li et al. (2020) built a model to estimate ship-ice interaction of shoulder and midship areas 

using FE based ANN technique. The model shows fast calculation speed as analytical formulae and high 

accuracy as numerical modelling. 

 

1.1 Widely used early static solutions 

For ship-ice/ice-structure interactions, previous researchers, e.g.,(Kotras et al., 1983, Naegle, 1980, Lindqvist, 

1989, Kämäräinen, 2007, Valanto, 2001, Lu et al., 2015), have identified at least three major interaction phases 

and several ice load components. These are: 1) the ice breaking phase, in which, ice wedge bending failure takes 

place; 2) the ice rotating phase, in which the broken ice piece was rotating until it becomes parallel to the ship 

hull; and 3) the ice rubble sliding phase, in which, ice rubbles slide along the ship hull. In the context of ice 

structure interactions, the state-of-art technique to characterize the ice wedge bending failure is based on 

empirical and/or analytical solutions. For example, Kashtelian’s work in Eq. (1) are extensively referenced in 

the work of (Su et al., 2010a, Su et al., 2010b, Su et al., 2010c, Zhou et al., 2011, Tan et al., 2013) to simulate 

ship and level ice interactions; and Nevel’s solution (Nevel, 1958, Nevel, 1972) are utilized in the Nonsmoothed 

Discrete Element Method (NDEM) based simulators (Metrikin and Løset, 2013, Lubbad and Løset, 2011, 

Septseault et al., 2014, Dudal et al., 2015) to calculate level ice bending failures. An adaptation (from (Lu et al., 

2016)) of Nevel’s solution is presented in Eq. (2). 

 

𝑓𝑏 = 𝐶𝑓(
𝜃

𝜋
)2𝜎𝑓ℎ

2                                                                          (1) 

 

in which, 

𝑓𝑏 is the maximum vertical force that leads to the bending failure of an ice wedge, in [kN]; 

𝜃 is the angle of the ice wedge, in [rad]; 

𝜎𝑓 is the flexural strength of the ice material, in [kPa]; 

ℎ is the ice thickness, in [m]; 

𝐶𝑓 is an empirical coefficient, in [-]. 

𝑓𝑏 =
𝜃

𝜋

2

3
𝜎𝑓ℎ

2[1.05+ 2.0(
𝑎

𝑙𝑐
) + 0.5(

𝑎

𝑙𝑐
)3]                                                (2) 

 

in which, 
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𝑎 is loading radius (see Fig. 1), in [m]; 

𝑙𝑐  is defined in Eq. (4) and is the characteristic length of floating ice plate, in [m]; 

These formulas are primarily intended for quasi-static scenarios; and the maximum force when an ice wedge 

fails depends only on the geometrical factors (𝑎, 𝜃 and ℎ) and material properties (𝜎𝑓 and 𝑙𝑐). The interaction 

velocity and inertia from both the solid ice and fluid foundation are not included in these formulas. However, 

due to their simplicity, they are widely used in the simulation of ice – structure interaction simulations to 

characterize the ice bending failure.   

 

1.2 Dynamic effects 

Following the formulation stated in Dempsey and Zhao (1993), the current dynamic ice wedge bending problem 

can be formulated as in Eq. (3).  

 

𝜌𝑖ℎ
𝜕2𝑤′

𝜕𝑡2
+ 𝐷∇4𝑤′ + 𝑝0

′ =
𝑓𝑏

𝜃𝑎
𝛿(𝑟′ − 𝑎)                                                         (3)  

 

in which,  

𝜌𝑖 is the ice density [kg/m3];  

𝑤′ is the local deflection (in [m]) and is a function of 𝑤′(𝑟′, 𝜃); 

𝑟′ is the distance (in [m]) to the tip of ice wedge in the polar coordinate system referring to Fig. 1; 

𝐷 is the flexural rigidity of the plate and 𝐷 =
𝐸ℎ3

12(1−𝜁2)
; with 𝐸 being the Young’s modulus, 𝜁 is Poisson 

ratio;  

𝑝0
′  is the pressure from the fluid foundation. 

The dynamic effects stem from two sources. One is the inertia of the solid ice (i.e., 𝜌𝑖ℎ
𝜕2𝑤′

𝜕𝑡2
) and the second is 

the hydrodynamic effect from the fluid foundation 𝑝0
′ . The hydrodynamic influence from the fluid foundation is 

rather complicated. The potential theory has been applied to calculate this effect in conjunction with plate or 

beam theories (Dempsey and Zhao, 1993, Valanto, 2001, Keijdener et al., 2018). For the ice wedge bending 

problem, the fluid foundation together with the ice wedge have been simulated with the Finite Element Method 

(FEM) (Sawamura et al., 2008, Lu et al., 2012a).  

In the present study, we limit ourselves to the study of considering the inertia effect from the ice wedge only; 

and simplify the reaction from the fluid foundation with the Winkle-type foundation. This means the term 𝑝0
′  in 
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Eq. (3) is replaced with 𝑝0
′ = 𝜌𝑤𝑔𝑤′, in which, 𝜌𝑤 is the water density [kg/m3] and 𝑔 = 9.81m/s2. With this 

simplification, we can define the characteristic length 
cl  as in Eq. (4).  

 

𝑙𝑐 = (
𝐷

𝜌𝑤𝑔
)
1

4                                                                    (4)  

 

The Partial Differential Equation (PDE) in Eq. (3) will be solved by FEM in this paper. It is expected that a 

higher loading rate will lead to a higher ultimate ice breaking load 𝑓𝑏 and a shorter ice breaking length 𝑙𝑏. It 

should be noted that by adopting the Winkle-type foundation, we are not capturing the entire dynamic effects in 

the ice wedge bending problem. This is a first step towards the more sophisticated treatment of the 

hydrodynamic effects of the fluid foundation in forthcoming studies.  

This paper is arranged as following: in Section 2, the FEM-based numerical model to simulate the current ice 

bending problem is presented. It concerns mainly the method to solve Eq. (3) in extracting the ice breaking force 

𝑓𝑏 and ice breaking length 𝑙𝑏. We also present in Section 2 an ANN model to generalize the simulated results. 

In Section 3, an extensive simulation matrix is established to generate sufficient data, based on which, the ANN 

model will be utilized to produce more general solutions to the current problem. For the results of this paper, we 

first present the FEM-based numerical results in Section 4, which include validations against static solutions 

(Section 4.1) and the dynamic results (Section 4.2). Then in section 5, we present the derived ANN model. In 

section 6, we present the validation of the derived ANN model against existing numerical results (Section 6.2) 

and experimental results (Section 6.3). In the end, the results are discussed in Section 7 and conclusions are 

made in Section 8 of the paper. 

 

 

 

2. Methodology  

 

2.1 Finite element models for ice breaking simulation 

The purpose is to establish a ‘data base’ of ice breaking force and length by simulating the bending failure of ice 

wedges with varying wedge angles, loading radius and rates. The simulation method is based on the Finite 

Element Method (FEM). Before carrying out massive simulations, we first verified the constructed FEM model 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



 

against known analytical solutions. The verification process involves solving the constructed FEM model with 

the static solver (i.e., ABAQUS/Standard 2017). The obtained static solutions are compared with available 

analytical solutions, which is static. After the successful static benchmarking simulations, the same model is 

simulated with the dynamic solver (i.e., ABAQUS/Explicit 2017) with varying loading rates and wedge 

geometries to explore the dynamic effects on the maximum bending failure force and ice breaking length.  

 

2.1.1 Numerical model description 

Load and boundary conditions of the numerical model used in this study are described in Fig. 1. Regarding the 

length of the wedge model, Sodhi (1996) showed that radial cracks do not exceed twice the maximum 

characteristic length 𝑙𝑐 . The analyses by Lu et al. (2015) also shows that when an edge loaded plate’s size is 

larger than about 4𝑙𝑐 , the results start to converge to the semi-infinite plate solutions. In this study, the length of 

ice wedge is set to be 4𝑙𝑐 . This is the same as in previous studies, e.g., Lu et al. (2012) and Spencer (1993) 

chose 4𝑙𝑐  as the ice wedge length to minimize the influence of boundary effects while at the same time limiting 

the simulation domain. As mentioned before, the fluid foundation is idealized as a Winkle-type foundation. For 

the static analysis using ABAQUS/Standard, we applied the built-in Winker-type boundary condition; for the 

dynamic analysis, as ABAQUS/Explicit does not have such a built-in function, a specific user-subroutine was 

programmed (with Fortran) to realize the Winker-type foundation. We have compared both approaches in a 

comparable quasi-static scenario and they show almost identical results, signifying the correctness of our 

implemented user-subroutine. As for the load, a constant pressure 𝑃𝑐 is applied to the area with a loading radius 

‘a’ shown in Fig. 1. The load is made to increase proportionally with time. When the first circumferential crack 

appears, the peak force is set as the breaking force 𝑓𝑏; and the distance between the wedge tip to the crack is 

output as the ice breaking length 𝑙𝑏. General inputs for the simulation model are presented in Table 1. Note that 

the presented results are nondimensionalized such that they are applicable to more general scenarios. The exact 

numerical numbers in Table 1 are only adopted for the sake of numerical simulations.  

 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



 

 

Fig. 1 Numerical model description. 

 

Table 1 General inputs for the simulation. 

Young’s Modulus 𝐸 3.5 GPa 

Possion ratio 𝜐 0.3 

Density of ice 𝜌𝑖 900 kg/m3 

Density of water 𝜌𝑤 1025 kg/m3 

Ice wedge thickness ℎ 1 m 

Ice wedge length 𝐿 is chosen as 54 m since 4𝑙𝑐=4×√
𝐷

𝜌𝑤𝑔

1
4

=53.45 m 

As introduced before, the ultimate failure of an ice wedge is controlled by fracture initiation. This means that 

once the simulated stress reaches the critical material strength (i.e., tensile strength), the ice wedge can be 

assumed to have failed. This corresponds to the first circumferential crack on the ice wedge. It means that we 

just need to simulate our problem up to the point of ‘fracture initiation’ to extract the peak force 𝑓𝑏 and ice 

breaking length 𝑙𝑏. However, in order to have a more visually appealing simulation results, we introduced a 

damage model to simulate the post-failure behavior of the ice wedge. It should be noted here that the choice of 

the damage model can be arbitrary as it does not influence 𝑓𝑏 and 𝑙𝑏. In this paper, we chose the hyperbolic 

Drucker-Prager model, which is a modification of the linear Drucker-Prager model as shown in Fig. 2. 

Parameters for the Drucker-Prager plasticity model are as follows: 

𝑑′ is the internal cohesion term, and 600 kPa was used in this study;  

𝛽 is the friction angle, and 45° was used in this study; 

𝑝 is the hydrostatic part of the stress tensor 𝜎; 
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𝑞 is the equivalent stress with the deviatoric part of the stress tensor 𝜎;  

𝑝𝑡 is assumed to be half of the uniaxial tensile strength (250 kPa) because no triaxial tensile strength data of 

sea ice are available 

The fracture evolution follows the cohesive zone model and fracture are explicitly ‘expressed’ with the element 

erosion technique for the simulation.  

Simply put, this redundant post-failure simulation follows the following step: 

 When the material reaches the yield criterion (characterized by the hyperbolic Drucker-Prager model), 

it follows a perfect plasticity flow rule until the equivalent plastic strain reaches 30 % of the elastic 

strain. 

 Regarding the damage evolution law, it follows the cohesive zone model with a linear softening curve.  

 

 

Fig. 2 Drucker-Prager plasticity models  

 

It should be re-iterated that the above fracture evolution simulation is only for visual purpose. They do not 

necessarily reflect the truth of ice material in its failing process; and they do not influence our interested results, 

i.e., 𝑓𝑏 and 𝑙𝑏, which are governed by pre-failure processes. 

 

 

 

2.1.2 Mesh sensitivity study 

The eight-node linear brick element with reduced integration (C3D8R) was used for the simulation of the three-
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dimensional ice wedges. When the model is carrying bending loads, enough layers of the brick elements should 

be made through the thickness since the element has only one integration point with limited capacity to 

characterize the bending stress/deformation. In addition, it is known that the element sizes in the radial and 

circumferential directions also influence the results according to the geometrical features of the wedge. Lu et al 

(2012) presented that for the current problem, there should be more than four layers of elements in the thickness 

direction; and it is more affected by the element size in the circumferential direction than in radial direction. 

This is because the ice wedge is usually broken by radial stress (
rr ) forming a circumferential crack (See the 

local coordinate system in Fig. 3). 

A mesh sensitivity study has been carried out for the wedge model whose angle is 45° and thickness is 1 m. The 

mesh size in the thickness- and radial- directions are set to be equal. In the circumferential direction, the ice 

wedge are meshed with a mesh interval of one to two degree with considerations of individual element’s aspect 

ratio. The number of elements layers in the thickness direction is varied between 4 to 6. The center line of the 

wedge is taken as a reference line (see Fig. 4). The radial stress 
rr  along the reference line is presented in Fig. 

4. The results are compared with Nevel's analytical solution. It transpires that the five-layer mesh model 

approximates Nevel’s solution best. Given this result, we choose the five-layer mesh model in all forthcoming 

simulations. Fig. 5 shows an example of FEM mesh used in the simulation. 

     

 

Fig. 3 Local cylindrical coordinate system of ice wedge model 
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Fig. 4 Result of mesh sensitivity study  

 

 

Fig. 5 Example of FEM mesh (wedge angle: 45°)  

 

 

2.2 Prediction model using the Artificial Neural Networks 
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Ideally, one would prefer to obtain analytical solutions to Eq. (3). However, this is rather challenging if it is 

possible at all given the current application. One way of generalizing the results is to tabulate the discrete 

numerical results in a table or graph from where other scenarios can be extracted/interpolated/extrapolated. This 

approach has been developed and applied by Sawamura et al. (2009, 2014).  

One of the novelties from this paper is that we adopt a different approach (the ANN model) to generalize the 

numerical results in this study. Generally, no matter how complex a physical process is, as long as its field 

variables are smooth enough, an ‘analytical’ model can be established based on the numerical simulation 

analyses. The input variables and simulation outputs can be ‘linked’ through a much-simplified equation. This 

simplified equation will be valid at least in the region where the data points are supplied. Traditionally, this can 

be achieved by the multi regression technique and the dimension reduction technique. However, these methods 

suffer when there are many variables and their relationships are highly nonlinear. There is an artificial neural 

network technique that is suitable for implementing a multivariate and nonlinear system. Fig. 6 shows the basic 

ANN structure. Artificial neural network, as its name suggests, is a collection of numerous artificial neurons. 

Each neuron is connected to the neighboring neurons by weight and transmits signals. The model is trained by 

the process of mapping the input to the output through each layer. As this process is repeated several times, the 

weights of each neuron are determined. As the number of iterations of training increases, the more accurate 

weights can be obtained. Therefore, a sufficient number of data is usually required for the construction of an 

ANN model. The data are normally divided into three parts, i.e. training, validation and testing datasets. First, 

the model calculates the weight between each neuron using the training dataset. This can be understood as a 

process of deriving the coefficient of an equation in general regression. Then, the performance of the trained 

model is calculated based on the validation dataset, and each parameter is modified to preventing overfitting. 

After these two steps, the development of the ANN model is completed. The performance of the developed 

model is evaluated by the last remaining test dataset. The detailed method used in this study is presented with 

actual data in Section 5. 
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Fig. 6 Basic structure of the Artificial neural network (ANN) model 

 

 

3. Numerical test matrix 

 

The numerical tests that have been carried out are listed in Table 2. The parameters considered in the numerical 

tests are the loading radius, wedge angle and interaction velocity. In this paper, we normalize all length scales 

with the characteristic length to yield more general numerical results. The loading radius (𝑎/𝑙𝑐) varies from 0.05 

to 1.0 with 0.05 interval. In case of the wedge angle, six cases in the range of from 30° to 100° are taken into 

account. The reason for setting 100° as the upper limit is because that ice wedges with angles beyond this value 

shall violate our initial assumption and develop radial crack before the circumferential crack. Detailed 

reasonings and quantifications in this regard are presented in Section 4.2. In case of the interaction velocity, 11 

cases are chosen in the range from 0.1 m/s to 10 m/s. The range of these physical values are determined 

primarily based on typical ice – structure interaction experiences. Additionally, we utilize Eq. (5) to correlate the 

vertical interaction velocity 𝑣𝑣 of the structure with the ‘vertical loading rate 𝑓�̇�’ on the ice wedge. The implicit 

assumption here is that the crushing depth δ in the vertical direction can be linearly scaled with the contact 

force (see Fig. 7). When the vertical crushing depth δ is small, it is true that the contact area often increases 

with the crushing depth, thereby leading to an increase in the contact force. Normally, during ice – sloping 

structure interactions, the crushing depth is much smaller than the ice thickness before bending failure takes 

place. Therefore, we expect that a linear scaling between the contact force and crushing depth as in Eq. (5) is a 

fair approximation. In addition, the influence of the in-plane compressive force is ignored in the simulation. 

Through some derivations, we come to Eq. (6), which relates the vertical velocity of the structure with the 
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vertical velocity 𝑣𝑣 on the ice wedge. Without loosing generality, the results presented in this paper are based 

on the assumption of 𝜎𝑐 = 1 MPa and α=45o. This, in a way, introduces an ‘equivalent vertical velocity (𝑣)’ as 

in Eq. (6). This will largely simplify Eq. (6) and we will present all the interaction velocity related terms with 

this equivalent vertical velocity. In practice, when using the results from this paper, one can easily scale the 

actual vertical velocity 𝑣𝑣 according to Eq. (6) with known compressive strength 𝜎𝑐 and sloping structure 

angle α.  

 

 

Fig. 7. Relating the interaction velocity with the applied loading rate in the simulation. 

 

𝛿

tan𝛼
=

𝑓𝑡

𝜎𝑐ℎ
, and 

𝑣𝑣

tan𝛼
=

�̇�

tan𝛼
=

𝑓�̇�

𝜎𝑐ℎ
                                                           (5)  

𝑣 =  
𝑣𝑣

tan𝛼
×

𝜎𝑐

1 [MPa]
                                                                        (6)  

 

For the static cases, the interaction velocity is not considered. A total of 20 (i.e., loading radius variation) × 6 

(i.e., wedge angle variation) = 120 cases are tested. On the other hands, a total of 20 × 6 × 11 (i.e., interaction 

velocity variation) = 1320 cases are simulated for the dynamic cases. The modeling automation is achieved by 

Python scripting. When all modeling were completed, all cases were run sequentially through the parametric 

study scripting. 
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Table 2 Numerical testing matrix 

Parameter Range Unit Number 

Loading radius (
𝑎

𝑙𝑐
) 

Wedge angle 

Interaction velocity (𝑣) 

[0.05 ~ 1.0 with interval of 0.05] 

[30, 45, 60, 75, 90, 100] 

[0.1, 0.3, 0.5, 0.7, 1, 2, 3, 4, 6, 8, 10] 

- 

° 

m/s 

20 

6 

11 

 

4. Numerical test results  

 

Numerical test results in static and dynamic conditions are presented in this section. The static tests are carried 

out to check the validity of the numerical model by comparing the ice breaking force and length against known 

quasi-static solutions. The dynamic cases are performed to generate the data base with target values and to 

explore the influences of loading radiuses, wedge angles, and the interaction velocity.  

 

4.1 Static test results  

4.1.1 Comparison with existing analytical solutions  

Static test results for the ice breaking force and length are presented in Fig. 8 and Fig. 9, respectively. These 

values are obtained by the assumption that the failure starts when the radial stress of the ice surface exceeds the 

ice flexural strength. Radial stresses are captured along the reference line (See Fig. 4). In Fig. 8 (a), the 

calculated breaking forces are normalized in the form 
𝜋

𝜃

3𝑓𝑏

2𝜎𝑓ℎ
2 to compare with the adaptation of Nevel’s 

solution (Lu et al., 2016) presented in Eq. (2). Such normalization process pre-assumes that the breaking force 

can be linearly scaled with the wedge angle  . However, the simulation results are quite scattered for different 

wedge angles, as shown in Fig. 8 (a); and the only good agreement was found for the case with a wedge angle of 

30°, which is a relatively narrow wedge. This corresponds well with the infinite narrow wedge assumption 

behind the original solution of (Nevel, 1958). To better adapt Nevel’s narrow wedge solution to wedges with 

wider angles, a trial-and-error normalization procedure was conducted, and it turns out that when the ice 

breaking force is normalized in the form of (
𝜋

𝜃
)1.15

3𝑓𝑏

2𝜎𝑓ℎ
2, a more converged solution is achieved in Fig. 8 (b) 

with a new form of equation (see Eq. (7)).  
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       (a) Regression with Lu et al (2016)             (b) Regression with the proposed equation 

Fig. 8 Equation for breaking force in static condition 

 

(
𝜋

𝜃
)1.15

3𝑓𝑏

2𝜎𝑓ℎ
2 = 0.7 (

𝑎

𝑙𝑐
)
3

+ 2.6(
𝑎

𝑙𝑐
) + 1.25                                                     (7)  

 

Fig. 9(a) shows the normalized breaking length 
𝑙𝑏

𝑙𝑐
 versus the loading radius with varying wedge angles and 

compares with the data points from Nevel (1972). Unlike the breaking force, the breaking length does not seem 

to be significantly affected by the wedge angle, and the result shows an overall good agreement with Nevel 

(1972), where the wedge angle is not taken into account. In particular, Nevel (1972) seems to fit better with 

wedges of relatively small angle. For more accurate fitting, we brought in a factor of (
𝜋

𝜃
)0.05 and normalize the 

ice breaking length 
𝑙𝑏

𝑙𝑐
 further into (

𝜋

𝜃
)0.05

𝑙𝑏

𝑙𝑐
. This leads to a better fitting in Fig. 9(b). Some scatters can be 

observed at 
𝑎

𝑙𝑐
 = 0.05. This is because the wedge is largely affected by circumferential stress when the loading 

radius is small. This will be reviewed in Section 4.1.2. together with the relevant analysis results. The derived 

equation for the static ice breaking length is presented in Eq. (8).     
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   (a) Regression without angle effect                 (b) Regression with angle effect 

Fig. 9 Equation for breaking length in static condition 

 

(
𝜋

𝜃
)0.05

𝑙𝑏

𝑙𝑐
= −0.64(

𝑎

𝑙𝑐
)
2

+ 1.97(
𝑎

𝑙𝑐
) + 0.29                                                    (8)  

 

In so far, it is fair to conclude that we have a reasonable numerical model that agrees well with the existing static 

solution of Nevel (1972) in terms of both the ice breaking force and ice breaking length. However, as Nevel’s 

solution are limited to narrow wedges, the best match is found only for rather narrow wedges (i.e., the case with 

30° wedge angle among all trial simulations). Therefore, in this section, we have also extended Nevel’s static 

solution to wider wedge angles. These are Eq. (7) for the ice breaking force with a more than linear influence 

from the wedge angle; and Eq. (8) for the ice breaking length with a minor influence from the wedge angle.   

 

4.1.2 Transition from circumferential crack to radial crack  

The static analysis also reveals the transition from ‘circumferential crack first’ to ‘radial crack first’ failure 

processes. This is examined by comparing the stress components in circumferential and radial directions with 

varying wedge angles and loading radiuses. The general rationale behind this examination is that: if the 

maximum radial stress is larger than the maximum radial stress in the simulation domain, the ice wedge will 

develop radial crack first. And vice versa.  

Intuitively, when an ice wedge gets narrower, it is easier to develop circumferential crack first. Conversely, a 

radial crack tends to develop first for a wider ice wedge. For example, when the wedge angle is 180°, the 

problem reduces to the bending failure of a semi-infinite ice plate, in which, it is generally accepted that a radial 
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crack shall always develop first under a vertical load (Kerr, 1976). For the loading radius, we can also intuitively 

assert that when the load radius is large, i.e., 
𝑎

𝑙𝑐
 is large, an ice wedge is easier to fail by forming 

circumferential cracks first. In this section, we try to quantitatively assess such ‘circumferential crack first’ to 

‘radial crack first’ transition under the influence of wedge angles and loading radiuses.  

First, in Fig. 10, the circumferential stress (
 , responsible for radial cracks) and the radial stress (

rr , 

responsible for circumferential cracks) are presented along the reference line (See Fig. 4) with varying wedge 

angles. The loading radius is fixed as 
𝑎

𝑙𝑐
 = 0.05. As expected, as the wedge angle increases, the circumferential 

stress keeps increasing and overtakes the radial stress when the wedge angle reaches 105°. This marks the angle 

(i.e., between 100° and 105°) larger than which, the radial crack develops earlier than the circumferential crack. 

Based on this study, we shall limit our simulated wedge angles below 100°; and derive the dynamic wedge 

bending formulas that are only suitable for wedges that are smaller than 100°. In practice, if an ice wedge larger 

than 100° is encountered, as radial cracks shall develop first, the 100° ice wedge will be intersected into several 

ice wedges with smaller angles where our developed formulas can be applied individually. This approach has 

been adopted in (Lubbad and Løset, 2011).  

In Fig. 11, we presented the circumferential stress and the radial stress along the edge line similar to Fig. 10. As 

expected, the circumferential stress (responsible for radial crack) is negligibly small comparing to the radial 

stress (responsible for circumferential crack). Naturally, a radial crack is unlikely to develop at near-edge 

regions of an ice wedge comparing to its center. Therefore, it makes sense as in Fig. 10 to only investigate the 

radial and circumferential stresses at the center line of an ice wedge to study its failure pattern.  
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Fig. 10 Comparisons of radial stress and circumferential stress along reference line according to different wedge 

angles (𝒉 = 1 m, 
𝒂

𝒍𝒄
 = 0.05)  
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Fig. 11 Comparisons of radial stress and circumferential stress along edge line according to different wedge 

angles (ℎ = 1 m, 
𝑎

𝑙𝑐
 = 0.05) 
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Next, we fix the wedge angle as 100°, and compare the two stress components along the reference line with 

varying loading radiuses (see Fig. 12). Combining with Fig. 10, we can see that the radial stress (
rr ) is not too 

much influenced by both the wedge angle and loading radius. From Fig. 12, we also see that the circumferential 

stress (
 ) decreases, expectedly, with increasing loading radius.  

Based on the results from both Figs. 10 and 12, it is safe to conclude that circumferential cracks will develop 

first for ice wedges that are smaller than around 100°, irrespective of the loading radius that are of typical 

engineering relevance. This is also the reason that we set out wedge angle’s simulation range within 100°.   

   

 
Fig. 12 Comparisons of radial stress and circumferential stress according to different loading radiuses 

 

4.2 Dynamic test results 

In this section, we examine how the breaking force and length vary with, among many factors, the presence of 

loading rates/velocity. Different from the static case, for visual illustrations, we explicitly simulated the post-

failure process based on the implemented yielding criteria and the cohesive zone model. However, as stressed 

before, our interested outcomes, i.e., the ice breaking force and length are independent from the post-failure 

behavior. Fig. 13 illustrates a simulation example for the 45° wedge angle and 
𝑎

𝑙𝑐
 = 0.05 loading radius case. It 

vividly re-confirms the generally accepted trend that a faster loading rate leads to a shorter ice breaking length. 
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Fig. 13 Ice breaking patterns according to interaction velocity (wedge angle: 45° and loading radius 
𝒂

𝒍𝒄
: 0.05) 

  

Fig. 14 and Fig. 15 present the ice breaking force as a function of interaction velocity according to different 

wedge angles and loading radiuses, respectively. For generalization of the results, the variables applied to the 

analysis are normalized as follows: 

𝜃

𝜋
 

is the normalized ice wedge angle;  

𝑎

𝑙𝑐
 is the normalized loading radius; 

𝑣

√𝑔ℎ
 is the normalized interaction velocity; 

𝑓𝑏
𝜎𝑓ℎ

2
 

is the normalized ice breaking force;  

𝑙𝑏
𝑙𝑐

 
is the normalized ice breaking length; 

For better readability, the cases with 
𝑎

𝑙𝑐
 = 0.1, 0.5 and 1.0 are presented in Fig. 14, and cases with 

𝑎

𝑙𝑐
 = 0.2, 0.4, 

0.6 and 0.8 are separately presented in Fig. 15. It can be seen that the breaking force increases with increasing 

velocity, with increasing wedge angle, and increasing loading radius, i.e., these terms are positively correlated. 

However, it can be observed that the detailed increasing pattern according to the interaction velocity is slightly 

different for each wedge angle and loading radius, indicating a nonlinear influence from the wedge angle and 

loading radius. 
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Fig. 14 Ice breaking force as a function of interaction velocity with varying wedge angles 
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Fig. 15 Ice breaking force as a function of interaction velocity with varying loading radiuses 

 

 

Fig. 16 and Fig. 17 present the ice breaking length as a function of interaction velocity according to different 

wedge angles and loading radiuses, respectively. Similar to the visual illustration in Fig. 13, we quantitatively 

show that given the same wedge angle and load radius, a faster interaction velocity/loading rates leads to a 

shorter the breaking length. Moreover, similar to the static cases, the breaking length increases with increasing 

loading radius; but is less dependent on the wedge angle.  
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Fig. 16 Ice breaking length as a function of interaction velocity with different wedge angles. 
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Fig. 17 Ice breaking length as a function of interaction velocity with different loading radiuses (note that the ice 

breaking length is less dependent on or less sensitive to the wedge angle).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Prediction model  
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The results presented in Section 4, especially the dynamic results, demonstrate the nonlinear relationship 

between the outputs (i.e., ice breaking force and length) and the inputs (i.e., varying interaction velocity, loading 

radius and wedge angles). In situations as such, the presented ANN technique suits perfectly in developing a 

closed-form equation based on the available inputs and outputs. This section presents the detailed model 

structure and optimization process for the development of the ANN model and the final equation.  

 

5.1 ANN model structure 

The structure of the ANN model applied in this study is shown in Fig. 18. It is a typical three-layer perceptron 

neural network model composed of an input layer, a hidden layer and an output layer. Each layer consists of 

neurons. The number of neurons in the input layer and the output layer is same with the number of inputs and 

the outputs, respectively. The number of neurons in the hidden layer can be determined in a variety of ways 

(Masters, 1993; Stathakis, 2009). In this study, its number was determined based on the results of a case study 

conducted on several cases selected through related theories (See Section 5.2). 

The input layer has the input vector {𝑃} of a given length. In this application, we have three inputs (i.e., ice 

wedge angle, loading radius and interaction velocity) and the size of {𝑃} is 3 1 . The hidden layer takes {𝑃}, 

and it is multiplied by a weight matrix [𝑈], whose size is determined by the number of inputs and hidden layer 

neurons; then it adds a bias vector {𝑏}. In the hidden layer, the derived vector [𝑈]{𝑃} + {𝑏} goes through the 

nonlinear activation function for a nonlinear mapping between inputs and outputs. The hyperbolic tangent 

function, which is the most commonly used function in the multi-layer perceptron model, is used as the 

nonlinear activation function in this study because of its fast convergence. When the vector [𝑈]{𝑃} + {𝑏} 

passes the hyperbolic tangent function, all values are transformed to a region between -1 and 1.To take this into 

account, all input data are normalized between -1 and 1 before training. The normalization is important for the 

efficiency and accuracy of the system as it treats all variables equally. Eq. (9) is utilized to normalize the input 

variables. The activated vector enters the output layer, in which, a bias vector, {𝑠} is added to derive the output 

vector {𝑦}. In this application, we aim to output two variables, i.e., the ice breaking force and length; thus {𝑦} 

is a 2 1  vector.  

The whole calculation process is expressed in vector notations as presented in Eq. (10). In the end, the output 

vector can be de-normalized to the original input range. 
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Fig. 18 Structure of the ANN model in this study 

 

𝑋𝑁 = 2 × [
𝑋𝑅−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
] − 1                                                                 (9) 

in which,  

𝑋𝑁 is the normalized value;  

𝑋𝑅 is the original value; 

𝑋𝑚𝑖𝑛  is the minimum value of 𝑋𝑅; 

𝑋𝑚𝑎𝑥 is the maximum value of 𝑋𝑅; 

{𝑦} = {𝑠} + [𝑊]𝑇tanh([𝑈]{𝑃} + {𝑏})                                                       (10) 

 

5.2 ANN model optimization 

The effectiveness and accuracy of ANN model are influenced by ANN parameters such as the number of 

neurons in hidden layers and data splitting ratio. This section addresses the determination of ANN parameters 

for the model optimization. 

The number of neurons in hidden layers determines the size of [𝑈], [𝑊], and {𝑏} in Eq. (10), i.e. [𝑈] is Nnh 

× Ni matrix, [𝑊] is Nnh × No matrix, and {𝑏} is a vector whose size equals to Nnh, where, Nnh is the number of 

neurons in hidden layer. Ni and No are the number of inputs and outputs, respectively. In this application, Ni = 3 

and No = 2. If the model has a large number of neurons in the hidden layer, it becomes complicated, and the 

training time increases accordingly. Also, it can cause overfitting problems because a large number of neurons in 

the hidden layer increases the nonlinearity of the model. On the other hand, if the number is too small, a proper 

fitting is not possible, which affects the accuracy of the model. In many existing ANN models, the number of 

neurons in hidden layers has been selected between the number of inputs and outputs (Nadui et al., 2020). In this 

study, a case study has been performed to determine the number of neurons optimized for the simulation results 

as shown in Fig. 19. Since there are three inputs and two outputs (i.e., Ni = 3 and No = 2), we calculated the 

performances according to the number of neurons within the range from two to six. Here, two different 
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indicators are employed to assess the model performance. These are the ‘Pearson correlation coefficient’ 

(defined in Eq. (11)) and the ‘index of agreement’ (defined in Eq. (12)). The Pearson correlation coefficient 

(𝜌𝑥𝑦) can be used to quantify the linear relationship between two variables, e.g., x and y. A larger absolute 

value |𝜌𝑥𝑦| represents a stronger dependence between 𝑥 and 𝑦. In addition, the index of agreement (𝐼) has 

been further employed to evaluate the performance of the model in terms of the prediction error. The index of 

agreement represents the ratio of the mean squared error and the potential error given in Eq. (12). The results in 

Fig. 19 show that: the six neurons case shows the highest performance in the Pearson correlation coefficient, and 

the five neurons case shows the highest performance in the index of agreement. In general, all the performances 

are rather good with a value of around 99.5%. Given this assessment, in this application, the five neuron - case 

is chosen in the hidden layer. After determining the number of neurons, we also need to investigate the data 

splitting ratio in constructing an efficient and accurate ANN model.  

 

𝜌𝑥𝑦 =
𝐶𝑜𝑣(𝑥,𝑦)

𝜎𝑥𝜎𝑦
                                                                           (11) 

in which,  

𝐶𝑜𝑣(𝑥, 𝑦) is the covariance of variables 𝑥 and 𝑦;  

𝜎𝑥 and 𝜎𝑦 are the standard deviation of 𝑥 and 𝑦; 

𝐼 = 1 −
∑ (𝑦𝑖−�̂�𝑖)

2𝑁
𝑖=1

∑ (|𝑦𝑖−�̅̂�|+|�̂�𝑖−�̅̂�|)
2𝑁

𝑖=1
                                                                 (12) 

in which,  

𝑁 is the number of samples;  

𝑦𝑖 is the predicted value; 

�̂�𝑖 is the target value; 

�̅̂� is the average of the target values. 
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Fig. 19 Model performance according to the number of hidden-layer neurons 

 

In general, the dataset to be used for ANN is randomly divided into three subsets, i.e. training, validation and 

testing datasets with a certain ratio to avoid the typical problem of overfitting. Firstly, the coefficients of the 

ANN model such as weights and biases are derived based on the training dataset. Then the performance of the 

fitted ANN model is evaluated using the validation dataset, and the coefficients are tuned to increase the ability 

to generalize. Finally, the goodness of fitting of the model is evaluated by the performance test based on the test 

dataset.  

To find a splitting ratio optimized for the data prepared in this study, a sensitivity study is performed on 

commonly used splitting ratios, which are ‘60% / 20% / 20%’, ‘70% / 15% / 15%’ and ‘70% / 20% / 10%’ for 

training, validation and testing, respectively. Performances based on the Pearson correlation coefficient for each 

model with different splitting ratio are evaluated as shown in Fig. 20. It shows that the ratio of, ‘70% / 15% / 

15%’ case gives the most consistent results. In case of ‘70% / 20% / 10%’, the model performance shows a 

relatively larger fluctuation because it depends largely on the selected data when the number of test data is small. 

Therefore, the ‘70% / 15% / 15%’ is chosen as the data splitting ratio in this study. 
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Fig. 20 Model performance according to different splitting ratio 

 

5.3 Final ANN model 

Based on the basic structure and the optimization process described in Sections 5.1 and 5.2, an ANN model is 

developed to predict the ice breaking force and the corresponding ice breaking length. Despite that we have also 

generated results for the cases with a wedge angle of 100°, they are not included in developing the ANN model. 

This is because the 100° to 105° wedge angle range most likely marks the transition of failure patterns as 

explained in Section 4.2. Since this paper focuses only on the circumferential crack controlled wedge bending 

and to achieve more consistent results and model fitting, we limit the application of the model to up to 90°. 

Table 3 shows the maximum and minimum values to be used for normalization and denormalization of the 

model.  

 

Table 3 Min. and max. values of the inputs for normalization and denormalization   

Input Min. value Max. value Remark 

𝜃

𝜋
 0.1667 0.5 Wedge angle 

𝑎

𝑙𝑐
 0.05 1 Loading radius 

𝑣

√𝑔ℎ
 0.0319 3.1928 Velocity 

𝑓𝑏
𝜎𝑓ℎ

2
 0.1329 4.1447 Breaking force 
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𝑙𝑏
𝑙𝑐

 0.1 1.7015 Breaking length 

 

Substituting the normalized inputs into Eq. (13), we can calculate the normalized outputs and get the ice 

breaking force and length by de-normalizing the results using Eq. (9). In Eq. (13), (−)𝑁 represents the 

normalized value. 

 

{𝑦} = {𝑠} + [𝑊]𝑇𝑡𝑎𝑛ℎ ([𝑈]{𝑃} + {𝑏})                                                       (13) 

{𝑦} = {
(
𝑓𝑏

𝜎𝑓ℎ
2
)
𝑁

(
𝑙𝑏

𝑙𝑐
)
𝑁

},  {𝑠} = {
0.44168
−0.44323

},  [𝑊] =

[
 
 
 
 

 

−0.62279
1.43578
1.19394
1.30548
0.11579

 1.11512
0.75029
0.16605
0.88875
−0.32836

 

]
 
 
 
 

,  

[𝑈] =

[
 
 
 
 

 

0.08632
0.13452
0.2035
−0.09635
−0.27187

 0.41875
0.41314
−0.20983
0.44944
−0.55681

 0.20475
0.35316
0.49023
−0.44704
3.54993

 

]
 
 
 
 

,  {𝑃} =

{
 
 

 
 (

𝜃

𝜋
)
𝑁

(
𝑎

𝑙𝑐
)
𝑁

(
𝑣

√𝑔ℎ
)
𝑁}
 
 

 
 

,  {𝑏} =

{
 
 

 
 
1.01536
−0.83772
0.13003
0.24786
3.30743 }

 
 

 
 

 

 

 

6. Validation of the ANN model  

 

The ANN model (Eq. (13)) developed in this study is validated in three different ways. Firstly, it is compared 

with the FEM data used for model development. Despite the ANN model is developed from the same FEM 

simulation data; this comparison can show how well the final model fits the original input data. Secondly, the 

ANN model prediction is compared with available existing numerical results, i.e., Sawamura et al. (2010) 

performed numerical simulations on the ice wedge breaking considering its dynamic effect using an Lagrangian 

mesh and a penalty contact algorithm. Finally, the ANN model prediction is compared with existing field data 

on the breaking length reported in several early researches and summarized by Naegle (1980). 

 

6.1 Comparison with FEM data  

 

In Fig. 21, the ANN predicted values (surface) and FEM data (red circle) in terms of the ice breaking force are 

presented in 3D plots. It shows a good overall agreement; but a slight deviation occurs at high interaction 
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velocities. More details on the deviation will be discussed in Section 7.  

 

 
Fig. 21 Comparison of ice breaking forces from the ANN model and target FEM simulated values. 

 

A same comparison of ice breaking length is presented in Fig. 22. Similar to the breaking force results, Fig. 22 

shows good agreement overall. However, there is a relatively large deviation for the cases with a large wedge 

angle and a small loading radius. In particular, we can see a large discrepancy in the case with a wedge angle of 

90° and with a loading radius of 
𝑎

𝑙𝑐
 = 0.05. This is again speculated to be caused by the failure pattern 
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transition. Given this result, the application of the ANN model at 
𝑎

𝑙𝑐
 = 0.05 condition is not recommended. 

 

 
Fig. 22 Comparison of ice breaking length between ANN model and target FEM simulated values. 

 

6.2 Comparison with Sawamura’s results 

In this section, we will compare our ANN model’s prediction with relevant results obtained by Sawamura (2010). 

However, it is important to firstly point out that there are three differences between these two results/models. 

The first difference is a minor one: Sawamura’s results are obtained from FEM analysis of a linear-elastic ice 

wedge model that assumes ice failure occurs when the tensile stress at the upper surface reaches the flexural 
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strength. Our ANN model is based on the simulation results from the FEM model, in which, ice failure occurs 

when the combined stress reaches the yield surface together with a minimal amount (i.e., 30% of elastic strain) 

of perfectly plastic strain. When it comes to the peak force that leads to fracture initiation, these two criteria are 

expected to yield almost the same results as circumferential crack is crack initiation controlled. The second 

difference is a major one. In the simulation model of Sawamura et al. (2010), they also considered and 

implemented the fluid foundation as an incompressible inviscid material, in which, the hydrodynamic effects are 

present; whereas in our FEM model, the fluid foundation is simplified as a Winkler foundation. The third 

difference is that Sawamura et al. (2010) applied a point load at the vertices of the ice wedge whereas in our 

case we varied the loading radius. Given the premises of this comparison, we will present the comparisons in 

terms of the ice breaking force and ice breaking length respectively for mutually available data.  

However, to make the results comparable, we first need to perform some linear transformations as similar results 

from both studies are presented in different coordinate systems and with different normalizations. These trivial 

manipulations are summarized here: 1) our interaction velocity v  is converted to loading rate using Eq. (6), 

where the compressive strength 𝜎𝑐 is assumed to be 2.8 MPa (Sawamura et al, 2009); 2) the original ice 

breaking force results from Sawamura et al. (2010) were presented in the normal direction of the hull (i.e., 
nf  

in Fig. 7). To make the results comparable with ours, all Sawamura’s results (in terms of peak force) are 

converted to the vertical direction (i.e., the direction of 
tf in Fig. 7). 

The ice breaking forces are compared in two plots. In Fig. 23(a), various thicknesses were considered for wedge 

angles of 45° and 90°. In Fig. 23(b) various wedge angles were taken into account for the 1-m thick wedge. A 

good overall agreement is achieved. However, Sawamura et al.'s results seem to have less velocity effect than do 

the ANN model predictions. It should be noted that some differences in comparison are inevitable because the 

simulation methods used for the studies are not exactly the same. The major differences are summarized in 

Table 4.  

Table 4 Modeling difference between Sawamura et al. (2010) and ANN model    

 Sawamura et al. (2010) ANN model 

Loading radius (
𝑎

𝑙𝑐
) 0 (point load) 0.05 

Fluid foundation Incompressible inviscid flow Winkler-type elastic foundation 
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(a) Various thickness cases for wedge angles of 45° and 90° (b) Various wedge angle cases for 1 m thickness 

Fig. 23 Comparison of ice breaking forces by ANN model (Eq. (13)) and Sawamura et al. (2010)  

 

Fig. 24 compares the ice breaking lengths for various thicknesses with the wedge angles of 45° and 90° from 

both studies. Overall, the two results are in good agreement, except for the low velocity case with a wedge angle 

of 90°. In particular, in case of Sawamura et al.’s simulation, since the force was applied as point load, it is 

believed that the wedge failure pattern is more significantly affected by the circumferential stress at a low 

velocity with a wedge angle of 90°. 
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Fig. 24 Comparison of ice breaking lengths by ANN model and Sawamura et al. (2010) 

 

6.3 Comparison with existing experimental data 

The predictions by the ANN model and the existing experimental data summarized by Naegle (1980) are 

compared in Fig. 25. Naegle (1980) presented the experimental data on the breaking length performed by 

several early researchers. Since there is no information on the loading radius, the loading radius that fits the data 

well was varied according to experience. As a result, 
𝑎

𝑙𝑐
 = 0.1 seems to give a good fit the overall field data. 

Additionally, we present two additional upper and lower predictions of the ANN model using the loading radius 

of 
𝑎

𝑙𝑐
 = 0.05 and 0.15. Although Naegle's experimental results show a lot of scatter, it seems that the overall 

prediction and the general trend with regard to the ice breaking lengths’ velocity dependence can be well 

captured by the ANN model.  
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Fig. 25 Comparison of ice breaking lengths by ANN model and Naegle (1980) 

 

 

7. Discussions  

 

7.1 Influence of wedge angle, loading radius and interaction velocity on ice breaking force and length 

Despite that the general trend with regard to the influences from these parameters are well known, this paper 

offers a more quantitative description of these parameters’ influence.   

From the static simulation results, the influence of the wedge angle and loading radius on the ice breaking force 

and length are presented in Figs. 8 and 9. The quantitative relationships are presented in Eqs. (7) and (8). Based 

on the simulations and data fitting, it turns out that the breaking force is scaled with (
𝜋

𝜃
)1.15 instead of 

𝜋

𝜃
. This 

differs from Nevel’s assumption of treating the failure of an ice sheet as the linear summation of infinite narrow 

wedges (Nevel, 1958). The nonlinear relationship between 𝑓𝑏  and   as illustrated in Figs. 8 and 9 

quantitatively exposes some theoretical (but not necessarily practical) limitations in Nevel’s assumption (1958). 

The better fitting in Fig. 8 can be equivalently translated as 𝑓𝑏 ∝ 𝜃
1.15, indicating a stronger (than linear) 

influence from the wedge angle   on the peak force 𝑓𝑏. There can be many reasons behind this stronger 

wedge angle effect. For example, the crack closure/dome effects as studied by (Dempsey et al., 1995, Dempsey 

et al., 1998, Bažant and Li, 1993) can potentially/partially explain this stronger wedge angle effect. Although the 

crack closure phenomenon is not explicitly modelled in our FEM simulations, its physical essence that wedge 

materials in the circumferential direction lend support to each other, thereby increasing the overall bearing 
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capacity of a wider wedge is reflected by our ‘intact’ FEM wedge.  

For the ice breaking length, Nevel’s solution (for very narrow wedges) seems to give a good prediction also for 

wider wedges (see Fig. 9(a)). However, a better fitting can be achieved in Fig. 9(b) if we introduce a minor 

influence of the wedge angle, i.e., 𝑙𝑏/𝑙𝑐 ∝ 𝜃
0.05. In comparison, there is a less profound effect from the wedge 

angle on the ice breaking length than on the ice breaking force. 

Given the satisfactory comparisons and expected discrepancies between our numerical simulation results and the 

existing Nevel’s quasi-static solutions, we moved on to calculate the dynamic effects on the ice wedge bending 

problem. Naturally, we managed to reproduce the generally accepted qualitative results that an increasing 

interaction velocity/loading rate leads to a larger ice breaking force and a shorter ice breaking length. Moreover, 

observing Figs. 14 and 15, we see that the static trends (i.e., the ice breaking force increases with increasing 

wedge angle and/or increasing loading radius) are magnified by the presence of faster loading rates. On the 

other hand, the ice breaking length tends to stabilize to certain value for each of the simulated cases (with 

varying wedge angles and loading radiuses) when the loading rate exceeds certain threshold, see Figs. 16 and 17. 

These quantitative results are generalized into a closed-form equation (i.e., Eq. (13)) in this paper following the 

ANN model development.  

  

7.2 Advantage of ANN 

As stated in Section 7.1, the influences of wedge angle, loading radius, and interaction velocity on ice breaking 

force and length are nonlinear. In this case, the traditional regression method has a limitation on the form of the 

equation that can be created. On the other hands, ANN is a very suitable method for multivariate and nonlinear 

problem because numerous neurons can be trained with high degrees of freedom through iterations. Therefore, it 

is possible to develop a prediction model with a high accuracy regardless of the complexities of data. Moreover, 

its simple basic structure enables us to build a straightforward ‘analytical’ model expressed in matrix and vector 

forms. When the model is enriched with more data, the structure of the equation will not change. Therefore, it is 

rather efficient comparing to other methods. 

In this paper, the physical complexities with regard to the influences of ice wedge angle, loading radius and 

loading rate (in a form of force velocity) are characterized by the developed ANN model (Eq. (13)), which is 

also one of the major contributions from this paper. Because of the simplicity of Eq. (13), fast calculations can 

be easily achieved given different ice wedge bending scenarios.  
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7.3 Disadvantage of ANN 

Despite the simplicity and versatility of the ANN model developed in this paper (i.e., Eq. (13)), we should 

always have a good understanding of the advantages and disadvantages of the ANN method, based on which, 

Eq.(13) is derived. The ANN method is data-driven, so it is important to know what kind of data has been used 

for the model development, i.e., whether the amount of the data is sufficient, and how reliable the data is. If the 

data is of low quality or insufficient to describe the involved physics, the results derived from the model are also 

unreliable. In this study, the ANN model is based on the FEM simulations that are described in Section 2. The 

FEM model simplified the fluid foundation as a Winkler type foundation. Therefore, the hydrodynamic effects 

from the fluid foundation is absent in the FEM results and thereby absent from Eq. (13). In addition, the 

applicability of the model is limited by the range of data based on which it was developed. In other words, it 

cannot be used where it exceeds the range of data used for model development. In this study, we limit our model 

to characterize the ‘circumferential crack first’ ice wedge failure patterns. After extensive numerical probes, we 

limit our input data range as: 1) the ice wedge angle is smaller than 100°; and 2) the loading radius  
𝑎

𝑙𝑐
 > 0.05. 

These input data’s range also limits the applicability of the ANN model. More on the applicability of our 

developed model shall be discussed in Section 7.4.  

 

7.4 How to use the equations  

For application purpose, we describe the usage of Eq. (13) in this section. Firstly, one needs to prepare the inputs 

to normalized values (i.e., 
𝜃

𝜋
, 
𝑎

𝑙𝑐
, 

𝑣

√𝑔ℎ
). These normalised input values should be checked with reference to the 

minimum and maximum values listed in Table 3. Notably, the velocity term used in Eq. (13) is the ‘equivalent 

vertical velocity’, which further depends on the compressive strength and sloping angle (see Eq. (6)). One needs 

to correlate the actual interaction velocity with the equivalent vertical velocity ‘ v ’ first before the normalisation 

procedure (i.e., 
𝑣

√𝑔ℎ
). Afterwards, Eq. (13) can be used to calculate the normalised ice breaking force and ice 

breaking length, which can then be denormalized back to the original scale i.e.,  𝑓𝑏 and 𝑙𝑏. Here, it should be 

noted that only values between the minimum and maximum values are considered valid. In constructing the 

ANN model (Eq.(13)), we have chosen the minimum and maximum in such a way that it fits most engineering 

applications with regard to ice – structure interactions. For example, assuming an ice wedge bending problem 

with the following typical parameters:  𝜌𝑤 = 1025 kg/m3, 𝜁 = 0.3, ℎ = 1 m, 𝜎𝑓 = 500 kPa, 𝜎𝑐 = 1 MPa, 

𝛼 = 45°, 𝐸 = 3.5 GPa, the range of the inputs and outputs are illustrated in Table 5.  
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Table 5 An example showing the applicable range of Eq. (13) with the typical inputs of: 𝝆𝒘 = 1025 kg/m3, 𝜻 = 

0.3, 𝒉 = 1 m, 𝝈𝒇 = 500 kPa, 𝑬 = 3.5 GPa 

Input Min. value Max. value Remark 

𝜃 
𝜋

6
 

𝜋

2
 Wedge angle 

𝑎 0.67 m 13.36 m Loading radius of the contact area 

𝑣 0.1 m/s 10 m/s Equivalent velocity 

𝑓𝑏 0.07 MN 2.07 MN Ice breaking force 

𝑙𝑏 1.34 m 22.74 m Ice breaking length 

Comparing the numbers in Table 5 with an actual engineering case with the icebreaker Otso, Frej and Oden in 

Fig. 26(a) (taken from (Johansson and Liljestrom, 1989)), we see that for the case with the ice thickness 

1 mh  , all three ice breakers’ full transit speeds vary from around 3 m/s to 4.5 m/s; whereas in Table 5, Eq. 

(13) can accommodate the ship speed as an input ranging from 0.1 m/s to 10 m/s. Moreover, Fig. 26(b) shows 

that in this particular case, the icebreakers can offer a maximum net thrust (i.e., used to overcome the ice 

resistance) in the range from around 1.2 MN to 1.8 MN, whereas in Table 5, the range of 
bf  can be up to 2.07 

MN for only one ice breaking event (normally there are several ice breaking events taking place simultaneously 

around the ship hull for ice – going ships transiting in level ice (Enkvist et al., 1979, Lu et al., 2018)). With this 

concrete example, we demonstrated that there is a large margin for the use of Eq. (13) when it comes to its 

engineering applications. Reversely, it should be clarified here that Eq. (13) alone cannot be used to predict ship 

speed in various ice conditions. Additional information such as the h-v curve and net thrust curve as in Fig. 26 

are needed for that purpose. 

Finally, to check the generality of the ANN model, we performed a sensitivity study of the ice thickness 

variation. We made a case study between 0.5 m thick and 1.0 m thick ice wedge. A comparison between the 

ANN model predictions and FEM simulations are presented in Fig. 27. As shown in the sensitivity study, ice 

thickness influence is well characterized by the ANN model as supposed to be. 
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(a) Transit speed vs. ice thickness                   (b) Transit speed vs. maximum net trust 

Fig. 26 Actual engineering case with the icebreaker Otso, Frej and Oden 

 

 

(a) Breaking force                           (b) Breaking length 

Fig. 27 Sensitivity study between 0.5 m thick and 1.0 m thick ice wedge 
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8. Conclusions 

 

This paper revisits the classic problem of the bending of an ice wedge resting on a Winkler-type elastic 

foundation. Comparing with previous research efforts, this paper features: 1) studying the dynamic effects; and 

2) adopting the Artificial Neural Network (ANN) method to construct a generalized formula that accounts for 

the dynamic effects, various ice wedge geometries and loading radiuses. These two objectives/features are 

achieved/realized through two major tasks: 

 

First, a Finite Element Method (FEM) – based model is constructed to numerically solve the ice wedge’s 

bending problem. Before running the dynamic cases, the FEM – based model’s static solutions are compared 

with the analytical static solutions from Nevel (1958, 1972). It is found that: 

 There is a generally good agreement between our FEM-based static solution and Nevel’s (1972) static 

solutions in both the ice breaking force and ice breaking length. This signifies our appropriate 

implementation of the numerical model. 

 The best agreement is found for the narrowest ice wedge that was simulated (i.e., with a wedge angle of 

30°). This is understandable as Nevel’s solution is for ‘narrow’ wedges (without circumferential 

deformation).  

 The numerical results indicate that the ice breaking force scales with the wedge angle in the form 

1.15

bf 
. This is different from the often-adopted linear scaling, i.e., bf 

. On the other hand, the 

ice breaking length is not too much dependent on the wedge angle (both for the static and dynamic 

loading scenarios). 

 The well-known trend that a larger loading radius or a wider wedge angel leads to both a larger ice 

breaking force and a longer ice breaking length is re-confirmed quantitatively in Eqs. (7) and (8).  

 Moreover, based on the extensive simulation, we identified a wedge angle (i.e., 100°), below which, 

circumferential crack shall develop first irrespective of the typically encountered loading radiuses. 

When the wedge angle is larger than this value, a radial crack can take place earlier than the 

circumferential crack.  

Given the satisfactory static analyses and validations, we proceed with the same numerical model and simulated 

the dynamic scenarios. We varied the ice wedge angles, loading radiuses and the loading rates/interaction 
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velocity. A total of 1320 simulations are performed, generating a database of ‘ice breaking load’ and ‘ice 

breaking length’, both of which are of great importance in ice – structure interactions. All the simulated results 

follow/re-confirm the well-known trends. i.e., 

 a faster loading rates leads to a larger ice breaking load and a shorter ice breaking length. 

 Moreover, the general trends for the static loading scenarios are magnified in the dynamic case 

according to the loading rate/interaction velocity. These trends are quantitatively expressed in Eq. (13), 

which are achieved in the second task.  

 

Second, in order to generalize all the 1320 numerical simulation results, we resort to the ANN method, which is 

suitable to multivariate and nonlinear problems. Following the ANN recipe, based on the partial FEM – results 

from the first task, we developed our ANN model in Eq. (13), which is the major contribution from this paper. 

The equation is expressed in matrix and closed form. We compared our ANN model with: 1) FEM results; 2) 

existing numerical results from Sawamura et al. (2009, 2014); and 3) experimental data from three icebreakers 

‘State Island’, ‘Finncarrier’ and ‘Jelppari’.  

 

The comparison of Eq. (13)’s prediction with the FEM results indicates that our developed ANN model is of 

satisfactory engineering accuracy. In response to the accuracy level and physics behind the dynamic bending of 

an ice wedge, we made a detailed guidance regarding the application range and procedures in using Eq. (13). 

 

The comparisons with the numerical results of Sawamura et al. (2009, 2014) and experimental results of the 

icebreakers ‘State Island’, ‘Finncarrier’ and ‘Jelppari’ are not exact; mainly due to different numerical setting 

and field experimental scatters. However, the general trends (presented in Figs. 21-23) of different parameters’ 

influences are well captured by our developed ANN model (Eq. (13)). Based on all these comparisons and a 

thorough discussion, it is fair to conclude that the developed ANN model allows for easy, efficient and wide 

engineering applications.   
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Highlights 

 Extensive finite element method – based simulations on the dynamic bending of an ice wedge resting on a 

Winkler-type elastic foundation are conducted based on inputs (i.e., ice wedge geometry, loading radius and 

loading rate) within ranges that are typical for engineering applications. 

 Based on the simulation, a database of ‘ice breaking load’ and ‘ice breaking length’ is constructed. Then we 

applied the artificial neural network method to establish the general relationship between the varying inputs 

with the target outputs. 

 Such relationship is expressed in simple closed-form allowing for easy, efficient and wide engineering 

applications. 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof


