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”The flutter of a butterfly’s wing,
Sets off a chain of events unseen,
Our lives are woven, like a string,
With others, in an intricate scheme.

Our fate entwined, in cause and effect,
Our actions have a ripple effect on us,
Better be aware, and take the lead,
To make a difference, in word and deed.

Let us not be afraid to lean on each other,
For in interdependence, there is no other way,
For in the end, we all depend,
On one another, till the very end.”
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Abstract

The term ”cyber-physical systems” was introduced by Helen Gill at the National Science
Foundation around 2006. Cyber-Physical Systems (CPSs) are systems that integrate com-
putation, communication, and controlling capabilities of Information and Communication
Technology (ICT), with the traditional infrastructures. This integration aims to facilitate
the monitoring and controlling of objects in the physical world as one of the essential re-
quirements of different Critical Infrastructures (CIs), such as manufacturing, healthcare,
transportation, and the energy sector [1]. CPSs can be seen as the forerunners of ‘smart’
solutions, such as smart grids, and smart cities.

By moving towards Industry 4.0, the integration between Information Technology (IT)
and Operational Technology (OT) has significantly increased and exacerbated the complex-
ity of CPSs. This hinders the comprehensive understanding of interactions in CPSs and
causes many interdependencies. An interdependency in a CPS, which mainly refers to the
relationship between the IT and OT parts, implies that a failure in the IT part might impact
the functionality of the OT and vice versa. While we are witnessing the growing number
of cyber attacks that target IT systems on a daily basis and, as the border between OT
and IT is disappearing, CPSs are turning into attractive targets for cyber attacks. Adver-
saries can take advantage of complex interdependencies in such systems to infiltrate the OT
part, affect the operational part of CPSs, and impose safety risks. Indeed, the security of
CPSs highly demands a paradigm shift in conventional security methods in particular risk
assessment methods. To enhance the security of CPSs and protect them against emerging
cyber attacks, an end-to-end mechanism is needed to analyze interactions within the system
components to reveal the hidden dependencies as the potential infiltration points across the
systems that might be leveraged by adversaries. To this end, this PhD research aims to con-
tribute to improving the security of cyber-physical systems by concentrating on the concept
of interdependency and providing a risk assessment method. Interdependency analysis in
CPSs is a multifaceted objective that encompasses identification, modeling, and feature ex-
traction in such a way as to support the process of security risk assessment in cyber-physical
systems from a unified IT and OT perspective.

The results of this PhD research have been published in three journal articles and three
articles in conference proceedings, included in the second part of the thesis.
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Part I: Overview
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1 Introduction and motivation

1.1 Introduction

Traditionally, the worlds of information technology and operational technology have been
separated at the technical and organizational levels in different industries, and each of them
keeps separate technology stacks and has its specific protocols and standards [16, 17]. How-
ever, the advent of Industry 4.0 and the recent trend toward automation and the leveraging
of information and communication technology in monitoring and control of CPSs in critical
infrastructures, is about to blur this separation and open the doors for integrating IT and OT
(see figure 1). Information technology, which implements mainly the cyber part, allows the
cooperation and communication of technologies for information processing and technologies
for monitoring, control, and maintenance purposes. Operational technology mainly implies
the physical aspects of CPSs and directly interfaces with the physical processes of the sys-
tems under the monitor to manage and control the procedures of physical value creation and
correction in various equipment.

In the domain of cybersecurity, the National Institute for Standards and Technologies
(NIST) defined OT as [10]:

”Programmable systems or devices that interact with the physical environment
(or manage devices that interact with the physical environment). These sys-
tems/devices detect or cause a direct change through the monitoring and/or
control of devices, processes, and events.”

Supervisory Control and Data Acquisition (SCADA) and Distributed Control Systems

Figure 1: IT-OT convergence.
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(DCS) which are widely utilized to monitor and control critical infrastructures are classified
as Operational Technology. Accordingly, OT has been applied in different industries and
critical infrastructures. The Cybersecurity and Infrastructure Security Agency (CISA) iden-
tified the following sectors as critical infrastructures holding OT-based systems [9]:
- Energy Sector
- Critical Manufacturing Sector
- Healthcare and Public Health Sector
- Transportation Systems Sector
- Water and Wastewater Systems Sector
- Dams Sector
- Defense Industrial Base Sector
- Emergency Services Sector
- Chemical Sector
- Commercial Facilities Sector
- Food and Agriculture Sector
- Government Facilities Sector
- Nuclear Reactors, Materials, and Waste Sector

The fast progress in the IT domain caused stakeholders to wish to equip critical infrastruc-
tures with advanced technologies to enhance the productivity and quality of the processes.
As a result, IT capabilities such as networking functionality were gradually inserted into
existing physical systems to enable internet connection and provide remote monitoring and
control [18]. Yet, OT characteristics, such as their long life cycles, have not changed, and two
main paradigms still dominate the OT domain, i.e., ”safety comes first”, and ”if it is work-
ing, do not touch it” [17]. The latter is one of the main reasons for using legacy equipment
and software in industrial control systems, particularly in the OT part. Therefore, many OT
systems are operated with legacy software that cannot appropriately authenticate users and
lack data integrity verification capabilities. A recent report released by Microsoft in 2022
revealed that 29 percent of Windows operating systems in OT environments have versions
that are no longer supported, such as Windows XP and Windows 2000 1. Since availability is
crucial in OT systems, communications are typically in plain text, and industrial protocols in
SCADA do not always support encryption. Therefore, attackers may utilize sniffing software
to listen to messages (passive recognizance), and discover confidential information like user-
names and passwords or launch man-in-the-middle attacks [19]. It should be considered that
protocols run in OT systems such as Common Industrial Protocol (CIP), Modbus, MTCon-
nect, DNP3, Profinet, and EtherCAT have been built for different purposes, without security
in mind. As a result, such protocols are more vulnerable to attacks than IP-based protocols
employed in the IT domain. High availability also means software upgrades and patches
must be scheduled days/weeks in advance and should usually be done by the corresponding
vendors. Microsoft reported that they identified unpatched high-severity vulnerabilities in
75% of the most common industrial controllers in their customers’ OT networks. Table 1,
adapted from the NIST guide [9], summarizes the typical differences between IT and OT
systems.

1https://shortest.link/bhfh
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Table 1: Comparison between IT and OT systems [9]

IT OT
Non-real time Real-time
Response must be consistent. Response is time-critical.
High throughput is demanded. Modest throughput is acceptable.
High delay and jitter may be acceptable. High delay and/or jitter is not acceptable.

Emergency interaction is less critical.
Response to human and other emergency
interactions is critical.

Tightly restricted access control can be
implemented to the degree necessary for
security.

Access to OT should be strictly controlled
but should not hamper or interfere with
human-machine interaction.

Responses such as rebooting are accept-
able.

Responses such as rebooting may not be
acceptable because of process availability
requirements.

Availability deficiencies can often be tol-
erated, depending on the system’s opera-
tional requirements.

High availability requires exhaustive pre-
deployment testing and outages must be
planned and scheduled days/weeks in ad-
vance.

Data confidentiality and integrity is
paramount.

Human safety is paramount, followed by
protection of the process.

Systems are designed for use with typical
OSs.

Systems often use differing and possibly
proprietary OSs, sometimes without secu-
rity

Upgrades are straightforward with the
availability of automated deployment
tools.

Software changes must be carefully made,
usually by software vendors, because of
the specialized control algorithms and per-
haps modified hardware and software in-
volved.

Systems are specified with enough re-
sources to support the addition of third-
party applications such as security solu-
tions.

Systems are designed to support the in-
tended industrial process and may not
have enough memory and computing re-
sources to support the addition of security
capabilities.

Standard communications protocols
Many proprietary and standard communi-
cation protocols

Typical IT networking practices (for com-
munications)

Complex networks that sometimes require
the expertise of control engineers
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Table 1: Comparison between IT and OT systems [9]

IT OT

Software changes are applied in a timely
fashion in the presence of good security
policy and procedures. The procedures
are often automated.

Software changes must be thoroughly
tested and deployed incrementally
throughout a system to ensure that the
integrity of the OT system is maintained.
OT outages often must be planned
and scheduled days/weeks in advance.
OT may use OSs that are no longer
supported.

Allow for diversified support styles.
Service support is usually via a single ven-
dor.

Lifetime on the order of three to five years
Lifetime on the order of min. 10 to 15
years

Components are usually local and easy to
access.

Components can be isolated, remote, and
require extensive physical effort to gain ac-
cess to them.

Moving toward Industry 4.0 and the integration between IT and OT significantly in-
creases the complexity of CPSs as the building blocks of CIs, hinders the comprehensive
understanding of connections, and causes interdependencies. As a result, CPSs face serious
challenges, particularly in terms of cybersecurity. Interdependency, which is defined as the
reliance of two systems or subsystems on each other, refers to the connection between IT and
OT in cyber-physical systems [20]. This implies that due to the interdependency in CPSs,
the functionality of a component in the cyber part might depend on the operation of its
related component(s) in the physical part, and vice versa. Therefore, in CPSs, the failure of
an entity that belongs to the IT (or OT) can influence its dependent component in the OT
(or IT). The large-scale ransomware attack on Norsk Hydro, a Norwegian global supplier
of Aluminum, in 2019 is a good example of these physical-cyber and cyber-physical interde-
pendencies. First, the ransomware infected the endpoints of the Norsk Hydro IT network,
and from there it propagated to the whole corporate network to disable network access and
force the victim to shut down all its automatic operational processes [21, 22, 23]. That was
indeed a new approach applied by the attackers to affect the physical part. In more detail, it
was on March 18 that some employees at Norsk Hydro witnessed unusual behavior in their
computer systems, followed by the locking of the servers and PCs just a few hours later.
Consequently, Norsk Hydro asked its 35,000 employees across 40 countries to shut down all
devices connected to the Hydro Network and disconnect all devices (phones, tablets, etc.)
from the Hydro network. Around 22000 PCs and thousands of servers were shut down and
disconnected manually by pulling out the cables one by one. Therefore, operations had to
switch to manual mode in 160 manufacturing locations. The business and manufacturing
processes, such as ordering and inventory management, that relies on IT systems stopped
working, and only plants capable of operating in pure manual mode continued to function,
albeit at lower capacity, due to lack of IT support. Although Norsk Hydro decided to not
pay the ransom, this attack caused an approximate financial loss between 41 to 46 million
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Euros. Despite this, some argued that the speed of virus propagation and its severe impact
on operational systems indicates that the attackers’ goals were beyond ransoming for money
[21].

The ransomware that infected Norsk Hydro is known as LockerGoga and targeted the
production section of at least four other European companies in 2019. LockerGoga, which
was reported in January 2019 for the first time, was designed to change account passwords
and log off users after gaining access to the victim’s systems. It also encrypts specific types of
files including core Windows OS files using RSA-OAEP MGF1 that are stored on desktops,
laptops, and servers connected to the network 2 3. LockerGoga’s main objective was to
affect the physical part by disabling the network access. After accomplishing that, it leaves
a README LOCKED.txt file on the users’ desktops with a ransom note, as shown in
figure 2.

While cyber attacks such as Ransomware attacks were perceived as IT-focused threats, we
are witnessing how interdependency between the cyber and physical parts helps attackers
to affect OT environments. The Colonial Pipeline ransomware attack in 2021 is another
example of a cyber attack on IT systems that led to a shutdown of the 5500-mile pipeline
that carries 45% of the fuel used on the East Coast of the United States [24, 25, 26]. The
Colonial Pipeline attack was reported as the largest publicly disclosed cyber attack against
critical infrastructure in the US. A hacker group named Darkside was behind this attack.
They managed to gain access to the Colonial Pipeline network due to a leaked password and
a legacy Virtual Private Network (VPN) system that should not have been in use. DarkSide
managed to steal 100 gigabytes of the company’s data within a two-hour window and to infect
the IT network with ransomware that affected computers in different parts, including billing
and accounting. Colonial Pipeline said that the cyber attack forced them to proactively
shut down the operational systems (physical part) and freeze IT systems (cyber part). ”It
was unclear how widespread the intrusion was or how long Colonial Pipeline would need to
restore the compromised systems”, said Colonial Pipeline Chief Executive Joseph Blount.
Therefore, the company paid the ransom, hoping that this would expedite the recovery
process and prevent further damage. It is worth noting that the Colonial Pipeline had
invested over 200 million dollars in its IT systems during the past 5 years prior to the attack
[25]. The blackout in Italy [27] and the US [28] are other examples of failure propagation
due to interdependency. In the latter case, the loss of a single line for 11 minutes caused
widespread outages and left customers without power for 12 hours. Table 2 represents a
summary of important cyber attacks affecting OT systems.

Indeed, the intricate dependencies in CPSs make these systems more vulnerable to cas-
cading failures and cyber attacks. The importance of the latter becomes clearer when con-
sidering the fact that OT systems were not designed with cybersecurity in mind, neither
from a detection nor from a defense perspective. Besides, due to the long life span of OT
systems, OT includes legacy systems and software that once were designed to operate in
isolation, where the air gap was considered an effective barrier to protecting these systems.
Consequently, one can understand that integrating these previously isolated systems with
IT, has made OT remotely accessible and has exposed the CPSs to various cyber attacks.

2https://shortest.link/aBI2
3https://shortest.link/b7pI
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Figure 2: LockerGoga Ransom note.

IT and OT parts in a CPS can be viewed better through the Purdue model, a widely
recognized model in the industry, shown in figure 3. IT and OT parts in a CPS can be
viewed better through the Purdue model, a widely recognized model in the industry, shown
in figure 1. OT systems are found in levels 0-3, while the IT system resides in levels 4 and
5. The demilitarized zone (DMZ), level 3.5, is where the IT and OT meet and interact.

Moreover, interdependencies between the cyber and physical parts of CPSs have formed
new types of risks in which cyber components might adversely affect the physical environment
and increase safety risks. Safety risks denote the risks in which the system can harm the
environment, while security risks refer to the case in which the system might be affected
by environmental factors such as malicious actors or other systems. Recently Krotofil et al.
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Table 2: A summary of important cyber attacks affecting OT systems.

Name Year Description and effect

Maroochy [29] 2000
Polluted over 500 metres of open drain in a resi-
dential area

Slammer [30] 2003
Disabled a safety monitoring system in Ohio’s nu-
clear plant

Colusa Canal [31] 2007
Unauthorized software installation led to opera-
tional disturbance

Stuxnet [32] 2010 Massive physical damage
Duqu [33] 2011 Disrupted/shut down business operations

Shamoon [34] 2011
Shut down Aramco’s network and wiped out their
data

Havex [35] 2013 Targeted Industrial Control Systems (ICSs)
Steel Mill [36] 2014 Massive physical damage
Black Energy [37, 38] 2015 Several outages that affected 225,000 customers
Industroyer [39] 2016 Disrupted the grid operation

Triton [40] 2017
Took over the plant’s safety instrument systems
(SIS)

Colonial [24, 25, 26] 2021
Forced the company to shut down operations and
a 5500-mile pipeline

[41] showed that once adversaries gain remote access to OT through IT, they can leverage
a physical process as a communication medium to deliver malicious payloads even to the
devices that are segregated electronically in a cyber-physical system. It is worth mentioning
that, unlike IT systems, the consequences of a cyber attack on OT systems are not bounded
to financial loss and include environmental impacts and even loss of life. To emphasize the
importance of such attacks and distinguish them from cyber attacks targeting IT systems,
a security breach in cyberspace that adversely affects the physical part of a CPS is referred
to as a Cyber-Physical attack [42]. Cyber-physical attacks have highly increased in recent
years in numbers and intensity.

The Maroochy attack is an appropriate case point in which an attacker gained remote
access to the pumping stations from the cyber part of the Maroochy county water service
and gradually discharged 800,000 liters of raw sewage into the river. This cyber-physical
attack had a severe impact on nature reserves, wildlife, as well as the local population [29].
The cyber-physical attack on Florida water in which adversaries attempted to poison water
is another evidence of the severe consequences of targeting the physical part of CPSs (i.e.,
OT systems) that occurred last year, in 2021 [43]. Figure 4 depicts some of the real-world
cyber-physical attacks that have been reported in the past decade.

Meanwhile, we have witnessed that some nation states consider conducting cyber attacks
against critical infrastructures of other countries for military and/or economic purposes as a
new option, like the cyber attacks against Ukraine [44] that have been allegedly attributed
to Russian sponsorship. Due to the growing risk of cyber-physical attacks on critical infras-
tructures and their potentially crucial impact on society, urgent action needs to be taken to
facilitate the mitigation of such risks.
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Figure 3: Purdue model with Demilitarized Zones [8, 9].

1.2 Motivation

Different aspects can be analyzed when it comes to interdependency within a CPS. One
of the first works that emphasized the study of interdependencies in critical infrastructures
was by Rinaldi et al. [45]. The authors proposed six dimensions to identify and analyze
interdependencies: type of failure, infrastructure characteristics, state of operation, environ-
ment, coupling and response behavior, and types of interdependencies. Following that work,
other researchers also attempted to model connections between the system components with
the aim of facilitating the analysis of interdependencies [46, 47, 48]. Almost a decade later,
Ouyang et al. [49] developed ten different scenarios to evaluate four different types of inter-
dependencies presented in previous works to model connections between system components
[45, 46, 47, 48]. Their experiment showed that utilizing the type of interdependencies pro-
posed in [45], i.e., physical, cyber, geographic, and logical, could cover a variety of scenarios
and lead to better results. However, Nieuwenhuijs et al. [50] explained that geographical
interdependencies are caused by a common mode failure and should not be perceived as a
type of dependency.

Significant efforts have been dedicated to developing appropriate methods to delineate
interdependencies in critical infrastructures [51, 52, 53]. Modeling such complex systems
shed light on different aspects, including inter-system and intra-system causal relationships,
failure types, state of operation, response behavior, and risks [54, 55]. In a comprehensive
survey, Satumtira et al. [56] reviewed 162 papers on interdependency modeling and identified
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Figure 4: Real world cyber-physical attacks.

Graph theory, Input-output models, and Agent-based models as the most common methods
applied in different domains. Based on six different objectives, Torres [57] compared the effec-
tiveness of Agent-based models, Petri nets, Bayesian networks, Boolean logic Driven Markov
Process (BDMP), and Graph theory for modeling CIs. These objectives were: scalability,
CPU time, usability, tools accessibility, dynamic simulation, and large systems modeling.
Among these different methods, Graph theory obtained the maximum score in four out of
six different objectives, confirming the result of previous work [56] about the capability of
Graph theory to model complex systems. Based on Graph theory, one can describe the
connectivity of complex systems, analyze the topology, and model and study the relation-
ships between system components and their properties with fewer data. As a result, Graph
theory is an appropriate basis for analyzing complex systems such as CPSs, since it can pro-
vide simple yet powerful means to evaluate and manage interdependencies within systems
[58]. Moreover, applying Graph theory provides a clear view of the role and importance of
each component/connection in complex systems, covers all types of interdependencies, and
facilitates vulnerability assessment, unlike any other method [59, 60, 49].

In addition to the modeling challenge, emerging cyber, physical, and combined cyber-
physical threats, as well as unconventional attacks on CPSs in different critical infrastruc-
tures, have exposed the limits of traditional risk assessment, as well as protection solutions.
Traditionally, a secure system has the three security attributes: confidentiality, integrity and
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availability [61]. However, CPSs have many more unique characteristics, their attack surface
is larger, and fault points in them are more than in IT systems. The main concentration in IT
space draws on data, while OT focuses on physical equipment and its associated production.
Accordingly, differences in priorities between OT and IT environments affect their security
as well. Table 3, adapted from [15], summarizes the differences between IT and OT in terms
of priorities as regards the protection of security attributes. Therefore, it becomes clear that
the security of CPSs as System-of-Systems comprising IT and OT systems calls for an inte-
grated solution that can efficiently and jointly deal with their differences, interdependencies,
and related challenges.

Besides, different methods and standards have been proposed to assess the safety and
security risks of CPSs. Nevertheless, the inconsistency between the safety and security re-
quirements and goals, as well as the excessive complexity of the proposed methods, have
become a challenge in CPSs that calls for further research and new methods. CPSs are
known to be complex systems, and this characteristic mainly stems from the multiple types
of connections, different system topologies, and various structures of subsystems in them.
These factors often result in different security risks for systems comprising identical assets.
Likewise, there may also be different safety risks associated with utilizing the same system
in a different domain. In CPSs, unexpected events mainly come from the overly convoluted
connections and interdependencies among heterogeneous components of the systems. Analy-
sis of safety and security in CPSs should not be undertaken by segregated approaches; on the
contrary, an integrated investigation is needed to cover both. Studying recent cyber-physical
attacks shows us that the new generation of risk assessment methods should concentrate on
the interactions and relations between the assets of a CPS in addition to the individual
assets themselves. This requires a precise investigation from the physical field devices up to
the cyber management systems to cover every aspect of the system, i.e., a complete analysis
from level 0 to level 5 of the Purdue model is required to cover both IT and OT parts with a
unified approach. This is aligned with the recent (released in April 2022) NIST 800-82 guide,
which advises that organizations develop an OT cybersecurity program consistent with IT
cybersecurity programs that cover specific requirements and characteristics of OT systems
and environments, to mitigate cybersecurity risks.

Unlike cyber attacks on CPSs that, in some cases, may lead to disruption in the oper-
ational process, adversaries launching cyber-physical attacks on CPSs have a clear attack
target; they aim to affect the operational part of the systems to different extents [62]. Spec-

Table 3: Differences between IT and OT priorities [15].

IT OT
Focus Data Asset

Priority
Confidentiality
Integrity
Availability

Availability
Integrity
Confidentiality

Update Frequency High Low
Operating System Standardized Proprietary
Protocols Standardized Proprietary
Attackers motivation Monetization Disruption
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ifying cyber-physical attacks and improving the security of CPSs, tremendously rely on
discovering the sequence of attack steps from the cyber part toward the adversaries’ target.
This approach may somehow seem to resemble attack path analysis. However, attack path
analysis is an IT-related method, primarily concerned with determining how attackers may
gain access to their victim’s assets on one hand and the list of corresponding asset vulnera-
bilities that can be exploited on the other. In fact, the aforementioned analysis approach is
mainly inspired by the ICS Cyber Kill Chain [63] which is a methodology to define the steps
that an adversary follows to target an asset [64] and the ATT&CK Matrix proposed by Mitre
corporation to study the threat lifecycle [65]. In light of the intrusion kill chain [64] and the
ICS Cyber Kill Chain [63], Wolf et al. [66] proposed the cyber-physical kill chain, to cover
both safety and security in CPSs. Accordingly, with more focus on the interdependencies
within CPSs, we should devise new risk assessment methods that can follow a goal-oriented
discovery approach (considering the potential targets of adversaries of a CPS) to extract
the sequence of attack steps. This can contribute to the effectiveness and accuracy of risk
assessment methods in CPSs to a great extent. Figure 5 illustrates the cyber-physical kill
chain and its relation with the cyber and physical aspects of a CPS.

Finally, the lack of collaboration between IT and OT personnel is another serious chal-
lenge in CPSs that can be addressed from the dependency perspective. Recent studies re-
vealed the compartmentalized operational manner in CPSs in which IT teams are responsible
for IT cybersecurity while OT teams manage industrial equipment and OT cybersecurity. In
addition to that, IT and OT experts normally utilize different system models; this may infer
different views of the same system and cause loss of a comprehensive understanding of func-
tions and interdependencies. Moreover, Alcaraz et al. [67] reviewed the emerging challenges
of protecting industrial control systems and highlighted the different mindsets between IT
and OT operators regarding security risk as one of the main reasons that interdependencies

Figure 5: Cyber-physical kill chain.
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in CPS are still neglected. Murray [15] utilized Hofstede’s theory of organizational culture
and showed the contrast in cultural values of IT and OT operators as an underlying reason
explaining the difference in the importance placed by each group on information security
properties. It was just in April 2022 that NIST explained the necessity for and the im-
pact of establishing a cross-functional team that comprehends OT and cybersecurity, on the
integration of cybersecurity into the operation of OT [9].

The aforementioned challenges and recent cyber-physical attacks indicate that the tight
coupling between IT and OT increases the vulnerability of CPSs. Therefore, studying in-
terdependency in CPSs and their characteristics is paramount for improving the security
of critical infrastructures. Developing models to capture and represent simply the interac-
tions between the cyber and physical parts of CPSs can contribute to aligning cyber IT-OT
strategies without overlapping too much and assist collaboration between IT and OT per-
sonnel [15]. In order to protect CPSs, we need to understand how adversaries may leverage
system assets as well as the interactions between the entities to compromise systems. In
other words, the security and safety of today’s critical infrastructures entail rethinking the
commonly used security objectives and methods [68].In this regard, inspired by the cyber-
physical kill chain and due to the characteristics of CPSs, we propose a dependency-based
risk assessment approach to fulfill such requirements.
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At the time of writing this thesis, OpenAI 4 has provided free access to its chatbot called
ChatGPT (Generative Pre-trained Transformer). ChatGPT is a language model trained on
a large dataset, including papers and articles up to 2021 (see figure 6 ).

To assess the value of our work, we asked ChatGPT about the challenges of CPSs and our
approach based on the dependency analysis (out of curiosity). Figure 7 shows its response.

Figure 6: what is ChatGPT?

4https://openai.com/about/
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Figure 7: ChatGPT’s answers.
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2 Related work

Based on the main challenges mentioned previously, this section reviews related literature
on the following topics as the baseline for the work in the thesis:

• Interdependency and heterogeneity in CPSs

• Threat and attack modeling methods

• Risk assessment methodologies

In order to protect CPSs, first, we need to understand the connections and interdependencies
between the cyber and physical components of such systems. As a result, the first part
of this section defines different types of dependencies and reviews corresponding modeling
and analysis methods that have been proposed in recent literature to study dependencies.
Then, a comprehensive review of available threat and attack models, as well as common risk
assessment methodologies to study the safety and security risks of CPSs, particularly in the
power domain, will be presented. This section aims to only shed light on limitations and
research gaps that need to be addressed; detailed literature reviews on the specific topics
that were examined in the research are included in the articles in Part II.

2.1 Interdependency and heterogeneity

Critical infrastructures depend on each other to operate properly and the expanding con-
nections among them, be they tangible or intangible, have increased their vulnerabilities. In
order to keep critical infrastructures reliable, first, we need to understand the connections
and interdependencies between the cyber and physical components in such complex systems.
Interdependency in systems can be either unidirectional or bidirectional. In the related lit-
erature, the term is being used to describe both the interdependency among the components
of one critical infrastructure and between two or several critical infrastructures. The latter
is well-studied and out of the scope of this research. Rinaldi et al. [45] proposed six di-
mensions of interdependencies, namely type of failure, infrastructure characteristics, state of
operation, environment, coupling and response behavior. Ouyang et al. [49] developed ten
different scenarios to evaluate different types of dependencies and concluded that following
the six dimensions proposed in [45] can satisfy a variety of scenarios.

Different types of interdependency, as well as corresponding modeling and analysis meth-
ods, are defined in [69], whose authors argue that to reduce the probability and mitigate
consequences of infrastructure failures, the interdependencies have to be assessed. Although
this work is one of the few works that try to present a systematic model for CPSs’ inter-
dependencies, it merely supports a small group of risks and vulnerabilities which limits the
research result.

A comprehensive review of models, methods, and applications of cyber-physical inter-
actions in power systems is proposed in [70]. The authors classify modeling approaches
into graphic, mechanism, probability, and simulation and then review the features of the
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aforementioned modeling methods and scopes of applications. With regard to this classifi-
cation and comparison, graphical modeling that was developed based on Graph theory and
Complex network theory was identified as appropriate options to map a CPS into a type
of network structure. In [71] a common format to document interactions between electrical
power networks and cyber networks using the Cyber-Physical Topology Language (CPTL) to
understand the extent of interdependencies and to analyze the consequences of such depen-
dencies for planning and risk assessment is proposed. However, the study does not provide
any details on the system’s interdependencies and is limited to describing use cases for a
cyber-physical reference model.

Another attempt to model the interdependencies between the cyber and physical parts
of a system is presented in [72]. First, the Partially Observable Markov Decision Process
(POMDP) is used to capture the potential paths an adversary could take through a network
to cause cyber-physical events, and then a maximum likelihood approximation algorithm is
applied to rank the results. Nevertheless, this framework is only a complementary method
and should be applied in combination with the system security mechanisms to improve the
protection against attacks. A new method to address the interdependency and the feedback
effects between different types of critical infrastructures is proposed in [73]. This method uses
a combination of both the Decision Making Trial and Evaluation Laboratory (DEMATEL)
method and the Analytic Network Process (ANP), called DANP, which in comparison with
similar methods such as agent-based simulation or Monte Carlo simulation is more efficient
and fast, but not as rigorous.

Wang et al. [74] proposed a methodological framework to analyze the vulnerabilities
of interdependent infrastructure systems, power and gas pipeline systems, under deliberate
attacks. Apart from the result, this study indicates that attackers usually target densely
connected areas to maximize infrastructure damage, therefore the authors apply a fast mod-
ularity algorithm of community detection that identifies dense areas that are likely to be the
target of deliberate attacks. Based on this notion, security assessment methods, in particu-
lar those regarding interdependencies, can utilize this modularity algorithm to improve the
knowledge about critical locations in the systems. On the other hand, the heterogeneity of
CPSs, among subsystems, or within a subsystem itself, results in a lack of understanding
of new types of security threats that could exploit such heterogeneity. So, distinguishing
clearly between such aspects of security analysis and providing a comprehensive framework
to cover every aspects becomes a necessity. The authors in [75] proposed a new taxonomy
as a unified framework to study the related research on CPS security and explain that the
heterogeneity of CPS components, from different vendors, contributes significantly to many
attacks.
Reviewing the related studies shows that despite the consensus on the significance of in-
terdependency identification, the majority of research works have been limited to providing
recommendations for further research and highlighting the crucial role of interdependency.
Besides, interdependency analysis and modeling have been applied for different purposes.
Therefore, it is still a necessity to do more research in this area with a comprehensive per-
spective to identify interdependencies within CPSs, extract their characteristics, and evaluate
their impact on cybersecurity, particularly in the power domain.
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2.2 Attack modeling methods

In contrast with cyber systems, CPSs are inherently targets of complicated attacks which
can affect both the security and safety. Consequently, several methods such as extended fault
trees, component fault trees, and Failure-Attack-CounTermeasure (FACT) graphs, based on
the integration of the attack trees and fault trees, have been proposed to address both safety
and security. Nevertheless, the authors in [76] explained that the aforementioned methods
are not able to represent the propagation of disruptions in systems. Kumar et al. [77]
also proposed a new method based on merging the attack trees and fault trees to design a
quantitative security analysis for CPSs. However, the lack of formalism in their approach
was revealed in [78].

Moreover, Petri-net modeling approaches have been applied by several researchers to
model cyber-physical attacks. As an example, we can refer to Liu et al. [79] work which
extended the colored Petri net model by defining a probabilistic colored Petri net model
to describe threat propagation between nodes. Nevertheless, the qualitative result of this
approach is a drawback. Indeed, new generations of cyber attacks easily bypass traditional
defenses, as those defense mechanisms were built for a previous generation of attacks and
heavily relied on static malware signature-based or list-based pattern matching technology.
Therefore, there is a need to provide new approaches for real-time systems -such as CPSs-
to identify threat agents and targeted assets rather than perpetuate the endless cycle of
signature scanning.

Zeng et al. [80] reviewed models that have been developed based on the attack graph
and compare those with Bayesian-based and Markov-based models. The authors mentioned
that the simplicity, intuitive presentation, and scalability of graph-based models turn them
into an ideal option for CPSs. Besides, compared to the Markov-based method, the attack
graph has no requirements for training. Chen et al. [81] provided a short review of attack
models proposed for cyber-physical systems in the power grid. They argued that for modeling
cyber-physical attacks on smart grids, both cyber-physical interdependency and information
security need to be considered. Stellios et al. [82] surveyed recent methods for assessing
attack paths to critical infrastructures and concluded that the success of cyber attacks highly
depends on the exploitation of interfaces (physical or cyber), place of the targeted devices,
and functionality of the targeted devices.

Attack modeling in cyber-physical systems, particularly cyber-physical attacks, is a new
and sensitive topic. In this regard, considering the interdependencies in CPSs and analyzing
this raw data is a promising approach to improving the security of cyber-physical systems
against new emerging cyber-physical attacks.

2.3 Risk assessment methodologies

In general, risk analysis methods can be classified into three categories: simple linear, com-
plex linear, and systemic. Huang et al. [83] provided a careful review of the aforementioned
analysis approaches and defined each method’s usage as follows: The goal of the simple
linear method is to identify the individual factors in a linear relationship; the complex linear



19

risk analysis aims at identifying the safety barriers and corresponding deficiencies by consid-
ering the state of a system; and the systemic risk method analyzes the risk of a system by
considering the functions and interactions, as well as the performance variability and levels
of control in the whole system. The latter is an appropriate method for a CPS, being a
complex system of systems; that is why we chose to develop our risk analysis method based
on this type.

Systemic risk analysis includes five approaches: the Decision Making Trial and Evalua-
tion Laboratory method (DEMATEL) [84], the Failure Mode and Effect Analysis (FMEA)
[85], the Bayesian Network (BN) [86, 87], the System Theoretic Accident Model and Pro-
cesses (STAMP) [88], and the Functional Resonance Analysis Method (FRAM) [89]. FMEA
is performed to identify individual failure modes of a system or its components and how they
can affect the system’s reliability in general. The result of FMEA provides all failure modes,
their effects on the system, and quantitative predictions on system hazards, but [83] shows
that FMEA has several limitations. For instance, it fails to consider multiple combinations
of failures as it assumes that a system fails only if a component fails; thus it is not an ap-
propriate method to apply in CPSs with vast interdependencies among their components.
FRAM and STAMP are mainly used to address safety in complex systems by considering
interactions among components; however, both methods have some limitations as well. The
former method is a suitable approach to analyze the interactions of socio-technical systems
without regard to performance anomalies or changes, and the latter method analyzes safety
just as a control problem, not as a reliability problem. An example of a system theoretic
framework based on the STAMP method is proposed in [90], in which the authors attempt
to evaluate and enhance the security of CPSs by STAMP, and also provide a case study of
the application of their method on Stuxnet [32]. Nevertheless, this work only focused on
identifying cyber threats, without any attention to the physical parts of the system. Com-
pared with the methods mentioned above, the BN method is more flexible and powerful for
knowledge representation and reasoning under conditions of uncertainty. But, as the BN is a
probabilistic method, it has, like other probabilistic methods, some obvious limitations that
limit its use [86]. A systematic review of DEMATEL was conducted in [91], in which the
authors recommended DEMATEL and advanced DEMATEL techniques as effective methods
for the identification of cause-effect chain components of a complex system and interdepen-
dent relationships among factors; these are noticeable features in complicated systems such
as CPSs.

A general explanation of security risk management of the smart grid seen as a CPS, based
on the Smart Grids Architecture Model (SGAM) [92] and NIST [93] is discussed in [94]. After
reviewing the characteristics of the recent smart grids’ frameworks, four recommendations
were provided to develop the security risk management frameworks: adoption of a unified
approach, systematic mapping of cyber-physical interdependencies, architecture-based de-
signing and conduct of compliance check. This research clearly highlighted the necessity of
studying interdependency as well as developing unified risk assessment frameworks for CPSs.
[95] is another work on smart grids which provides an impact analysis framework based on
a graph-theoretical dynamic system to capture the cause-effect relations using dynamical
system equations for cyber attacks on smart grids.
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UK HMG Infosec Standard No.1 Technical Risk Assessment (IS1) 5, Operationally Criti-
cal Threat, Asset, and Vulnerability Evaluation (OCTAVE), and Magerit are risk assessment
methods discussed in [96]. The authors state that these high-level risk assessment methods
cannot be performed correctly on CPSs, nor do they provide specific guidelines for improving
the security of such systems. That is because these risk assessment methods are not able
to assess physical impacts on a CPS operation or safety-related incidents that may result in
injury or death. [97] is one of the few works that consider cyber-physical interdependencies
in the security risk analysis. The authors argue that by dividing the whole CPSs into smaller
subsystems and applying the same methods and rules, the proposed methodology will be
applicable in all distributed CPSs, such as smart grids. However, several parts of this work
need to be modified, for instance by providing an accurate method to define the dependence
strength between the nodes; proposing a formal method to find the security index; and ap-
plying the impact of a reward function in computing the threat propagation, just to name
a few. Apart from these defects, [97] is a good step in the right direction and will be an
appropriate basis to develop the advanced systemic risk assessment framework. There are
many other works on risk analysis and risk assessment, but existing approaches have been
either restricted to cyber risks or merely provide a high-level view and recommendations on
considering unified cyber-physical risks.

Therefore, a unified systemic risk analysis method for CPSs which considers both cy-
ber/physical facets, as well as the interdependencies among the system components, and
goes beyond a mere abstract view is a gap that still needs to be filled.

5https://shortest.link/7ngE



21

3 The research problem and contributions remarks

3.1 Scope and Aim

For the purpose of scoping the research project, we utilized the NIST framework for cyber-
physical systems with the main focus on the realization facet [20]. The realization facet and
its activities strive to quantitatively satisfy the aspirational properties of the theoretical ideal
of the CPS. Accordingly, we followed the four sequences of steps designed in the context of
CPS, namely i) Identify domains of CPS; ii) Identify cross-cutting concerns; iii) Analyze
cross-cutting concerns; and iv) Address concerns; to obtain a clear picture of CPSs and their
interdependencies.

As mentioned in [1], the NIST Framework can be used in different processes and at dif-
ferent levels. Based on our project goals, the scope of this research is defined at the system
level, which implies this research does not scrutinize the subsystem levels and any specific
protocols used in different devices there. In this manner, the outcome of this research will
not be bounded to any specific field and can contribute to improving the security of CPSs in
general. Nevertheless, when it comes to the evaluation step, we use testbeds from the power
domain. This is because the recent findings documented in government reports and other
literature [98, 99] indicate the increased frequency of cyber attacks on industrial control
systems, in particular on energy production and distribution systems [100]. The ongoing
transition toward smart grids and developing smart cities across the globe also displays the
tremendous impact of the power systems on other critical infrastructures [58]. Furthermore,
recent blackouts and their cascading failures, such as the electric power disruption in Cali-
fornia and its consequences on oil and natural gas production or the international cascading
effects of blackouts in the USA–Canada, and Southern Sweden and Eastern Denmark, re-
vealed the strong dependency between the power infrastructure as an individual CPS on
other critical infrastructures [101]. Therefore, considering the cascading effects of a power
plant shutdown or line outages on other interconnected critical infrastructures (e.g., water,
communications, and transportation), as well as its significant consequences which may lead
to loss of human lives, financial loss, and environmental impact, this PhD research focuses
on CPSs in the power domain, seen as vital CPSs for various critical infrastructures.

This research aims to contribute to improving the security of CPSs by concentrating on
the concept of interdependency. Here, interdependency analysis is a multifaceted objective
that encompasses identification, modeling, and feature extraction in such a way that can
support the process of security risk assessment in cyber-physical systems from a unified IT
and OT perspective. According to the ISO 31000:2018 standard [102], risk assessment covers
the process of risk identification, risk analysis and risk evaluation. The overall objective
breaks down into the following sub-objectives:

• Identify combined cyber and physical security challenges of CPSs in the power domain;

• Develop and utilize modeling approaches appropriate to address the challenges identified
above;
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• Design and evaluate a risk assessment framework for CPSs in the power domain consid-
ering the identified challenges.

Based on the ISO 31000:2018 standard [102], the human factor is beyond the scope of a
risk assessment study as it defines human and cultural factors as one of the eight elements
of effective risk management. The impact of humans, in their role as decision makers, on
the security of CPSs deserves deep research on its own right, and the area of Human-in-
the-Loop Cyber-Physical Systems (HiLCPSs) has gained research attention in recent years
[103, 104, 105]. Nevertheless, the lack of communication between IT and OT personnel
mentioned earlier in section 1.2 is related to the human factor. Indeed, IT experts and OT
operators act as enabling factors that contribute to the services provided by IT and OT
systems, respectively [11]. Figure 8 represents the conceptual view of such enabling factors
in a CPS [10, 11]. Therefore, although the human factor by itself is out of the scope of
this research, it will be considered as an effective element in IT/OT integration in our work
(albeit at a different level).

Figure 8: Conceptual view of enabling factors in a CPS [10, 11] .
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3.2 Research Questions

Based on the research gaps mentioned earlier and the scope of this study, the following
research questions were defined to drive this research toward fulfilling the targeted objectives
discussed heretofore:

• 1st Research Question: How can we identify and model dependencies/interdependencies
between the cyber and physical parts of a cyber-physical system, in the power domain?

• 2nd Research Question: How can we capture and analyze the characteristics of identified
dependencies/interdependencies between the cyber and physical parts of a cyber-physical
system in the power domain?

• 3rd Research Question: How does dependency analysis in cyber-physical systems con-
tribute to cybersecurity enhancement?

• 4th Research Question: What is an appropriate risk assessment framework for cyber-
physical systems in the power domain, considering the dependencies and interdependen-
cies within the systems?

3.3 Research methodology

Research methodology refers to a system of principles and procedures applied to a specific
branch of knowledge as a guide to ensure consistency in scientific research [106, 107]. Sci-
entific research strives to answer open questions and following scientific research methods
guarantees that different researchers can reproduce the same results under the same condi-
tions.

Information security is a multidisciplinary and young field of study in which the main
driving force behind scientific research is to gain knowledge to quantify security as well as
identification of features and practices that can prevent and/or manage cyber attacks [108].
As a result, unlike other domains, such as natural and social sciences, which attempt to
explain reality, this domain requires applying research methods that can contribute new
knowledge through the creation of innovative artifacts [109]. The Design Science Research
Methodology (DSRM) is an appropriate method to satisfy this need and has been widely
applied in the domain of information systems research in recent decades [12, 109].

This study was mainly driven based on the DSRM as this research method enables re-
searchers to explore a research problem along with the design and subsequent evaluation of
the appropriate solutions (artifacts) for that [110]. DSRM is a system of principles, practices,
and procedures applied to a specific branch of knowledge in information security to help re-
searchers to produce and present high-quality design science research that is accepted as
valuable, rigorous, and publishable in research outlets [111]. This methodology is appropri-
ate for developing knowledge on and understanding of a design problem, and subsequently
for solving it by building and applying one or more artifacts. In the area of information
systems, these artifacts have been classified into the following categories:
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• System Design/Model: Utilizing some formal language or text to describe the structure
and related behavior of a system;

• Method: Define the activities to create or interact with a system;

• Language/Notation: A formalized system to formulate statements corresponding to a
specific domain;

• Algorithm: An executable description of the behavior of a system;

• Guideline: A suggestion on behavior to confronting a particular situation;

• Requirements: Statements regarding the required functionality or behavior of a system;

• Pattern: Definition of reusable elements of design with their benefits and context of
application;

• Metric: A mathematical model that can be applied to measure the aspects of systems
or methods.

Hevner et al. [112] presented a set of methodologies for the evaluation and validation of
each artifact. One or more of these methods can be applied to justify the validity and value
of an artifact. Following is a summary of these methodologies adapted from [112]:

• Observational:

– Case Study: Study artifact in depth in business environment;

– Field Study: Monitor use of artifact in multiple projects.

• Analytical:

– Static Analysis: Examine structure of artifact for static qualities;

– Architecture Analysis: Study fit of artifact into technical architecture;

– Optimization: Demonstrate inherent optimal properties of artifact or provide opti-
mality bounds on artifact behavior;

– Dynamic Analysis: Study artifact in use for dynamic qualities (e.g., performance).

• Experimental:

– Controlled Experiment: Study artifact in controlled environment for qualities (e.g.,
usability);

– Simulation: Execute artifact with artificial data.

• Testing:

– Functional (Black Box) Testing: Execute artifact interfaces to discover failures and
identify defects;

– Structural (White Box) Testing: Perform coverage testing of some metric (e.g.,
execution paths) in the artifact implementation.



25

• Descriptive:

– Informed Argument: Use information from the knowledge base (e.g., relevant re-
search) to build a convincing argument for the artifact’s utility;

– Scenarios: Construct detailed scenarios around the artifact to demonstrate its util-
ity.

In general, the DSRM provides “analysis of the use and performance of designed artifacts
to understand, explain and very frequently to improve the behavior of aspects of information
systems” [113]. As shown in figure 9, process elements of the DSRM are classified into six
activities. During our study, we found that as we move towards the final step in the direction
of dark blue arrows, we may notice issues that have been overlooked in previous steps. As
a result, we modified the conventional representation of DSRM and added feedback arrows
depicted in green color in figure 9.

Figure 9: Design Science Research Methodology framework [12] .

As mentioned earlier, information security is a multidisciplinary field that covers a wide
range of disciplines, and this diversity provides a broader range of knowledge. Mingers
[114] explained that following a multimethodology type of design in which researchers can
apply a combination of methods to address questions in specific situations when needed will
lead to richer and more reliable results for information security. Therefore, considering the
advantages of applying multimethodology and the research questions this study faced, this
study has been conducted based on the DSRM, and the systematic/semi-systematic literature
review method [115].
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Figure 10 depicts the relationship between the research questions, the publications that
resulted from the research, and research methods. A summary of DSRM steps, including
artifacts, type ( refers to the artifact requirement), artifact demonstration, and the evaluation
methodologies applied for each artifact is also shown in the same figure.

Figure 10: Relationship between the research questions, publications, and research methods
(Testbed 1∗: [13, 14], and Testbed 2∗: [14]) .

3.4 Summary of the results

With the purpose of addressing the research questions presented in section 3.2 and consider-
ing the determined scope in section 3.1, this thesis has resulted in the contributions outlined
in the sequel.

3.4.1 List of major contributions

In accordance with the identified research gap in section 1.2 and seeking to address the
research questions presented in section 3.2, this thesis has resulted in the contributions
outlined in the following:

• Paper I: A multi-attribute taxonomy framework to evaluate previously developed meth-
ods for cyber-physical interdependency analysis and modeling.
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• Paper II: A method to rank the criticality of system assets by considering the importance
of nodes and links in a CPS based on the Closeness Centrality and two graph-based met-
rics, namely the Tacit Input Centrality (TIC) and the Tacit Output Centrality (TOC).

• Paper III: A graphical model called MDSM to extract and graphically represent inter-
dependency and intra-dependency in a CPS as well as four quantitative dependency
metrics to evaluate the characteristics of dependencies, including multi-order dependen-
cies, in large-scale CPSs.

• Paper IV: A bottom-up, dependency-based cybersecurity risk assessment method for
cyber-physical systems that leverages backtracking attack path analysis to study safety
and security risks.

• Paper V: A six-step method for cybersecurity analysis that provides a holistic repre-
sentation of CPSs while covering the physical processes of the systems. This method
facilitates the collaboration between IT and OT experts and assists in discovering the
attack surface of system components with the goal of improving the cybersecurity of
CPSs.

• Paper VI: A method to merge Graph theory and Bond graph for modeling CPSs to
extract interdependencies and analyze causal relationships between the system compo-
nents.

3.4.2 List of publications

This research project resulted in six publications that are included in Part II of the the-
sis, listed below. Figure 11 depicts the relationship between the research questions and
publications.

Figure 11: Relationship between the research questions and publications.

1. Paper I: Aida Akbarzadeh, Pankaj Pandey, and Sokratis Katsikas. Cyber-physical
interdependencies in power plant systems: A review of cyber security risks. In 2019
IEEE Conference on Information and Communication Technology, pp. 1–6. IEEE,
2019 [2].
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2. Paper II: Aida Akbarzadeh and Sokratis Katsikas. Identifying critical components in
large scale cyber physical systems. In Proceedings of the IEEE/ACM 42nd International
Conference on Software Engineering Workshops, pp. 230–236, 2020 [3].

3. Paper III: Aida Akbarzadeh and Sokratis Katsikas. Identifying and analyzing depen-
dencies in and among complex cyber physical systems. Sensors, 21, no.51, p.1685, 2021
[4].

4. Paper IV: Aida Akbarzadeh and Sokratis Katsikas. Dependency-based security risk
assessment for cyber-physical systems. International Journal of Information Security,
pp. 1-16, 2022 [5].

5. Paper V: Aida Akbarzadeh and Sokratis Katsikas. Unified IT&OT modeling for cy-
bersecurity analysis of cyber-physical systems. IEEE Open Journal of the Industrial
Electronics Society, vol.3, pp. 318-328, 2022 [6].

6. Paper VI: Aida Akbarzadeh and Sokratis Katsikas. Towards Comprehensive Model-
ing of CPSs to Discover and Study Interdependencies. In Computer Security. ES-
ORICS 2022 International Workshops: CyberICPS 2022, SECPRE 2022, SPOSE 2022,
CPS4CIP 2022, CDTSECOMANE 2022, EIS 2022, and SecAssure 2022. Cham: Springer
International Publishing, pp. 5-25, 2023 [7].

Additional publication:
The following publication, related to the research project, has not been included in Part

II of the thesis.

• Laszlo Erdodi, Pallavi Kaliyar, Siv Hilde Houmb, Aida Akbarzadeh, and Andre Jung
Waltoft-Olsen. Attacking power grid substations: An experiment demonstrating how
to attack the scada protocol iec 60870-5-104. In Proceedings of the 17th International
Conference on Availability, Reliability and Security, pp. 1–10, 2022 [19].

The relationship between the articles is shown in figure 12.
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Figure 12: Relationship between the articles.

4 Overview of the research papers

This section presents a summary of the published articles included in this thesis.

4.1 Paper I: Cyber-Physical interdependencies in power plant sys-
tems: A review of cyber security risks

In this paper, a Systematic Literature Review (SLR) has been conducted on recent publi-
cations to identify proper models to study the interdependencies within CPSs in the power
domain. Different models have been considered; however, among all, the graph-based model
and the network-based model were identified as two fundamental models to study and an-
alyze the connections and interdependencies between system components. Therefore, the
main focus of this article was on reviewing pertinent literature based on these two models.
An overview of the existing studies on interdependencies in CPSs based on these two mod-
els was presented. A novel evaluation framework comprising the direction of communication
(unidirectional or bidirectional), applied control parameters, system functionality, system se-
curity, complexity, and scalability was developed and used to evaluate these research works.
The computational complexity was applied to classify these research works and assess their
scalability.

Based on the results provided in this article, there is no general consensus on the type
of connections modeled by different research works, and some papers worked on abstract
models of connections, far from real systems. Therefore, it was concluded that the research
on the interdependencies in CPSs is still at the beginning stage. Furthermore, providing
a clear and comprehensive comparison between different models depends on defining an
applicable metric apart from the computational complexity to capture multiple aspects.
Developing such metrics based on the critical parameters of the system was suggested in this
article as a promising approach to provide a common metric to compare different models of
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interdependency analysis in CPSs.

4.2 Paper II: Identifying critical components in large scale Cyber
Physical Systems

The necessity of identifying the critical components in CPSs, particularly in power systems,
was established in Paper I. Besides, the identification of critical assets in CPSs contributes
to developing risk assessment methodologies as one of the main objectives of this Ph.D.
research. Consequently, Paper II focused on this issue.

Indeed, the problem of identifying critical components in large-scale networked cyber-
physical systems comes up as an underlying issue when attempting to enhance the efficiency,
safety, and security of such systems. In these systems, the identification of influential entities
is of great importance for the maintenance of the entire system. Therefore, the stability and
integrity of the entire system depend decisively on the protection of critical components.
Graph theory is one of the well-studied methods that are often used to model complex
systems and to facilitate the analysis of network-based features of systems to identify critical
components.

Regarding the distributed nature of almost all CPSs, in many cases, destroying or dam-
aging the influential links in a system leads to failure of the entire system. Key links are
part of the critical components in these systems and protecting the system entails attending
to both the links and the nodes. However, the review of the related literature in Paper II
revealed that recent studies mainly concentrated on the identification of influential nodes
in a system and neglected the importance of links. Moreover, it was also found that the
graph-theoretic centrality metrics utilized in recent studies do not convey all the informa-
tion about the system that is needed to identify its significant components. To address these
issues, we first proposed two novel metrics, namely Tacit Input Centrality and Tacit Output
Centrality to measure the importance of links in a system. Then, we applied the Modified
version of the Technique for Order Preference by Similarity to Ideal Solution (M-TOPSIS)
method [116, 117] as a multiple attribute decision-making method to aggregate the multiple
indicators that stem from both influential nodes and links in a CPS to evaluate and rank
the critical components of the system. We used Matlab R2019a to compute and rank the
criticality of systems components. Notably, the result of our case study conducted on the
model of a real micro-distribution network with 14 power-bus, called G2ELAB 14-Bus [118],
showed that our proposed metrics not only reflect the importance of links, but also include
the information acquired by the Betweenness Centrality, the Indegree Centrality, and the
Outdegree Centrality metrics in a network.

The main contributions of this paper are as follows:

• A method for determining the importance of links in graphs representing cyber-physical
systems, based on their topology;

• Two novel metrics, tacit input centrality and tacit output centrality, that measure how
frequently each link in a system is utilized and reflect the importance of a link in relation
to the nodes it connects;
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• An aggregated index that leverages the characteristics of both nodes and links to rank
the components of a CPS according to their importance, by means of a multiple attribute
decision making (MADM) method.

Based on the proposed method, one can identify and rank the critical components in a
system and allocate appropriate resources and budget to improve their security. We elaborate
more on this in subsequent papers. Adversaries often attempt to target components with
the maximum impact on the victim system. This turns critical components into potential
targets for attacks and vulnerable nodes in the system and highlights the importance of the
proposed method for improving the security of CPSs and assisting system owners.

4.3 Paper III: Identifying and analyzing dependencies in and among
complex Cyber Physical Systems

Building upon the results of the SLR conducted in Paper I, a novel method has been pro-
posed in this paper (Paper III) to identify, demonstrate and analyze the characteristics of
connections in large-scale cyber-physical systems.

Modeling methodologies have been suggested in recent studies as proper tools to provide
better insight into the dependencies and behavioral characteristics of complex systems such
as power systems. Therefore, to facilitate the study of interconnections in and among critical
infrastructures and to provide a clear view of the interdependencies among their cyber and
physical components, this paper proposed a novel method based on a graphical model called
Modified Dependency Structure Matrix (MDSM). The MDSM provides a compact perspec-
tive of both inter-dependency and intra-dependency between subsystems of one complex
system or two distinct systems. The whole process follows a six-step approach, namely Set
up, Modify, Rearrange, Display, Identify and Analyze. We used Matlab R2020a to develop
our proposed MDSM method. Due to the page limit in Paper III, rearranging the columns
of MDSM by utilizing the Imperialist Competitive Algorithm (ICA) was not discussed. This
process is briefly described in Appendix A.

Additionally, four dependency metrics were introduced in the last step of the MDSM
method that provide quantitative measures to determine the characteristics of dependencies
among components and subsystems. Unlike previous works, by applying the concept of chain
of dependency, MDSM can evaluate the role of each connection in the higher-order dependen-
cies and provide a comprehensive perspective regarding the importance of each connection.
The proposed dependency metric has been analyzed based on the micro-distribution network
that was developed on the basis of the G2ELAB 14-Bus.

The main contributions of this paper are as follows:

• A graphical model called MDSM to extract characteristics of connections inside a CPS
to facilitate the study of the behavior of dependent components of large scale systems,
including both intra-dependency and inter-dependency;

• Four quantitative dependency metrics, namely the Impact of Dependency (IoD), the Sus-
ceptibility of Dependency (SoD), the Weight of Dependency (WoD) and the Criticality
of Dependency (CoD) to measure the characteristics of dependencies;
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• A method to aggregate quantitative dependency metrics of the higher order of depen-
dency to evaluate the characteristics of multi-order dependencies in CPSs.

In general, dependency metrics help to design more reliable and secure complex systems
by protecting the critical nodes of each subsystem from vulnerable nodes of the other sub-
systems and managing this distance by utilizing the chain of dependency at the desired level.
The quantitative value of the dependency parameters proposed in this paper provides a bet-
ter view for system designers wishing to modify the architecture of systems, and it helps
decision-makers to enhance the security of the system by allocating the budget to more
vulnerable zones. The application of MDSM both as a graphical model and for acquiring
dependency metrics contributes to satisfying the following objectives:

• Identification of hidden vulnerable zones and dependencies among subsystems;

• Investigation of cascading failures based on the dependency chain inside the systems;

• Analyzing the severity and impact of probable failures;

• System design modification in order to mitigate dependencies and consequent failures;

• Developing system recovery and protection strategies;

• Enhancing the resilience of complex systems;

• Improvement of system security and safety.

4.4 Paper IV: Dependency-based security risk assessment for cyber-
physical systems

The overwhelming growth of cyber vulnerabilities on one hand and the emergence of cyber-
physical attacks on the other, have more than ever highlighted the necessity of developing
unified approaches to address the safety and security risks in critical infrastructures. A cyber-
physical attack is a security breach in cyberspace that impacts on the physical environment
due to the interdependencies between the cyber and the physical parts of CPSs. Indeed,
the main challenge facing operational security personnel in large scale CPSs is not only to
identify the system vulnerabilities and oversee the increasing number of attacks, but also
to explore how attackers might exploit these vulnerabilities to conduct complex attacks and
target CPSs. Therefore, methodologies allowing the investigation of attack paths in complex
CPSs considering both cyber and physical aspects of such systems, the extraction of the
relationships among them, and the assessment of their corresponding risk, are needed to
protect CPSs and improve their security.

Reviewing the related literature shows that recent solutions to tackle this challenge are
mostly limited to the aggregation of previously developed security and safety risk analysis
methods. In these methods, the safety and security risks of a system are analyzed separately,
and then the results are compiled. Such methods may not provide a realistic picture of joint
safety and security risks of systems, and may not detect complex cyber-physical attacks.
In addition to that, the difference between the IT and OT experts’ mindsets regarding the
cybersecurity risk in CPSs deteriorates this challenge and causes the dependencies between
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the cyber and physical parts to remain uncharted. Unlike IT systems, affecting the operation
of cyber-physical systems in the lower layers in the physical part is most often the main
target of complex cyber-physical attacks in CPSs. Therefore, the safety and security risks
in CPSs should be assessed, analyzed, and managed in the context of the cyber-physical
kill chain, with an eye on the chain of dependencies between the system components to
improve cybersecurity. This also requires the contribution of OT experts to clarify the goal
of potential attacks towards field devices in the physical part of a CPS on one hand, and of
IT experts on the other, to provide a complete picture of how an attacker might leverage
cyber parts of the system in order to reach their target component and affect the system.
As a result, in developing new risk assessment methods for CPSs, the focus should be on
investigating the interactions and dependencies between the assets of a CPS rather than
merely on the assets themselves. This needs a precise investigation from the physical field
devices up to the cyber management systems to cover every aspect of the system. In other
words, an end-to-end investigation is required to cover both IT and OT with a unified
approach.

To fill this gap, Paper IV proposes a novel bottom-up, dependency-based cybersecurity
risk assessment method by leveraging the metrics developed in our previous works and utiliz-
ing the Bow Tie modeling method to study safety and security risks simultaneously. Unlike
previous methods, the process of risk assessment in Paper IV begins with determining criti-
cal components and identifying their corresponding unwanted events whose occurrence will
damage the system and cause safety issues. Then, by following a backtracking approach,
the proposed method identifies possible attack paths against critical components of a CPS
by taking the adversaries’ viewpoint and prioritizing these paths according to their risk to
materialize, thus allowing the defenders to define efficient security controls. Applying the
backtracking approach enables system owners to extract attack paths towards their desired
components without the need to investigate the whole system. In other words, it prevents
blind investigation and consequently enhances the scalability and efficiency compared to
previous methods.

The proposed risk assessment methodology consists of three phases. Presenting the sys-
tem based on Graph theory in the first phase and ranking the system components based on
their criticality in the second phase prepares the basis for conducting the risk assessment in
phase III. It is worth mentioning that phase II merges the system level criticality, which is
computed based on the method proposed in Paper II, with the organizational level criticality
to consider non-technical factors that might affect the criticality of the system components,
to achieve more realistic results. Then, based on the backtracking approach, chains of de-
pendencies that terminate at each critical component are extracted. We applied Depth-First
Search (DFS) algorithm in Matlab R2020a to extract the dependency chains. Phase III aims
to identify chains of dependencies and pertinent unwanted events that affect each critical
component in a system and to compute corresponding risks based on their Impact and Like-
lihood. The proposed risk assessment method attempts to enable IT and OT experts to
investigate preconditions that can lead to unwanted events from both safety and security
perspectives. Therefore, we leveraged expert knowledge and related methods, mainly stem-
ming from the CVSS Base Metrics, and summarized factors affecting the measurement of
impact and likelihood in cyber-physical systems considering both cyber and physical aspects
of a CPS.
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Besides, in a cyber-physical system, there might be several attack paths toward a critical
component which implies the presence of alternatives for adversaries to target the critical
component. As discovered in Paper III, the more paths a target node receives in a system,
the higher level of susceptibility and risk it has. As a result, to consider this factor and
provide a more realistic result for computing risk, we modified the conventional equation
used in previous risk assessment methods.

This paper proposes a domain-agnostic, dependency-based risk assessment method to
extract goal-oriented attack paths in CPSs, that considers cyber-physical and physical-cyber
interdependencies within the systems. The proposed method:

• Facilitates the collaboration between IT and OT experts to identify unwanted events
from both safety and security perspectives based on the Bow Tie model;

• Reveals complex cyber-physical attacks by employing backtrack analysis to understand
the intention of attackers;

• Improves the effectiveness of attack path analysis by replacing blind analysis with goal-
oriented backtrack analysis;

• Is a realistic method to compute risk and to assess Likelihood and Impact based on
metrics that cover both IT and OT requirements.

4.5 Paper V: Unified IT&OT Modeling for Cybersecurity Analy-
sis of Cyber-Physical Systems

The operation of a CPS is the result of the collaboration between IT and OT components.
While OT focuses on the system’s process physics, the emphasis of IT is on information
flow. In Paper IV, we discovered that the different mindsets between IT and OT experts
regarding cybersecurity risk and the importance of interactions and dependencies between the
components in a cyber-physical system may affect the risk assessment. Besides, cooperation
in the CybWin project 6, which has resulted in the publication of one article so far [19],
helped us to closely observe the difficulty of communication and collaboration between a
red team and operational personnel. Reviewing recent research works showed us that IT
and OT experts commonly utilize different system models and consequently infer different
views of the same system. Indeed, this prevents them from achieving a comprehensive
understanding of functions and interdependencies within a CPS. That is while the security of
a CPS highly depends on the collaboration within a cross-functional cybersecurity team from
different backgrounds, including control theory, power systems, and cybersecurity to study
associated engineering principles related to the integration of cyber and physical elements of a
CPS. Nevertheless, the diversity of engineering fields and implicit relations and dependencies
between them have made it difficult to integrate the modeling methods toward a unified
IT/OT model of CPSs. Overcoming this challenge requires developing a generic, yet easy-
to-understand model to represent physical and logical facets, as well as the interactions
within the system components with an appropriate granularity to satisfy various disciplines’

6https://tinyurl.com/48n3mx3a
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requirements. This will enable both IT and OT experts, and in general, members of a
cybersecurity team with different backgrounds, to work on the same model and assist them
in identifying and predicting new complex cyber-physical attacks.

Therefore, to fulfill the above requirements, cover infrastructures of diverse nature, and
in particular, represent the physical process of a CPS, we went beyond the Graph theory
and have developed our proposed unified IT&OT modeling method for CPSs based on the
Bond Graph (BG) [119, 120] . As explained in Paper III, interactions within a typical CPS
consist of physical–cyber, cyber-physical, cyber-cyber, and physical-physical interactions.
We know that cyber components in a CPS communicate and work based on information
flow. However, the physical process in CPSs and interaction between the components of
the physical part occur based on the main commodity flow (also known as material flow)
of the system. As a result, by leveraging the Bond graph in our proposed method, we
model CPSs based on these two types of flow, i.e. commodity flow and information flow.
That is because, among different modeling approaches to represent the physical process of
a system, Bond graph is a homogeneous and multi-domain description formalism that can
be applied in multidisciplinary dynamic engineering systems from different energy domains
like the mechanical, electrical, thermal, and hydraulic domains.

Unlike existing methods, the proposed six-step method in Paper V enables us to pro-
vide a holistic graphical representation of cyber-physical systems and facilitate collaboration
between IT and OT experts for cybersecurity analysis. Modeling a CPS based on its funda-
mental object that represents the process physics of the system along with the cyber layer
will help operators and the security team to discover potential complex attacks. Accordingly,
IT and OT experts can follow the sequence of interactions in a CPS based on the topologi-
cal parts of the model and utilize corresponding equations to investigate dependencies and
relations between the system components to extract potential fault points, attack surfaces,
and the consequences of attacks. Modeling methods also simplify the detection of design
defects which can assist system designers and operators to examine what-if design scenarios.
This can further enhance the security and fault tolerance of CPSs by applying proper coun-
termeasures at the early stages. Moreover, reusability is a critical feature in modeling large
systems and the proposed approach has this capability for different physical domains. This
implies that in case of any changes in the system, its model can be easily modified. The
main contributions of this paper are as follows:

• Develop a generic and easy-to-understand multi-domain model of CPSs that represents
physical and logical facets as well as the interactions within the system components;

• Achieve a comprehensive understanding of functions and interdependencies within a
CPS for both IT and OT experts;

• Facilitate the collaboration within a cross-functional cybersecurity team with people
from different backgrounds to analyze the security of CPSs based on the proposed unified
IT&OT model.



36

4.6 Paper VI: Towards Comprehensive Modeling of CPSs to Dis-
cover and Study Interdependencies

Our study in Papers I to V indicated that modeling cyber-physical systems, as well as the
interdependency analysis in CPSs, contribute to the security enhancement of CPSs and can
be seen as the fundamental basis of various research domains such as risk propagation, attack
path analysis, reliability analysis, robustness evaluation, and fault identification.

As discussed in Paper I, a great deal of research was dedicated to interdependency anal-
ysis in CPSs based on Graph theory. Indeed, different metrics have been developed based
on Graph theory such as metrics proposed in Papers II and III which can provide valuable
insight, particularly into the cyber part of CPSs. Meanwhile, Papers IV and V revealed
that comprehensive modeling of interdependent systems such as CPSs and interdependency
analysis is highly dependent on understanding system dynamics and flows. Considering the
limitations of Graph theory to model and study the physical process of CPSs, Paper V intro-
duced Bond graph as a proper alternative assuring those deduced requirements. Therefore,
with an emphasis on the physical process of CPSs to study safety and security risks, Paper V
proposed a method to model CPSs and extract potential fault points and attack surfaces of
the system based on the Bond graph. The remarkable potential of the Bond graph discussed
in Paper V, and insightful metrics that were developed based on Graph theory in previous
works, motivated us to merge these two methods. Therefore, in Paper VI we proposed the
BG2 model to represent the physical process of CPSs based on Bond graph and demonstrate
the cyber part by leveraging Graph theory. This enabled us to utilize previously developed
metrics based on Graph theory, provide more details regarding the system dynamics, discover
higher order of dependencies in CPSs, and analyze causal relationships within the system
components.

Indeed, studying underlying dependencies and connections between the components of
a CPS provides insightful knowledge regarding the cause and effect relationships, failure
types, response behavior, state of operation, and risks. For this purpose, researchers in many
domains attempt to develop appropriate methods to model CPSs and provide the basis for
such study. In short, dependency analysis in CPSs requires capturing the physical processes
of the system in lower levels, the monitoring and controlling of the cyber part as well as the
communication between cyber and physical parts, and their corresponding functionalities to
portray the behavior of a CPS as a collection of functionalities from different domains. This
enables researchers to study such complex systems from different perspectives and investigate
interactions and cause-effect relationships between the system components, as well as the
structural analysis of systems such as controllability and observability.

Our previous studies showed that Graph theory can reflect a high-level and asset-oriented
representation of CPSs, while the Bond graph can portray a system based on the power
transfer principle between the system components. These attributes make the former an
appropriate option for modeling the cyber part of CPSs, which relies on information flow to
monitor and control the systems; the latter is the appropriate option for the physical parts
to model the physical processes of CPSs in charge of generating and delivering commodity
flow(s). Besides, to bridge the gap between the data-driven and physics-based driven nature
of Graph theory and Bond graph, physical-to-cyber, and cyber-to-physical interfaces were
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defined. A Physical-to-Cyber interface is a component that converts the commodity flow of a
CPS into information flow, while a Cyber-to-Physical interface acts in the opposite direction.
To be able to distinguish between faults and attacks, information flow is divided into Sensed
data (Id) and Control command (Ic) in the proposed BG2 model. Id is collected from
the physical layer by means of Physical-to-Cyber interfaces and moves towards the specific
components in the cyber layer for monitoring reasons, and Ic is issued by components like
controllers in the cyber layer and moves towards the cyber-to-physical interfaces to apply the
desired changes in the physical process of the system. Moreover, a dependency matrix D is
defined to store and demonstrate the dependencies between the system components belonging
to the cyber part, while causal paths are applied to track the cause and effect relationships
between those system components placed in the physical part of a CPS. Therefore, one can
utilize the dependency matrix D to derive dependencies until reaching an interface and then
continue the process by extracting dependencies based on the causal paths corresponding
to that interface. This leads to discovering higher-order dependencies, i.e, cause and effect
relations, between those system components that are placed in different parts/subsystems
and can address the what-if questions which contribute to improving cybersecurity in CPSs.
The proposed approach for modeling CPSs is generic and simple enough to utilize in different
domains and capable of representing scenarios with a significant level of detail that can be
applied not only to study the dependency but also to the causality. To summarize, in this
paper:

• We developed a novel method, called BG2 model, based on Graph theory and Bond
graph for modeling CPSs considering the multidisciplinary nature of such systems;

• We applied the proposed BG2 model to discover and analyze dependencies and causal
relationships within the system components in a CPS.
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5 Concluding remarks

5.1 Limitations

According to the DSRM process model shown in Figure 9, each designed artifact needs to
be demonstrated and evaluated before reaching the communication step (publication). The
demonstration step can be considered as a limited form of evaluation, while the evaluation
step attempts to determine the extent to which the artifact can solve the previously iden-
tified problem and fulfill the artifact requirements. Besides, the feedback drawn from the
Demonstrate Artifact and Evaluate Artifact in Figure 9 to the previous steps denotes the
importance of these two steps in improving the design of artifacts and revealing overlooked
or unsatisfied requirements.

To address the first research question, two common testbeds were utilized for the demon-
stration and evaluation steps of the DSRM. However, since research questions 3 and 4 deal
with safety and security risks and follow quantitative assessment approaches, a different
testbed was required, in which the topological and functional characteristics of a system
could be studied and evaluated. Nevertheless, due to the criticality of power plants, stake-
holders were reluctant to share information and details of their sites, and related literature
does not provide the level of data that was required for the evaluation. Therefore, obtaining
sufficient data as well as a proper testbed for the evaluation step can be considered the main
limitation that the research has faced.

Besides, as explained in section 3.1, we scoped our research at the system level. This
can be seen as a double-edged sword. It has some advantages and made our proposed
methods suitable for CPSs in different domains. For instance, the result of our research
has been applied in the maritime domain [121, 122] as well, and has also been utilized as
the basis for developing a Convolutional Neural Network (CNN) for medication prescription
analysis in veterinary E-health [123]. However, this scoping also prevented us, among others,
from carrying out a deep analysis of the subsystem level and communication protocols.
By working on a specific system and having access to corresponding data, we could have
taken advantage of data-driven techniques such as machine learning algorithms to enrich our
analysis. Nevertheless, our proposed methods and models have laid the foundation for such
development in the future.

The influence of the human and cultural factor is another element that could be inves-
tigated in more detail based on the dependency perspective. Nevertheless, as explained in
section 3.1, the ISO 31000:2018 standard [102] places this factor within the risk management
process rather than the risk assessment process. Scrutinizing this factor will also likely re-
quire delimiting the work to only one domain. We will elaborate further on these limitations
in the next chapter.

5.2 Conclusion and Future work

This research resulted in proposing a number of methods for identification, modeling, and
analysis of interdependencies within a cyber-physical system as well as a dependency-based
risk assessment method, such as:
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• A method to rank the criticality of system assets by considering the importance of both
nodes and edges in a graph-represented CPS;

• A graphical model called MDSM to extract and graphically represent interdependency
and intra-dependency in a CPS, as well as four quantitative dependency metrics to evalu-
ate the characteristics of dependencies, including multi-order dependencies, in large-scale
CPSs;

• A bottom-up, dependency-based cybersecurity risk assessment method for CPSs that
leverages backtracking attack path analysis to study concurrently safety and security
risks;

• A six-step method that provides a holistic representation of CPSs while covering the
physical processes of the systems. This method facilitates the collaboration between IT
and OT experts and assists in discovering the attack surface of system components with
the goal of improving the cybersecurity of the target CPS;

• A method to merge Graph theory and Bond graphs for modeling cyber-physical sys-
tems to identify interdependencies and analyze causal relationships between the system
components.

The research also revealed the importance and impact of interdependency analysis in
improving the cybersecurity of CPSs in different critical infrastructures, particularly in the
power domain. We understand that:

• To predict and mitigate attack paths in a CPS, cyber and physical aspects of the sys-
tem components as well as the dependencies within the system components should be
analyzed with attention to the physical process of the system.

• Quantitative assessment of topological and functional characteristics and dependencies of
CPSs is required to provide a better view for system designers to modify the architecture
of systems at early stages, as well as to assist decision-makers to enhance the security
of systems after the development.

• To provide a realistic estimation of cascading effects and consequences of unwanted
events in CPSs, safety and security risks of the systems should be considered in a unified
manner.

• To effectively collaborate in a cross-functional cybersecurity team, a graphical, easy-to-
understand multidomain model is needed to represent IT and OT in CPSs in a unified
and graphical form.

Meanwhile, there are a number of paths to follow as the continuation of this research work
in the future. The idea of applying attack path analysis to provide End-to-End protection in
CPSs with the main focus on the OT part, Levels 0-3 in the Purdue model, can be expanded.
One possible direction would be to consider a bottom-up approach to identify risk in the
OT part and merge the result with an available top-down dependency-based attack path
method for the IT part to conduct a goal-oriented risk assessment. This will optimize the
process and contribute to the distributed and concurrent risk analysis. Our research has
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been awarded the NTNU Innovation Scholarship (NTNU Innovasjon Stipend) to elaborate
this idea and to develop an automated tool for such a purpose.

Besides, considering the number of nodes in large-scale CPSs, applying a distributed
and modular risk analysis can optimize the process and also contribute to investigating
concurrent cyber attacks and their relationship in a system. In fact, concurrent cyber attacks
may become a serious challenge in the future, particularly if different attack groups decide
to collaborate. At a higher level, both the dependency analysis and risk assessment methods
proposed in this research provide valuable insight for developing novel risk management
frameworks.

Moreover, this research showed that the cause and effect relationships that can be ex-
tracted based on the causal paths in CPSs explain systems behavior in presence of failures
and cyber attacks. Consequently, developing a software toolbox based on this method to
discover and analyze different scenarios considering possible failures and cyber attacks is in
our future work plans. Cybersecurity teams and operators can use this toolbox to enhance
the safety and security of CPSs by identifying and predicting risks and taking appropriate
action to manage or mitigate them.

As discussed earlier, the security of cyber-physical systems highly depends on collabo-
ration within a cross-functional cybersecurity team. As a result, articles V and VI aim to
facilitate this collaboration by proposing unified IT and OT modeling methods based on the
fundamental object of CPSs and representing the process physics of the system along with
the cyber layer. Although we have already analyzed the application of these methods, it is in-
teresting to investigate the usefulness of the proposed modeling methods in bridging the gap
of mindsets between IT and OT experts in cybersecurity training in future research. In addi-
tion, the dependency perspective lends itself well to research the human and cultural factor
in cybersecuring CPSs. In [124], Szekeres et al. explained that the Smart Grid Architecture
Model should be expanded to include a new dimension, the human layer. Accordingly, future
work can also study the interdependency between cyber and physical aspects of a CPS from
the human perspective and analyze how these three factors relate and influence each other.

Furthermore, the study of safety and security risks in cyber-physical systems requires
testbeds capable of providing data related to the topological and functional characteristics
of these systems, as discussed in section 5.1. Developing such testbeds based on realistic
architectures in the power domain is an essential research topic that needs further work,
as these testbeds can bridge the gap between industry and academia and help researchers
to evaluate and compare proposed methods to develop applicable solutions. Such realistic
testbeds will enable researchers to generate and collect different types of data and subse-
quently use data-driven algorithms, such as machine learning and metaheuristics.

Another possible direction is to investigate the application of the metrics proposed in
Paper III to discover their impact on other characteristics of CPSs, such as reliability, avail-
ability, and maintainability. As an example, one can build a knowledge graph based on
our proposed metrics to record and analyze different characteristics of a CPS, i.e., security,
safety, reliability, availability, and maintainability. Investigating the relationship between
these characteristics in one CPS and between two or more connected CPSs will provide very
useful insight.

As mentioned in section 3.1, we scope our research in analyzing interdependency in
an individual CPS. Nevertheless, CPSs can be seen as system-of-systems [20]. Therefore,
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metrics and methods developed in this research may also benefit to enhance the security of
interdependent critical infrastructures. Indeed, by moving toward smart cities, the number
of connections within and between critical infrastructures is growing and has turned these
CIs into attractive targets for complex cyber-physical attacks. Therefore, developing optimal
cyber-physical risk assessment methodologies for smart cities considering the heterogeneity
and interdependency among underlying critical infrastructures, based on the dependency
chain safety/security risk assessment methodology is another possible direction for further
research. In this regard, developing a secure communication and coordination platform
among different CIs aligned with such risk management methods will also be of value.
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6 Appendix A

In the sequel, we describe ICA’s steps applied in the rearrange phase of MDSM to address
the column reordering problem.

ICA begins with an initial population; each individual of this population is called a coun-
try. Then, some of the best countries (those with the least cost) are labelled as imperialists,
whilst the remaining will be the colonies of the imperialists.

In our case, each country represents one possible permutation of columns in the MDSM.
For each country, the cost is defined as the sum of the absolute distance between every two
nonzero adjacent elements in all rows of MDSM. This is computed by means of the Cost
Function, the pseudo code of which is shown in algorithm 1.

Based on the power of the imperialists, which is inversely proportional to the cost, all the
colonies are divided among the imperialists and each imperialist together with its colonies
form an empire. Then, according to the two main operators, Assimilation and Revolution,
colonies start moving toward their respective imperialists and the Intra-Empire Competition
starts. In case the power of a colony exceeds the power of the respective imperialist (inside
the same empire), the colony and the imperialist swap roles. Then the Inter-Empire Com-
petition begins, during which the weakest empire loses its weakest colony and thereby its
power decreases, while the winner of the inter-empire competition will acquire that colony
and will consequently gain more power. The power of each empire is computed based on
a linear combination of the imperialist’s power and the mean power of its colonies in the
empire. Through the imperialistic competition, the powerful empires will gradually grow
and gain more power. This process is briefly described in the following steps:

Step 1. Creation of initial empires

The desired outcome of the optimization process is to find an optimal solution. In our
case a solution is a permutation that reorders the columns of the MDSM in such a way as
to minimize the distance between the nonzero elements of the MDSM, measured by the cost
function. Therefore, countries with lower cost present better solutions and are identified as
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powerful countries.
To create initial empires, Npop countries will be generated and Nimp of the most powerful

countries (with the best solutions ) will be selected as the imperialists. The rest of the
initial countries, Ncol, form the colonies that, based on the power of the imperialists, will be
distributed among the latter.

Step 2. Movement of colonies toward the imperialist within the empire (As-
similation)

Imperialists begin to improve their colonies to provide a better solution with less cost.
Therefore, each colony moves x units toward the direction of its imperialist (d). Figure
13 shows this movement where x is a random variable with uniform (or any other [125])
distribution, β is a number greater than 1, d is the distance between the colony and the
imperialist, i.e.:

x ∼ U(0, β × d) (1)

In each empire, the imperialist represents the best solution among countries, but there
might be better solutions in the search space that have not been explored yet. Then, by
moving the colonies toward their imperialist, the range of solutions will be limited. Hence,
to add more exploration to this phase, as shown in figure 14, a random amount of deviation
θ, is added to the direction of movement. θ is a random number with uniform distribution
as follows:

θ ∼ U(−γ, γ) (2)

where γ is a parameter to adjust the deviation value; a larger value will assist a global
search and a smaller value will conduct a local search. Parameters β and θ force the algo-
rithm to explore the search space around the imperialists, and in general, a value of about 2
for β and about π/4 (Rad) for γ lead to an acceptable convergence of countries to the global
minimum.

Figure 13: Moving a colony toward its relevant imperialist.
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Step 3. A sudden change in the characteristics of a country (Revolution)

The main goal of a revolution is to prevent colonies from getting trapped in a local op-
timum and give them a chance to jump from their position to another point in the search
space. In this case, instead of being assimilated by an imperialist, a colony can randomly
change its place, in which it might be able to reach a better position (solution) than its
corresponding imperialist. The revolution operation in ICA is similar to the mutation oper-
ation in a genetic algorithm (GA), that prevents the early convergence of countries to local
optima and increases exploration in the search space.

Step 4. Intra-Empire Competition (Exchanging position of the imperialist
and a colony)

After the movements of colonies, a colony inside an empire might reach a better position
-with a lower cost- than its respective imperialist, and like the other optimization techniques,
the best solution should be selected to guide the algorithm to converge to the global opti-
mum. Therefore, in such a case, the imperialist and the colony with the better solution swap
their position.

Step 5. Computing the total power of an empire

The power of an empire is computed based on the power of its imperialist and the colonies
inside the empire. Nevertheless, the power of the imperialist is the crucial factor that mainly
affects the value of the total cost (T.C), as defined in equation 3.

T.Cn = Cost ( imperialistn )+

ζ mean{Cost ( colonies of empiren )}
(3)

Here, T.Cn denotes the total cost of the nth empire and ζ is a positive number less than
1 that adjusts the impact of the power of colonies on the final value T.Cn.

Figure 14: Moving a colony toward its relevant imperialist with a θ deviation.
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Step 6. Inter-Empire Competition (Collapsing the weaker empire)

At each round of Inter-empire competition, a powerless empire loses one of its colonies to
a stronger empire, and gradually powerless empires will collapse during these competitions.
An empire will collapse when it only comprises one member (the imperialist); at that time,
the imperialist will be given to another empire as a colony.

Step 7. Convergence

Similar to other evolutionary algorithms, ICA continues and repeats the steps until the
most powerful imperialist takes possession of all the colonies; this will be the ideal stopping
point. However, the stopping criterion could also be defined as predefined running time or
a certain number of iterations. The pseudo code of the ICA is shown in algorithm 2.
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Abstract: Contemporary Critical Infrastructures (CIs), such as the power grid, comprise cyber
physical systems that are tightly coupled, to form a complex system of interconnected components
with interacting dependencies. Modelling methodologies have been suggested as proper tools to
provide better insight into the dependencies and behavioural characteristics of these complex systems.
In order to facilitate the study of interconnections in and among critical infrastructures, and to
provide a clear view of the interdependencies among their cyber and physical components, this paper
proposes a novel method, based on a graphical model called Modified Dependency Structure Matrix
(MDSM). The MDSM provides a compact perspective of both inter-dependency and intra-dependency
between subsystems of one complex system or two distinct systems. Additionally, we propose four
parameters that allow the quantitative assessment of the characteristics of dependencies, including
multi-order dependencies in large scale CIs. We illustrate the workings of the proposed method
by applying it to a micro-distribution network based on the G2ELAB 14-Bus model. The results
provide valuable insight into the dependencies among the network components and substantiate the
applicability of the proposed method for analyzing large scale cyber physical systems.

Keywords: cyber physical systems; system of systems; graph theory; multi-order dependencies;
cybersecurity

1. Introduction

With the rapid growth of merging Information and Communication Technology (ICT)
with Critical Infrastructures (CIs) such as Energy and Transportation systems, the complex-
ity of CIs drastically increased and Cyber–Physical Systems (CPSs) have been formed. CPSs
are the result of integrating the computing, communication, and control capabilities, with
physical processes which were developed to facilitate the monitoring and controlling of sys-
tem components in the physical world [1]. Although this progress enhanced the efficiency
and service coverage of CIs, it significantly increased the connections among the system
components as well as the interdependencies between different sectors of CIs, such as the
dependency between the transportation system and the power and telecommunication
systems.

These intricate dependencies make systems more vulnerable because in this way any
failure of critical infrastructure will have a considerable impact not only on the infras-
tructure itself but also on the other dependent infrastructures. As an example, in 2001 an
electric power disruption in California, caused a cascading failure and affected oil and
natural gas production, refinery operations, gasoline transportation, key industries and
the water and agriculture sectors, which led to major financial loss [2]. Two years later the
blackouts in the USA–Canada and Southern Sweden and Eastern Denmark revealed the
possibility of international cascading effects. In general, recent blackouts [3] and studies on
their impact [4] clearly showed this strong dependency between the electrical infrastructure
as an individual CPS and other CIs and the consequences of this dependency.
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Meanwhile, the frequency and impact of recent blackouts, particularly in Europe and
North America, are progressively growing; this could also be interpreted as a remarkable
warning for all CIs [5,6]. The vulnerability of the electrical infrastructure by itself mainly
stems from the heterogeneity of connections and dependencies among the system compo-
nents. This vulnerability has grown after the merging of the electrical infrastructure with
information and communication systems and turned electrical infrastructure into an attrac-
tive target for cyber attacks. In electrical infrastructure, like other CIs, any individual part
and facet of a system has its special characteristics; this affects the behaviour of the entire
system when it encounters an unexpected situation such as a cyber or a cyber physical
attack [7]. Therefore, detecting the chain of dependency and studying the relationships
among components of CIs, particularly inside the electrical infrastructure as vital cyber
physical systems, are of great importance for the maintenance of key processes which
substantially impact on the economy and societal well being.

Modelling and simulation methods are highly suggested as proper tools to study CPSs.
With the main goal of enhancing the resilience and security of complex systems, valuable
researches have been conducted for modelling the dependencies of and in such systems;
these include Complex Networks Theory/Graph Theory, Petri-Nets [8], Well-Formed Nets
(SWN) [9], Input-Output Models [10], Bayesian Networks [11], Matrix representations,
Boolean logic Driven Markov Processes (BDMP), Agent-Based Models and Multi-Agent
Modelling [12]. Most of the aforementioned studies focus on qualitative or semi-qualitative
analyses. Unfortunately, such approaches provide inadequate knowledge to system de-
signers and decision-makers with the responsibility to mitigate negative impacts and to
manage risks arising from dependencies inside a system, since operators not only need to
know about the connectivity and dependencies, but their magnitude and characteristics as
well [13,14].

Despite significant efforts in recent years, analysis and modelling of CPSs is still
a challenging problem in basic research on complex systems; because in this context,
CPSs are not analysed as discrete assets or services within particular sectors. Instead, a
holistic system-of-systems view is followed, in which all the connections between different
subsystems and sub-layers of a CPS are considered [15]. Even though Graph Theory-based
methods were known as the most common and effective approaches to reveal the hidden
dependencies [16], reviews of recent studies show that utilizing Graph Theory to study
large scale systems such as electrical infrastructures will result in massive complicated
diagrams that cannot be easily understood and cannot assist in distinguishing the impact of
dependencies [17]. Nevertheless, graphical models developed based on Graph Theory such
as Network Analysis and Design Structure Matrix (DSM) have addressed these issues to
some extent and represented promising results to evaluate the characteristics of connections
in CPSs. DSM has been mainly developed to extract the interrelationships exist between
the activities of a complex design problem to break them down into smaller sub-problems.
More precisely, in the DSM, the connectivity between the elements of a system should be
represented in the form of a matrix first and then different methods such as clustering will
be applied to find probable dependencies or structural patterns that might exist. However,
due to the fact that this model requires to analyse of all the system connections to extract
probable dependencies, DSM could not be an efficient method to study characteristics of
connections in large scale CPSs. To tackle this challenge, we propose MDSM, a modified
version of DSM in which the searching based algorithms in the analysis phase of the DSM
are replaced with a lightweight and deterministic approach. Indeed, MDSM not only has
lower computational complexity but also extracts the characteristics of connections for
all the system components and represent the result in a predefined systematic structure,
unlike DSM. Moreover, to facilitate the quantitative analysis of dependencies of complex
systems, the inter-dependency and the intra-dependency are located in predefined and
separate parts in the MDSM.

Indeed, applying a graphical model to represent the interconnections between different
subsystems of a large-scale CPS effectively enhances the knowledge about the connectiv-
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ity within the systems and presents more details on the behaviour of different subsystems
while working as a whole, in particular on their interdependencies. Therefore, this paper
first attempts to develop a simple yet useful graphical method to represent coupled critical
infrastructures to facilitate the identification of dependencies within CIs and then proposes
quantitative parameters to evaluate the characteristics of dependencies inside large scale sys-
tems in order to enhance the security and robustness. Our main contributions are as follows:

• We propose MDSM as a graphical model to extract characteristics of connections inside
a cyber-physical system to facilitate studying the behaviour of dependent components
of large scale systems including, both intra-dependency and inter-dependency.

• We propose four quantitative dependency parameters, namely the Impact of De-
pendency (IoD), the Susceptibility of Dependency (SoD), the Weight of Dependency
(WoD) and the Criticality of Dependency (CoD) to measure the characteristics of
dependencies.

• We propose a method to aggregate quantitative dependency parameters of the higher
order of dependency to evaluate the characteristics of multi-order dependencies in
CPSs.

• We illustrate the application of the proposed method to a reduced scale network from
a real French Distribution Network with 14 power-bus.

The rest of the paper is organized as follows: In Section 2, we review the related
work on modelling dependencies in CIs. Section 3 describes the proposed method,
while Section 4 explains the concept of the higher order of dependency in system-of-
systems. A case study is presented in Section 5 to evaluate the applicability of the pro-
posed method and application of dependency analysis is expounded in Section 6. Finally,
Section 7 summarizes our conclusions and indicates directions for future work.

2. Related Work

As discussed earlier, critical infrastructures depend on each other to operate prop-
erly and these expanding connections among them, be they tangible or intangible, have
increased the vulnerabilities of CIs. The term dependency refers to a connection or linkage
between two components, through which the state of one component influences the state
of the other. While interdependency is a two-way dependency, a mutual dependency,
between two components such that the state of each component influences or is correlated
to the state of the other one.

Exploiting the six dimensions of interdependencies proposed by Rinaldi et al. [2]
namely, type of failure, infrastructure characteristics, state of operation, environment, cou-
pling and response behaviour and types of interdependencies, facilitates the identification
of interdependencies inside CIs. Each dependency between two components may be
represented by modelling the connection between them, which is one of the following
types:

• Input, Mutual, Shared, Exclusive, Co-located [18];
• Physical, Cyber, Geographic, Logical [2];
• Functional, Physical, Budgetary, Market and economic [19];
• Physical, Geospatial, Policy, Informational [20].

Ouyang et al. [21] developed ten different scenarios to evaluate these types of dependen-
cies in CIs and concluded that utilising the type of interdependencies proposed by [2] provides
better results in terms of covering a variety of scenarios. Nieuwenhuijs et al. [22] asserted that
the geographical interdependencies are the result of a common mode failure rather than a
type of dependency that was mentioned in [2]. Rinaldi et al. [2] proposed Cascading failure,
Escalating failure and Common cause failure as three different types of dependency-related
failures as a dimension of dependency. Later, the result of an empirical study indicated that
dependency-related failures in systems could be categorized into either cascade-initiating or
cascade-resulting [23]. In general, analysing dependencies through this dimension increases
the system resilience as it facilitates the identification of failures that might occur in CIs. Such
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failures can disturb the functionality of systems, thus affecting their reliability. Modelling
dependencies of CIs in order to understand the behaviour of complex systems encountered
with failures that may be caused by adversaries is a common approach towards enhancing
the reliability of systems [24,25]. In general, modelling CIs in terms of their interdependencies
provides an insightful view of inter-system and intra-system causal relationships, response
behaviour, failure types, state of operation, and risks that arise due to the dependency-related
failures in systems [26,27]. Accordingly, significant efforts have been made to develop appro-
priate models to map out the interdependencies of complex systems. Even though several
researchers attempted to model dependencies between all the critical infrastructures [28–30],
the majority focused on limited numbers of critical infrastructures [31,32], particularly on the
power and ICT infrastructures [33,34].

In fact, large scale blackouts and the ongoing transition towards smart grids and the
idea of developing smart cities across the globe decisively highlighted the impact of the
power systems on the reliability of all CIs in different sectors [35]. An empirical study on
different CIs showed that energy and telecommunications are the main cascading-initiating
sectors [23]. As a result, significant efforts have been made in the last few years to study
and model the interdependencies of power systems combined with ICT systems, viewed
as complex cyber-physical systems, to improve defensive and protective strategies in the
cyber and physical layers of power systems [33–37].

Researchers in many domains attempt to identify suitable methods to model real
systems, considering the relations and dependencies between the systems’ components.
Satumtira et al. [38] surveyed 162 papers on interdependency modelling, among which the
Graph Theory/Complex Network Theory (at 22% of the studies) was the most common
method to study interdependencies in CIs. Input-output models were next, followed by
agent-based models that were used in 11% of the studies. Each of these methods has its
own advantages and weaknesses in modelling CIs in terms of different dimensions of
interdependency. For instance, the input-output model, that is inherently a method to
study the economic flow, has been applied recently to calculate economic losses that result
from the unavailability of different sectors in CIs and their interdependencies. This model
has also been modified in a way that could evaluate the spread of risk among system
components [39,40]. Nevertheless, input-output modelling may not be used in holistic
approaches to capture both functional and geographic interdependencies [41].

Torres [42] suggested six different objectives namely Scalability, CPU time, Usability,
Tools accessibility, Dynamic simulation and Large systems modeling to evaluate different
methods including Agent-based Model, Petri Nets, Bayesian Networks, BDMP and Complex
Network Theory/Graph Theory for modelling CIs. Comparing those methods by the author
revealed that the Complex Network Theory with the highest value in four out of six different
objectives has the best results, which confirmed the applicability of this method to model
CIs [42]. Indeed, the Complex Network Theory is developed based on the Graph Theory to
study real networks in social and computer science, biology, telecommunication, transport,
electronics, electrical engineering, and other domains with complex systems [43].

According to Graph Theory, topological analysis allows us to describe the connectivity
of complex systems and to model the relationships between system components and
their characteristics with less data. The topology-based method facilitates vulnerability
assessment and can provide a clear view of the role and importance of each component
and connection in the systems, as well as to fully cover all types of interdependencies;
no other model has this ability [21,44,45]. Therefore, this method is a suitable choice for
analysing complex systems, since it explicitly includes the interactions and dependencies
within/between systems and provides a simple yet powerful means to evaluate and
manage complex systems architectures [35].

Likewise, derivatives of Graph Theory in the context of the topological analysis, such
as matrix-based system modelling representation (Adjacency matrix) and Network Analy-
sis and Design Structure Matrix (DSM) visualize the system components and interactions
as graphical nodes and lines [46,47]. This intuitive model reduces the complexity of the
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analysis process and contributes to improving the understanding of operators [48]. DSM
is known as a highly flexible and straightforward modelling technique, which provides
valuable insights for engineers and managers in a wide range of fields. This method was
initially developed to decompose a complex design problem into sub-problems by display-
ing the interrelationships between the activities in the form of a matrix. Recently, DSM
has been utilized in different fields to study interdependencies; as a result, it is currently
referred to as Dependency Structure Matrix Analysis [49]. Eppinger et al. presented the
application of DSM in different industries and sectors through 44 practical cases [50]. The
growing dependency-related failures within CIs, and the significant impact of CIs on the
economy and the quality of life, intensify the necessity of developing modelling methods to
study the dependencies and characteristics of complex systems, in particular, for modelling
large scale CIs such as power and ICT systems.

DSM represents the interaction among the elements of a system in a square matrix
with the inputs in rows and outputs in columns (Figure 1b). Then, based on the type of
the system and its application, different analytical methods such as the clustering and
sequencing analysis can be applied to extract the relations among the desired elements
of the system (Figure 1c). In other words, DSM first documents the relationships among
the elements of a system and then utilizes clustering analysis and rearranges the system’s
elements in order to find structural patterns that might exist in the system, such as an
interdependency.

We propose the modified DSM in Section 3 to turn the DSM into a predefined system-
atic structure for representing interactions between two subsystems without the need for
those analytical methods. In this way, not only the computational complexity will decrease,
but MDSM will also assist in extracting the characteristics of connections for all the system
components, unlike the DSM. In MDSM the direction of connections between components
is clearly distinguishable and inter-dependency and intra-dependency are placed in prede-
fined and separate parts; this greatly facilitates further analysis and calculations. We also
introduce four dependency parameters to evaluate and analyse the weight, impact and
criticality of each dependency relationship between components in a quantitative manner.

Figure 1. A sample digraph (a), its equivalent DSM (b) and the result of DSM sequencing which is
indicated in green blocks (c).

3. Modified Dependency Structure Matrix (MDSM) Method

In this section, the process of forming an MDSM to representing the relationships
between two subsystems in a CPS is described, and different characteristics of dependencies
within a complex system are extracted from the MDSM. The applicability of the proposed
method in large scale CPSs is also explored in more detail. The MDSM method is a
graphical approach to demonstrate the dependencies and interdependencies between
two subsystems of a CPS. The whole process follows a six-step approach, namely Set up,
Modify, Rearrange, Display, Identify and Analyze. The outcome is represented as a square
N × N matrix, in which N contains the elements of both subsystems. Each of these steps is
described in the following:
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3.1. Set up (Step 1)

The first step of MDSM is to define two domains or subsystems of interest and capture
the connections inside each subsystem, as well as between two subsystems. The collected
data could simply be mapped as a directed graph D to show elements of each subsystem
and their connections, with the direction being preserved. In Graph Theory, a directed
graph or in short form digraph D is a pair (V, A) where V is a set of vertices (nodes) and

A is a subset of V ×V ≡ {(x, x)|x ∈ V} called arcs. If (u, v) ∈ A then the arc a =
→

〈u, vs.〉
joins the initial vertex (tail) u to its terminal vertex (head) v [51].

Once the essential data are collected, we use the adjacency (or connectivity) matrix A
of order N, where N denotes the total number of nodes, to represent the result. Rows and
columns of matrix A are labeled according to the total number of elements while grouped
into subsystems, and each row and its corresponding column in A is filled out taking into
account the direction of the connection. A is a binary matrix and each nonzero value in

row i column j indicates an arc
→
〈i, j〉 which means that node j depends upon node i.

Without loss of generality and for the sake of clarity, suppose that we want to apply
MDSM to study the dependency characteristics and connectivity properties of a smart grid
system, a power-communication network that comprises both power and communication
components, and that the two subsystems of interest are the Power system (Physical)
and the Communication system (Cyber). Subsequently, first we need to collect the topo-
logical data of all nodes in the physical part Vp ≡ {v1, v2, ..., vp}, and the cyber part
Vc ≡ {v1, v2, ..., vc}. Then, the matrix A of order N = (p + c) is set up to illustrate the
relationship between each pair of nodes as follows:

AN,N =




ap1p1 . . . ap1pp ap1c1 . . . ap1cc
: ... : : ... :

appp1 . . . apppp appc1 . . . appcc
ac1p1 . . . ac1pp ac1c1 . . . ac1cc

: ... : : ... :
accp1 . . . accpp accc1 . . . acccc




3.2. Modify (Step 2)

To date, all the connections related to subsystems have been laid out in matrix A. As
mentioned earlier, each nonzero element in matrix A shows a connection between correspond-
ing nodes while preserving the direction of the connection. However, a closer look at the
indices assigned to each element of matrix A reveals that A consists of four distinct parts, each
one of which denotes a particular type of relationship, as shown in the following equations:

Type1 :
{
a(i, j)|i ∈ Vp, j ∈ Vp (1)

Type2 :
{
a(i, j)|i ∈ Vc, j ∈ Vc (2)

Type3 :
{
a(i, j)|i ∈ Vp, j ∈ Vc (3)

Type4 :
{
a(i, j)|i ∈ Vc, j ∈ Vp (4)

Equations (1) and (2) point to an intra-dependency, where two nodes from the same
subsystem are connected. On the other hand, linking two different types of nodes as in
Equations (3) and (4), forms an inter-dependency between two subsystems and, it means
that the performance of one node in the host subsystem depends on one node from another
subsystem. Although various types of dependency within subsystems are identified in the
matrix A, yet its distributed pattern caused these data to remain elusive so far. To address
this challenge, we apply a systematic approach based on the general concept of DSM [50]
to modify the current structure of nodes in a way that the salient connectivity properties of
each node could be identified and utilized in further processing.
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We use complex numbers to distinguish between different types of dependencies.
All the nonzero elements of Type 2 and Type 4 in matrix A turn to imaginary, i.e., 1 is
represented as i. Then, all the elements of Type 3 transpose and merge with the elements of
Type 4. The new structure, called MDSM, is as follows:

MDSM =




ap1p1 . . . ap1pp 0 . . . 0
: ... : : ... :

appp1 . . . apppp 0 . . . 0
ap1c1 + iac1p1 . . . appc1 + iac1pp iac1c1 . . . iac1cc

: ... : : ... :
ap1cc + iaccp1 . . . appcc + iccpp iaccc1 . . . iacccc




Modifying the structure of matrix A provides clear and meaningful insight into the
interactions among system components while decreases the complexity. Having the MDSM,
one can easily access to different types of dependency in predefined spots that will facilitate
further study and computations.

3.3. Rearrange (Step 3)

This step aims to represent a compact view of the system interactions by decreasing
the distance between nonzero elements of the MDSM while preserving the system topology.

Recent studies discovered that most of the complex systems like CIs have a scale-free
characteristic [52]. These systems, particularly the power and communication systems,
have less redundant links; this means that the graph representing such systems will be
sparse (a graph G = (V, A) is sparse if |A| is much smaller than |V|2), and consequently the
resulting matrix A for such systems will, in general, be sparse [53]. Table 1 is an example of
this sparsity which compares the number of links and nodes in several standard IEEE test
systems. Imagine that we want to demonstrate connections among the 118 components of
the IEEE 118-Bus (without considering the second subsystem). The adjacency matrix of this
system is a 118× 118 matrix, in which only 179 elements out of the total 13924 elements are
nonzero. This means that a large number of elements in a 118× 118 matrix that are spread
in the matrix A should be examined to analyse the connection properties, even though only
1.3 % of the elements are nonzero.

Table 1. Number of links and nodes in IEEE test systems.

System N.Nodes N.Links

IEEE 9-Bus 9 9
IEEE 14-Bus 14 20
IEEE 24-Bus 24 34
IEEE 39-Bus 39 46

IEEE 118-Bus 118 179

MDSM has been designed to facilitate the analysis of connection properties and
in particular, the identification of characteristics of dependency in large scale CPSs. To
this end, minimization of the distance between nonzero elements of the MDSM will
enhance the efficiency of the method, will provide better visualization, and will reduce the
computational complexity of mathematical methods that can leverage the MDSM; such
minimization can be achieved by appropriately reordering the columns of the MDSM.
These columns will be moved with their labels to preserve the system topology. However,
reordering the columns of MDSM to decrease the distance between the nonzero elements
of one row could increase the distance between the nonzero elements of the other rows.
Besides, there might be different permutations that lead to similar, as regards the optimality
criterion, results. Thus, an optimization algorithm is required to compute the global
optimum for rearranging the MDSM.

Several algorithms have been proposed during the last two decades to solve optimiza-
tion problems in different domains, such as the Genetic Algorithm (GA) [54], the Simulated
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Annealing (SA) [55], the Ant Colony Optimization (ACO) [56] and the Imperialist Compet-
itive Algorithm (ICA) [57]. Among them ICA, which was developed based on the swarm
intelligence theory by Atashpaz et.al [57], has been widely applied to address different
optimization problems in engineering, scheduling, data clustering, network flows, facility
layout and neural networks, to name a few [58]. In [58] the superiority of ICA as com-
pared to other evolutionary algorithms, in particular regarding its flexibility, robustness,
reasonable computational time, scalability and ability to handle a large number of decision
variables was established. These characteristics, as well as the wide range of problems
that have been solved by ICA in engineering, make the ICA an ideal choice to apply in the
Rearrange step of our proposed method. In the sequel, we describe how ICA can be used
to address the MDSM columns reordering problem.

ICA begins with an initial population; each individual of this population is called a
country. Then, some of the best countries (with the least cost) are labelled as imperialists,
and the rest of them will be the colonies of these imperialists. In our case, each country
represents one possible permutation of columns in the MDSM. For each country, the cost is
defined as the sum of the absolute distance between every two nonzero adjacent elements
in all rows of MDSM. This is computed by means of the Cost Function, the pseudo code of
which is shown in Algorithm 1.

Algorithm 1 (Cost Function).

1: for i = 1 to Nrow do
2: Find the column index of non-zero elements in row i and store in the vector P;
3: for k = 1 to Numel(P)− 1 do
4: Compute the CostFunction = Pk − Pk+1;
5: end for
6: end for

Based on the power of the imperialists, which is inversely proportional to the cost,
all the colonies are divided among the imperialists and each imperialist together with its
colonies form an empire. After that, according to the two main operators, Assimilation and
Revolution, colonies start moving toward their relevant imperialist and the Intra-Empire
Competition starts. In case the power of a colony exceeds the power of the associated
imperialist inside the same empire, that colony and the imperialist swap roles. Then the
Inter-Empire Competition begins, in which the weakest empire loses its weakest colony
and thereby its power decreases, while the winner of the inter-empire competition will
possess that colony and in consequence gain more power. The power of each empire is
computed based on a linear combination of the imperialist’ power and the mean power of
its relevant colonies in the empire. Through the imperialistic competition, the powerful
empires will gradually grow and gain more power. The result of this process identifies the
optimum permutation for reordering the columns of MDSM.

Rearranging the columns of a sparse MDSM using ICA will increase the efficiency of
further computations, and will provide a better display. Additionally, the proposed method
could be also applied to other domains and systems with dense connections. In this case,
step 3 (discussed in Section 3.3) could be skipped without affecting the final result.

3.4. Display (Step 4)

The ICA will identify the optimum permutation of columns in MDSM in polynomial-
time and will show it as a vector of size p, where p denotes the number of elements in the
first subsystem (physical) under study. According to this vector, the columns of MDSM are
rearranged and the MDSM is updated. The new structured arrangement of elements and
interactions in MDSM provides an appropriate compact representation for complex CPSs.
In comparison with previous network modelling approaches such as those utilizing graph
and adjacency matrix, MDSM can extract meaningful relations among components of a
large scale system and represent it in a predefined and relatively small space.
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To demonstrate the structure of MDSM a small scale sample of MDSM is presented in
Figure 2, which reflects the relationships between two subsystems of order p× c. As illus-
trated in Figure 2, MDSM categorised connections into three parts. The green part displays
the inter-dependency between two subsystems which we call it the "inter-dependency
part", while the blue and the orange parts, named as "intra-dependency part", refer to the
connections inside the first subsystem and the second subsystem, respectively.

Figure 2. MDSM.

3.5. Identify (Step 5)

Once the MDSM is displayed, characteristics of a complex system could be simply
observed, and relationships among the components become apparent from even a cursory
review. The MDSM particularly highlights the dependency patterns that could be divided
into dependency (i.e., simple dependency) and interdependency (i.e., mutual dependency)
as shown in Figure 3.

Figure 3. (a) Dependency (simple dependency) and (b) Interdependency (mutual dependency).

Dependency is demonstrated by 1 or i in the MDSM and shows that one component in
a subsystem depends on another component, either from the same or the other subsystem
(Figure 2). However, interdependency is a bidirectional path between two components
belong to two different subsystems V ×V ≡ {(xi, xj)|xi ∈ Vp & xj ∈ Vc}, and indicates
the presence of two paths, i.e., xi → xj and xj → xi in the directed graph of the system
which means that xi and xj depend on each other. This is displayed as a complex number
i+ 1 in the inter-dependency part of the MDSM in Figure 2 and shows that in a CPS, one
can have access from the first subsystem (i.e., physical layer) to the second subsystem (i.e.,
cyber layer) and vice versa. When two systems are connected, the new compound system
could be more fragile than each of its constituents as unforeseen dependencies between two
systems can be targeted by attackers, or a simple failure in one part may lead to cascading
failures in the entire system. For instance, attackers might leverage a dependency link
between two systems as an infiltration point to make an attack path into the other system
(see Figure 4). Therefore, dependency and interdependency in the inter-dependency part
of an MDSM could be considered as jumping points between subsystems, and analysis
of these points could play important role in mitigating risks and enhancing security and
safety in CPSs.
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Figure 4. The green dashed edges represent the dependency within a complex system.

3.6. Analyze (Step 6)

The identification of different types of dependency, and more precisely in the inter-
dependency part of the MDSM, in step 5 provides the essential requirements for quantitative
analysis of the criticality and the impact of each dependency between two subsystems.
Dependencies between two subsystems could affect the behaviour of a whole CPS as a
system-of-systems in different ways and might cause undesired consequences. For these
reasons, by utilizing the proposed inter-dependency part of the MDSM we scrutinize these
different aspects and develop quantitative parameters to evaluate the effect of dependencies
on the operability of the entire system. Considering the parameters proposed in [59], we
define four parameters to study the characteristics of the dependent components between
two subsystems, namely Impact of Dependency (IoD), Susceptibility of Dependency (SoD),
Weight of Dependency (WoD) and Criticality of Dependency (CoD). We also present the
concept of the higher order of dependency based on the proposed parameters to evaluate
the chain of dependencies in systems. The proposed parameters are defined in the following
paragraphs.

3.6.1. Impact of Dependency (IoD)

In the MDSM, IoD determines the impact of one particular node xi on the components
of another subsystem under study, by measuring the number of components that are
influenced by that node (xi). IoDInter shows how many components in a subsystem
depend on the functionality of a single node in another subsystem. In other words, it
measures the potential power of a node to affect another subsystem.

Based on the MDSM, it is also possible to measure the impact of each node within the
system it belongs to with IoDIntra. However, our emphasis here is mainly on the analysis
of the interactions between two subsystems and corresponding consequences.

To compute the IoDInter of the ith node from the first subsystem (i.e., pi), one needs
to count how many times the real number ”1” is shown in the ith column of the inter-
dependency part in the MDSM. Equation 5 shows how this parameter is measured.

IoDInter(pi) =
c

∑
j=1

Re(pi, cj) (5)

IoDIntra of the ith node from the first subsystem (i.e., pi) counts how many times the
real number ”1” is shown in the ith row of the intra-dependency part of the first subsystem
in the MDSM (Equation (6)).

IoDIntra(pi) =
p

∑
j=1

Re(pi, pj) (6)

For each node of the second subsystem (i.e., ci), the values of IoDInter(ci) and IoDIntra(ci)
are computed by counting the instances of the imaginary number ”i” in the ith row of
the inter-dependency part and the intra-dependency part of the second subsystem in the
MDSM, respectively.

IoDInter(ci) =
p

∑
j=1

Im(ci, pj) (7)
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IoDIntra(ci) =
c

∑
j=1

Im(ci, cj) (8)

Notice that (pi, cj) indicates the directed path from pi to cj, while (ci, pj) refers to the
directed path ci → pj. For instance, the IoDInter of the first element in the second subsystem
(i.e., IoDInter(c1)), in Figure 2 equals to 4, since c1 has access to four elements of the first
subsystem. Likewise, the value of IoDInter of P6 is equal to 2, i.e., IoDInter(p6) = 2.

In general, nodes with a higher value of IoD have more impact on the system. For
instance, in Figure 5a, if node x1 fails, only one node y1 fails too. However, in Figure 5b
three nodes {y1, y2, y3} will stop working, by the x2 failure.

Figure 5. Impact of dependency; (a) IoDx1 = 1 and (b) IoDx2 = 3.

3.6.2. Susceptibility of Dependency (SoD)

Susceptibility of dependency shows how much the operability of one node in a
subsystem is depending on the operability of other nodes in another subsystem. For each
component in a subsystem, the more links a node receives, the higher level of susceptibility
it has.

Assume that we are interested in computing the SoDInter of pj from the first subsystem.
According to the inter-dependency part of the MDSM, we simply need to count the number
of links incident upon pj from the second subsystem, which is represented by the imaginary
number ”i” (see Equation (9)).

SoDInter(pj) =
c

∑
i=1

Im(ci, pj) (9)

As shown in Equation (10), SoDIntra of the jth node from the first subsystem (i.e.,
pj) counts how many times the real number ”1” is shown in the jth column of the intra-
dependency part of the first subsystem in the MDSM.

SoDIntra(pj) =
p

∑
i=1

Re(pi, pj) (10)

Likewise, for those nodes that belong to the second subsystem in the MDSM (i.e., cj),
the SoDInter(cj) and SoDIntra(cj) is calculated based on the following equations:

SoDInter(cj) =
p

∑
i=1

Re(pi, cj) (11)

SoDIntra(cj) =
c

∑
i=1

Im(ci, cj) (12)

As an example, the SoDInter of p6 in Figure 2, is equal to 3, because three links from
{c1, c2, c3} towards p6 exist. In line with Equation (11), the value of SoDInter(c1) in Figure 2,
is equal to 2 (i.e., SoDInter(c1) = 2).

Indeed, the susceptibility of dependency is a useful parameter from both the defender
and attacker point of view. For example, suppose that an attacker tends to target a highly
protected node x1 in Figure 6. Due to the cost of the attack, the attacker may alternatively
attempt to target node x1 through the x1’s neighbour nodes. In this case, with reference
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to Figure 6b the attacker could influence node x1 either through y1 or y2. However, in
Figure 6a there is only one option. As mentioned earlier, the more links a node receives,
the higher level of susceptibility it has. This parameter could be applied to investigate
attack surfaces in complex systems as well as to analyse and predict probable attack paths.

Figure 6. Susceptibility of dependency; (a) SoDx1 = 1 and (b) SoDx1 = 2.

3.6.3. Weight of Dependency (WoD)

In general, SoD and IoD measure that how many components in a system are affected
by or impacted on other components because of the presence of a dependency in a system.
However, the strength of dependency differs with its type. An interdependency in a system
has a higher impact compared to a dependency. That is because if a node at one end
of an interdependency fails or one of the mutual dependency links stop working, the
corresponding node at the other end might not act properly, and the response would not
be sent via the other link, i.e., the other link will also fail.

An interdependency has the potential of making common cause failure or even
cascading failures to form a closed-loop in the system, which can continuously oscillate the
values and states of the connected components. This would be more clear from the security
perspective.

Accordingly, the weight of dependency which is assigned to an interdependency is α
times greater than that of a dependency. Parameter α is defined as a power of 2, α = 2n,
in which n could be adjusted based on the importance of interdependencies for specific
purposes and domains, but in general, it is defined as follows:

(Dependency) : n = 0→ α = 1

(Interdependency) : n = 1→ α = 2

3.6.4. Criticality of Dependency (CoD)

Each system or subsystem consists of several components whose functionality highly
affects the performance of the entire system; these are known as the critical components.
To enhance the reliability of systems, we always try to keep the critical components away
from any failures or unsecured connections and various methods have been proposed
to identify critical components. However, once these components are identified within a
system, it is still essential to protect them from potential vulnerabilities that might arise
as a consequence of connecting new components or subsystems to the main system. It
is precisely at this point that MDSM could be of great aid in modelling connections of
a system-of-systems, and provide a clear view of these critical components in terms of
connectivity. Based on that, Criticality of Dependency (CoD) measures how close a critical
component from one subsystem is to components of the other subsystem. The CoD along
with other proposed parameters, SoD, IoD and WoD, will help one to study the properties
of dependency links in a system-of-systems and investigate whether these connections
might threaten the critical components of the system and increase the risk.

In the following examples, we measure the first order of the CoD which shows
whether there is a direct connection between a component in one subsystem and a critical
component in another subsystem, or not. Imagine that c1 is identified as the critical node
of the second subsystem in Figure 2. Then, because of the connection between {p6, p7} in
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the first subsystem with {c1}, the CoD of these two components are not zero, which means
CoDP6 = 1 and CoDp7 = 1.

Depending on the level of the accuracy needed to determine the CoD in a system,
it is also possible to consider the value of criticality of components in a system instead
of having a binary view. Now for a non-binary example, suppose that c1 and c3 are both
critical nodes of the second subsystem and it has been defined that the role of c1 is three
times more vital than c3. In this case, the CoDp6 and CoDp7 would be determined as 3 and
4, respectively.

The parameter CoD along with other proposed parameters, SoD, IoD and WoD,
will help one to study the properties of dependency links in a system-of-systems and
investigate whether these connections might threaten the critical components of the system
and increase the risk. In summary, parameters SoD and IoD not only detect the dependent
links between subsystems, but also help to evaluate the importance and the impact of those
links when compromised, while CoD and WoD describe the properties of each dependency.

4. Higher Order of Dependency in System-of-Systems

As discussed earlier, coupling different systems and infrastructures might increase
the vulnerability, as one failure in a system could lead to another failure in the other
system and this process could continue back and forth until all connected components,
and subsystems fail. Recent blackouts in the US [2], and Italy [60] and their severe impacts
are concrete examples of such a cross-sectoral cascading failure in the interconnected
infrastructures. These power outages and similar crises in recent years have raised many
questions regarding the effect of different types of connections, and the impact of systems
rewiring in improving the resilience of the interdependent infrastructures.

In Section 3, four parameters were introduced to extract different characteristics of
connections in CPSs. Nevertheless, evaluation of the multi-order of dependency in such
interconnected systems could provide a more precise picture of interactions, dependencies,
and cascading effects. For these reasons, we define the Higher order dependency (HoD)
as a parameter to analyse a system not only based on the direct interactions, but also by
considering the chain of dependencies, the impact of the structure of systems, and the effect
of all the components in complex systems. To further improve the depth of analysis, HoD
could be applied along with the other parameters of dependency. To define the concept of
higher order dependency we use the terminology of Graph Theory in [61]. In the directed
graph D, for all integer p, Np

D(xi) denotes the pth out-neighbourhood node xi. For instance,
if node xi has a direct connection with nodes {xj, xk}, then the first out-neighbourhood
xi is defined as N1

D(xi) = {xj, xk}. Furthermore, if node xj is connected to xl , the second
out-neighbourhood node xi will be N2

D(xi) = {xl}. Indeed, the pth out-neighbourhood
of one node represents the pth order of dependency for that node. The higher order of
dependency for node xi is determined as follows:

xi → xk| (First Order)
xi → xj → xl | (Second Order)
where the first order of the chain of dependency for xi includes two nodes {xj, xk}

and the second order only has one node {xl}.
The Breadth-First Search (BFS) is an algorithm that could be applied to extract the

higher order of dependency. The BFS explores and extracts all the neighbour nodes of each
node in a system. In the worst-case, the time complexity of this algorithm is O(|V+ A|) and
the required space for saving the result is O(|V|) [61]. Based on the level we wish to explore
the order of dependency in a system, the time complexity of applying this algorithm to
extract the chain of dependencies varies, but in the worst case will be O(|V + A|). Note
that V and A are the numbers of nodes and links in a system, respectively.

One approach to compute the value of the HoD is to add together the value of each
order. In this case, each order of dependency in the chain of dependency with the length n
has the same impact. However, the effect of dependencies in a system tends to decrease
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with an increase in distance [26]. This will be further explained with the case study in
Section 5.

Kotzanikolaou et al. [26] utilized multi-order dependencies to investigate the effect
of disruption to interconnected infrastructures. They proposed an equation to compute
the cumulative dependency risk based on likelihood and impact considering the chain
of dependency among different systems. Here we modify their equation to compute the
nth-order of dependency without considering the concept of risk. Let Y0 → Y1 → ...→ Yn
be a chain of dependency of length n. Then, according to [26], the nth-order of outgoing
dependency of Y0, denoted as Dn

Y0
, is computed by:

Dn
Y0

=
n

∑
i=1

(
i

∏
j=1

DYj−1,Yj) (13)

where DYj−1,Yj is a link between two elements, Yj−1 and Yj. For example, based on
Equation (13), the 3rd-order of outgoing dependency of Y0 is computed as: D3

Y0
=

DY0,Y1 + DY0,Y1 .DY1,Y2 + DY0,Y1 .DY1,Y2 .DY2,Y3 . Here, the term DY0,Y1 .DY1,Y2 denotes that Y0 is
connected to Y2 through the two links DY0,Y1 and DY1,Y2 . Therefore, considering the Equa-
tion (13), multi-order dependencies for each element comprise n times of the first order of
dependency, n− 1 times of the second order of dependency and so on. For simplicity, we
can rewrite Equation (13) as follows:

HoDxi = nN1
D(xi) + (n− 1)N2

D(xi) + ... + Nn
D(xi) (14)

Here, n defines the order of dependency. Equation (14) can be applied in different
cases to measure the risk, impact and susceptibility by considering the chain of dependency.
Unlike [26], all the feedback loops between two subsystems are considered in our study as
those are part of the system structure. We will apply the higher order dependency and will
discuss the result in Section 5.

5. Case Study

In this section, we analyse the proposed dependency parameters based on the micro-
distribution network that was developed on the basis of a real French distribution network
with 14 power-bus, called G2ELAB 14-Bus. This system includes both Electric Power
System (EPS) and the ICT system (see Figure 7), and has been broadly used in related
studies [33,62,63]. Although the advantages of MDSM as a graphical model could be
recognized better in large scale systems, this system has been chosen for educational
purposes and for allowing the comparison of our results with those in previous works.

In the test system, the EPS (first subsystem) includes 14 power buses, 7 distributed
generation sources, 17 lines, 9 loads, and 3 transformers HV/MV and the ICT system
(second subsystem) consists of 1 Wimax BS, 5 multiplexers, 3 routers [33,62]. For the sake
of simplicity, the digraph of this system is shown in Figure 8, where red circles represent
the electrical nodes that belong to the physical part (first subsystem) and nodes of the cyber
part (second subsystem) are depicted in blue colour.

Sanchez et al. [62] modelled this system as undirected and directed graphs and
measured the Betweenness Centrality and Efficiency of nodes for both perspectives to
identify the system vulnerabilities. Later, Milanovic et al. [33] followed the same approach
and modelled the system as unidirectional and bidirectional graphs to compute the Node
Degree and Efficiency of different types of connections (see Equations (1)–(4) in Section 3) by
utilizing complex numbers. The authors also proposed a three-dimensional interconnected
model to represent the connections between interconnected ICT and EPS. However, to
show the interaction between the two interconnected systems, their model needs two
separate matrices. Besides, they asserted that owing to assigning different values such as
1, i, and 1+i to each type of connections in the system, the computational complexity of
the method is relatively high. On the contrary, our proposed MDSM can be applied to
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modelling unidirectional graphs, bidirectional graphs as well as complex systems with
hybrid graphs. Moreover, the usage of complex numbers in MDSM is quite different from

previous works. In a nutshell, all of those linkages a =
→

〈u, vs.〉, either inter-dependency or
intra-dependency, which originated from the second subsystem are shown with i, while
different types of dependency are recognized based on their predefined position in MDSM.

Figure 7. Network structure extracted from a real French distribution network, G2ELAB 14-Bus [33].

Figure 8. Digraph of the test system.

Based on the topological data of the system, we first construct the MDSM and utilize its
dependency part to compute the dependency parameters. The digraph of the dependency
part is also depicted in Figure 9 to facilitate the understanding of the interdependency and
of the closed-loops that exist between the two subsystems.

Figure 9. Digraph of the dependency part in MDSM of the test system.

Milanovic et al. [33] argued that the importance of each node in a system can be mea-
sured by means of the node degree. Therefore, they computed the node degree of the ICT
and EPS components of the test system and concluded that nodes {2, 14, 16, 19, 20} are the
most important ones. Unlike previous works, the degree distribution of each node in our
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proposed method is divided into four distinct parts, {SoDInter, SoDIntra, IoDInter, IoDIntra},
which helps to identify the characteristics of each connection and the role of the correspond-
ing nodes in a system. In our method, the total SoD (i.e., SoDInter + SoDIntra) and the total
IoD (i.e., IoDInter + IoDIntra) of each node indicates the total number of its inbound and
outbound links. Adding these two parameters, the total SoD and the total IoD is equal to
the node degree. Figure 10 shows the node degree of each node in the test system.

Figure 10. Node degree of the test system: {SoDInter + SoDIntra + IoDInter + IoDIntra}.

Nodes 2 and 19 were identified as remarkable nodes in terms of node degree by the
authors in [33], which complies with the values shown in Figure 10. However, referring to
the values of {SoDInter, SoDIntra, IoDInter, IoDIntra} in Figure 10, nodes 2 and 19 are mainly
important nodes in their own subsystems, not in the interaction between two subsystems.
To make it more clear, Figure 11 depicts SoDInter and IoDInter of the test system and reveals
that indeed nodes {14, 16, 20, 22} play significant roles in the interaction between two
subsystems. In contrast to previous works, our proposed parameters can be applied to
distinguish between the attributes of dependencies within a complex system, and between
the subsystems of a complex system to identify hidden impacts and vulnerabilities.

Figure 11. SoDInter and IoDInter of the test system.

The values of SoDInter and IoDInter of the test system provide more details of the
system connectivity. For instance, for all nodes {5, 7, 10, 14, 15, 17, 18} in Figure 11, the
value of SoDInter is equal to the value of IoDInter. In other words, the number of inbound
and outbound links of each of those nodes is the same. This might be a sign of closed-
loop/interdependency in the system, as we know that for interdependency between
two nodes, if those nodes are isolated, each node has the same number of inbound and
outbound links. However, in complex systems, one cannot simply rely on the value of
SoDInter and IoDInter to identify the interdependencies or closed-loops; one would need
more information on the properties of connections.

As explained in Section 3, WoD can be applied to measure and to reflect on the
properties of dependencies. To this end, the corresponding value of each link based on its
type of dependency is taken into account to compute the values of IoDInter and SoDInter
of each node. The Weight of Dependency of IoDInter and SoDInter of the test system is
computed and illustrated in Figure 12. Based on Figure 12, measured values of the WoD
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confirm that each of the nodes {5, 7, 10, 14, 15, 17, 18} is part of a closed-loop. Furthermore,
to be more specific, these are the end users in closed-loops, which means that these nodes
have no other incoming or outgoing links connected. As an example, based on Figure 11
node 7 has two links, and the WoD of each link in Figure 12 is equal to 2, which clearly
shows that node 7 has an interdependency.

Apart from interdependencies, the values of the SoDInter, IoDInter and the correspond-
ing WoD of each node can be applied to extract the properties of the system connections. For
instance, suppose that we wish to analyse the type of dependency of node 22, in the interac-
tion between two subsystems. According to Figure 11, SoDInter(22) = 1 and IoDInter(22) =
3, and Figure 12 shows that WoD(SoDInter(22)) = 2 and WoD(IoDInter(22)) = 4. Refer-
ring to Section 3, we showed that the value of WoD for an interdependency is equal to
2. Here the weight of dependency for one single link SoDInter(22) is equal to 2, which
confirms that this link is part of a mutual dependency, i.e., an interdependency. For this
reason, node 22 has one interdependency that consists of one IoDInter and one SoDInter,
and two dependency links, i.e., 2IoDInter because the WoD of these two links is equal to 2:

SoDInter(22) = 1,WoD(SoDInter(22)) = 2→ (1 Interdependency)

IoDInter(22) = 3,WoD(IoDInter(22)) = 4→ (1 Interdependency+ 2 Dependency)

The results obtained from the analysis of WoD, IoDInter and SoDInter are consistent
with Figure 9. Therefore, the values of IoDInter, SoDInter, and the corresponding WoD of
each node can be used to extract the properties of systems’ connections. These features
were not studied in previous works.

Figure 12. Weight of dependency for SoD and IoD of the test system.

In Section 3, we also argued that higher order of dependency (HoD) can provide a
deeper understanding of interactions between the system components. To evaluate that, the
third order of dependency for SoDInter and IoDInter of the test system is measured based
on Equation (14), in which n = 3; the result is depicted in Figure 13. To date, based on the
measured values shown in Figures 11 and 12, we showed that nodes {5, 7, 10, 14, 15, 17, 18}
are the end-users of the closed-loops that exist in the test system.
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Figure 13. Higher order of dependency for SoD and IoD of the test system.

Notably, Figure 13 shows that even in the third order of dependency, the values of the
SoDInter and IoDInter of nodes {5, 17} are still equal. This means that nodes {5, 17} form
an isolated closed-loop in the system, in which both of these nodes are the end-users.

In addition, the nodes {3, 4, 6, 9, 11, 12, 13, 19, 23} in Figure 11 have either the value
of SoD or the value of IoD. Due to the fact that the values of the IoDInter of nodes
{3, 4, 6, 9, 11, 12, 13, 19} are equal to zero in Figure 13, these nodes are absolute receiver
nodes in the interdependent part of the system. Likewise, given that the value of
SoDInter(23) = 0 in Figure 13, node 23 is only a sender. If any of the absolute receiver nodes
{3, 4, 6, 9, 11, 12, 13, 19} in one subsystem fails, the other subsystem will not be affected (see
Figure 9). To make it more clear, we remove each node of the test system and calculate
the number of nodes that will be influenced by this removal. The result is depicted in
Figure 14. In summary, Figure 14 highlights that removing the nodes with HoD(IoDInter) =
0 will cause no change in the interdependent part of the system while removing nodes with
the higher value of HoD(IoDInter) has a major impact on the connectivity of other nodes.

Taking the higher order of dependency into consideration helps us to better under-
stand the importance of links, and the role of nodes between two subsystems; this is of
high value for risk management in complex systems.

Figure 14. Number of affected nodes by removing each nodes of the test system.

The last parameter to investigate on the test system is the Criticality of Dependency
(CoD). Based on the betweenness centrality and efficiency, Sanchez et al. [62] stated that
nodes {1, 2, 20, 15, 19} are vital nodes within this test system. In a follow-up paper [33], the
authors expanded the study and introduced {2, 5, 8, 9, 16, 19, 20} as critical nodes based
on the Node Degree and weighted Efficiency. Aligned with these papers, a recent study
conducted on this system ranked the criticality of each node based on the aggregation of
three metrics that measure the importance of each node and its connected links in the entire
system [63].

All these recent studies attempt to identify critical components in a complex system,
while our purpose here is to determine the critical dependencies between two subsystems.
The CoD in a system-of-systems assesses how close one node in a subsystem is to the
critical nodes of the other subsystem; this allows us to identify potential vulnerable areas

90



Sensors 2021, 21, 1685 19 of 23

for further investigation. Indeed, once the CoD of a system-of-systems is measured, then
we can concentrate on the analysis of other features such as the susceptibility or the impact
of those dependencies that have a higher value of CoD in the system, and consequently take
proper action to control the consequences, and reduce the risk based on that information.

To compute the Criticality of Dependency (CoD) of the test system, we utilize the
ranking presented in [63], as it covers all the nodes of the system. Figure 15 displays the
criticality of each node, the CoD, and the third order of dependency for the CoD.

Figure 15. Criticality of nodes, CoD and higher order of dependency for CoD of the test system.

Regarding Figure 15, identified critical components in a system are not necessarily
those components that have the main role in connecting two subsystems. It should be
noticed that when two well-designed and secure systems are merged, the outcome is a
system-of-systems in which even less important components of each subsystem might turn
to critical components, because of the new linkages. For example, in Figure 15 although
node 14 has been not identified as a highly critical node in the test system, its value of CoD
indicates that node 14 has a close connection with critical nodes of the system. According
to Figure 7, node 14, which is a bus in the first subsystem, is connected to node 20, the
main ICT router and the most critical node in the second subsystem. Likewise, {8, 23}
are two other nodes with the noticeable value of CoD in Figure 15, which are connected
to the critical nodes 19 and 8 (from the other subsystem), respectively. As depicted in
Figure 9, apart from the interdependency between nodes 14 and 20, these nodes along with
nodes {12, 13, 22} form a local loop; this implies the existence of a vulnerable zone in the
system-of-systems. In case that an event adversely affects the functionality of a node and a
higher order of dependency turns back to that node, a feedback effect forms in the system
which will influence other nodes as well and will exacerbate the total impact of the initial
event. Analysis of the higher order of CoD in systems helps us to identify these vulnerable
local loops.

The chain of dependency for node 14 shows a direct connection between node 14
(parent) and nodes {20, 22} (children) as the first order of dependency, i.e., 14→ [20, 22].
The second order includes the connections of the children of node 14 which are 20 →
[3, 9, 12, 13, 14] and 22→ [12, 13, 14]. Among the children of the second order only node 14
has further linkages. Therefore, the third order contains the connection between node 14
(as a child in the second order of dependency) and {20, 22}. The chain of dependency for
node 14 is as follows:

14→ 20→ 3× |
14→ 20→ 9× |
14→ 20→ 12× |
14→ 20→ 13× |
14→ 20→ 14→ 20|
14→ 20→ 14→ 22|
14→ 22→ 12× |
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14→ 22→ 13× |
14→ 22→ 14→ 20|
14→ 22→ 14→ 22|

The desired length for extracting the chain of dependency could be adjusted depending
on the scale of the system.

In addition to the test system discussed in this section, we developed several test
systems with different, large numbers of nodes, in order to evaluate the scalability of the
proposed method. All the tests were performed using Matlab R2020a with an Intel Core
i7 2.11 GHz processor with 16 GB RAM. To ensure the accuracy of the result, each test
was iterated 20 times and both average time and the maximum time recorded. Table 2
demonstrates the outcomes of this analysis. The run times reported in Table 2 show that
MDSM can be effectively used to extract the characteristics of dependencies in large scale
Cyber–Physical systems.

Table 2. Running time for computing dependency parameters considering the third order of dependency.

Number of Nodes Avg. Time (per Second) Max. Time (per Second)

50 0.0049308 0.016134
100 0.0224031 0.10466
500 0.10141165 0.187021

1000 0.40492025 0.440655
5000 29.62836675 30.875652

6. Application of Dependency Analysis

Developing a simple model to characterize the structural properties of CPSs such as
the interdependencies between subsystems, is of paramount importance to understand
and predict the behaviour of systems. What is more interesting is that such a model can be
used to extract the chains of influence across multiple subsystems, thereby assisting the
vulnerability analysis [64]. As mentioned earlier, MDSM is an intuitive method that can
be used for modelling different types of system architectures to display the connections
between subsystems within one complex system or the interactions between two critical
infrastructures.

MDSM enables system designers and decision-makers to analyse the characteristics
of connections inside CPSs to extract dependencies and interdependencies within these
systems, to examine a variety of hypothetical scenarios and to anticipate different types of
failures that might expand through these links across the entire system.

Dependency parameters of MDSM provide a valuable perspective on the impact of
interdependency between subsystems and show how the failure of one subsystem has a
domino effect on the others. MDSM provides deep insights into the behaviour of complex
CPSs and contributes to system design and recovery as well as to the identification of
potential failures and vulnerabilities, security enhancement strategies and risk mitigation.
In short, extracting dependency relations in CPSs contributes to satisfying the following
objectives:

• Identification of hidden vulnerable zones and dependencies among subsystems.
• Investigation of cascading failures based on the dependency chain inside the systems.
• Analysing the severity and impact of probable failures.
• System design modification in order to mitigate dependencies and consequent failures.
• Developing the system recovery and protection strategies.
• Enhancing the resilience of complex systems.
• Improvement of system security and safety.
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7. Conclusions

In this paper, we proposed the Modified Dependency Structure Matrix (MDSM) to
identify, demonstrate and analyse the characteristics of connections in large scale Cyber
Physical Systems. MDSM is a graphical method which aims to provide a compact per-
spective of inter-dependencies and intra-dependencies that exist between subsystems of a
complex system. The dependency parameters introduced in this method, namely Impact
of Dependency (IoD), Susceptibility of Dependency (SoD), Weight of Dependency (WoD)
and Criticality of Dependency (CoD) provide quantitative measures to determine the char-
acteristics of dependencies among components and subsystems. Unlike previous works,
by applying the concept of chain of dependency, MDSM can evaluate the role of each
connection in the higher order dependencies and provide a comprehensive perspective
regarding the importance of each connection. In general, dependency parameters help to
design more reliable and secure complex systems by protecting the critical nodes of each
subsystem from vulnerable nodes of the other subsystems and manage this distance by
utilizing the chain of dependency at the desired level. The quantitative value of the depen-
dency parameters provides a better view for system designers to modify the architecture of
systems, and it helps decision-makers to enhance the security of the system by allocating
the budget to more vulnerable zones. As discussed in Section 6, the possible applications
of MDSM both as a graphical model and for acquiring dependency parameters are quite
many. Among possible options, in future works, we will mainly focus on improving risk
management methods as well as developing an attack path analysis model based on the
interdependency analysis of CPSs.
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Abstract
A cyber-physical attack is a security breach in cyber space that impacts on the physical environment. The number and diversity
of such attacks against Cyber-Physical Systems (CPSs) are increasing at impressive rates. In times of Industry 4.0 and Cyber-
Physical Systems, providing security against cyber-physical attacks is a serious challenge which calls for cybersecurity risk
assessment methods capable of investigating the tight interactions and interdependencies between the cyber and the physical
components in such systems. However, existing risk assessment methods do not consider this specific characteristic of CPSs.
In this paper, we propose a dependency-based, domain-agnostic cybersecurity risk assessment method that leverages a model
of the CPS under study that captures dependencies among the system components. The proposed method identifies possible
attack paths against critical components of a CPS by taking an attacker’s viewpoint and prioritizes these paths according to
their risk to materialize, thus allowing the defenders to define efficient security controls. We illustrate the workings of the
proposed method by applying it to a case study of a CPS in the energy domain, and we highlight the advantages that the
proposed method offers when used to assess cybersecurity risks in CPSs.

Keywords Cyber-physical systems · Attack path analysis · Risk assessment · Safety · Security · Industrial control systems ·
Industry 4.0

1 Introduction

The merging of Information and Communication Technol-
ogy (ICT) with Operational Technology (OT) has formed
Cyber Physical Systems. The advantages of this merging in
the monitoring and control of traditional industrial control
systems notwithstanding [1], the interdependencies between
the cyber and the physical parts of CPSs cause new types
of cybersecurity risks, as cyber components may adversely
affect the physical environment, thereby increasing safety
risks. For instance, in the Maroochy attack, by leveraging
the cyber parts of the Maroochy county water service, an
attacker gained remote access to the control system which
enabled him to affect pumping stations [2]. He gradually
discharged 800,000 L of raw sewage into the river; this had
a severe impact on nature reserves, on wildlife, as well as on
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the local population. Stuxnet [3] and attack to Florida water
treatment plant [4] are two other examples of cyber-physical
attacks.

In a CPS, unexpected events mainly stem from the overly
convoluted connections and interdependencies among its het-
erogeneous components. Castellanos et al. [5] shed light on
the new risks that direct and undirect dependencies between
cyber and physical components bring to Industrial Control
Systems (ICSs) that form the core of cyber-physical sys-
tems. These dependencies further accentuate when the CPS
is a system-of-systems. Alcaraz et al. [6] also reviewed the
emerging challenges of protecting industrial control systems
and pointed out the fact that the differentmindsets between IT
andOT operators regarding the security risk in CPSs is one of
the main reasons that these dependencies are still neglected.

The diversity of assets and of the interactions among
them in a CPS is an additional reason why traditional risk
assessment methods are not able to identify cyber physical
attacks, as the scope of analysis in these methods is limited
to pure IT systems. Recent works have proposed merging
previously developed security and safety risk assessment
methods. However, these integrated methods do not address
the cyber-physical and physical-cyber interdependencies in
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the assessment, as the constituents have been developed sep-
arately, with focus on either the physical or the cyber facets
of CPSs. Indeed, traditional CPSs were built as physically
and logically isolated systems, air-gaped systems, with no
security mechanisms in place except for physical security
measures. Later, these systems were gradually augmented
with networking functionality and could connect to the Inter-
net and provide remote monitoring and control [7].

Cyber-physical systems are known as complex systems,
and this characteristic mainly stems from the multiple types
of connections, different system topologies and various struc-
tures of subsystems in a cyber-physical system. Moving
toward Industry 4.0 will significantly increase this complex-
ity. Consequently, systems comprising identical assets may
face different security risks. As a result, risk assessment
should focus on the interactions and relations between the
assets of a CPS rather than merely on the assets themselves.
This requires a precise investigation from the physical field
devices up to the cyber management systems to cover every
aspect of the system; in other words, an “end-to-end” inves-
tigation is required to cover both IT and OT with a unified
approach.

The IEC TS 62351-1:2007 standard [8] states that pro-
viding 100% security for each system component not only
counts as a costly and impractical solution, but also might
discourage enterprises attempting to utilize security mecha-
nisms. Therefore, risk assessment methods for CPSs need to
pay special attention to increasing the efficiency and avoid-
ing unnecessary analysis that is of no value to enhancing
the security of the system. Wang et al. [9] also stated that
attacks to CPSs have unique characteristics, as adversaries
have a clear attack target and aim to damage the operational
part of the systems to different extent. As a result, improv-
ing the security of CPSs highly depends on extracting the
sequence of attack steps toward the adversaries’ target. This
implies that risk assessment methods in CPSs should fol-
low a goal-oriented approach, to enhance effectiveness and
improve accuracy.

One approach to conduct an end-to-end risk assessment is
to leverage attack path analysis [10]. An attack path specifies
an attack scenario and a sequence of assets that can be used
by attackers to reach to their goal. Indeed, each attack com-
posed of different phases thatmust be proceed step-by-step to
reach its final objective, known as “kill chain” [11]. In other
words, each attack could be seen as a chain of dependency.
Therefore, to prevent the attacker from reaching its goal and
influence the system, it is enough to break the linkages of this
chain. Only one disruption in the attack path can protect the
system. Accordingly, a new notion for an “end-to-end” pro-
tection can be defined, in which the “end-to-end” safety and
security implies the absence of a dependency chain between
the two corresponding components. In this case, security and
safety flaws of individual assets are accepted as long as adver-

saries cannot leverage them to make a semantic path within
the system. However, attack path analysis is an IT-related
methodwhosemain focus is to understand howattackers gain
access to their victim asset and which vulnerabilities can be
exploited on which assets. Cyber-physical systems are dif-
ferent in nature; this should be considered when developing a
method based on attack path analysis. Besides, the emerging
cyber-physical attacks have shown that in many cases adver-
saries attempt to interrupt the physical process of the system
or to damage physical components that are supposed to be
isolated by air gaps [12–14]. Unlike IT systems, affecting the
functionality of industrial control systems is most often the
target of complex cyber attacks in CPSs. Therefore, a unified
IT&OT risk assessment, i.e., a general risk assessment of a
CPS, requires the contribution of OT experts to clear the goal
of potential attacks toward field devices on one hand, and of
IT experts to provide a complete picture of how an attacker
might be able to reach their target component and affect the
system on the other.

Acknowledging the advantages of leveraging attack path
analysis to draw a clear picture of possible attacks against a
CPS and considering the specific attributes of CPSs, in this
paper we propose a novel, dependency-based risk assess-
ment method. The method first identifies the critical assets
of the system and then, discovers chains of dependencies
between pertinent assets that might be leveraged by attackers
to reach their target. Theproposedmethod is a comprehensive
method that considers both the topological and functional
relationships between the system components as direct and
hidden dependencies within the CPS, to provide a holistic
risk assessment. It utilizes Bow Tie modeling for visualizing
security risks to facilitate the collaboration between IT and
OT experts in CPSs and assists the defenders in understand-
ing the intention of attackers, thus guiding them to employ
relevant approaches to mitigate the accordant risks. It also
helps defenders to discover those potential attack paths that
may be created in case of a zero-day vulnerability. The pro-
posed method is domain-agnostic and has been developed to
cover all CPSs in different domains, such as Maritime, Avi-
ation and Energy. In this work, we showcase the workings of
the proposed method in a case study of a CPS in the energy
domain, as an example.

The main contribution of this paper is as follows: We pro-
pose a dependency-based risk assessment method to extract
goal-oriented attack paths in CPSs that considers cyber-
physical and physical-cyber interdependencies within the
systems. The proposed method:

– Facilitates the collaboration between IT and OT experts
to identify unwanted events from both safety and security
perspectives based on the Bow Tie model.
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– Reveals complex cyber-physical attacks by employing
backtrack analysis to understand the intention of attack-
ers.

– Improves the effectiveness of attack path analysis by
replacing blind analysis with goal-oriented backtrack
analysis.

– Is a realistic method to compute risk and to assess Like-
lihood and Impact based on metrics that cover both IT
and OT requirements.

The remainder of the paper is organized as follows: Sect. 2
reviews the related work. We describe the proposed method
in Sect. 3, and a case study to expound the application of
the proposed method is presented in Sect. 4. We discuss our
findings in Sects. 5 and 6 summarizes our conclusions and
indicates directions for future work.

2 Related work

A wealth of security risk assessment methods applicable to
general purpose IT systems exists [15]. Even though sev-
eral of these methods can be and have been applied to Cyber
Physical Systems, they cannot accurately assess cyber risks
related to CPSs [16]. Among different methods, threat mod-
eling approaches such as STRIDE [17], Factor Analysis
of Information Risk (FAIR) [18] and OCTAVE [19] have
been applied to assess risk in CPSs operating in various
domains. Combining two or more methods, mainly STRIDE
and CVSS, is also a common approach to achieve better per-
formance [20].

Alcaraz et al. [6] reviewed the emerging challenges of
protecting industrial control systems and pointed to the
urgent necessity of developing new mechanisms and recom-
mendations. The authors argued that the integration of old
technologies such as SCADA systems with modern commu-
nication networks and the different mindsets of IT and OT
operators regarding the security risk is the core underlying
factor that escalates these challenges and affects the security
of the systems. In a follow-up paper, the authors studied dif-
ferent aspects of control systems in CPSs and concluded that
OT assets such as RTUs and Data historians are of the most
targeted and vulnerable assets in a CPS due to the fact that
targeting these components not only imposes risks to sen-
sitive information but also to the operational activities and
processes in the system and all the dependent subsystems.

Cyber risk assessment methods for CPSs more often than
not are domain specific, as they need to take into account
safety as an impact factor additional to the “traditional”
impact factors of confidentiality, integrity, and availability.
This is why security and safety of CPSs are studied jointly. A
comprehensive survey of security and safety co-engineering
methods is provided in [21]. An overview of risk assess-

ment methods specific to the smart grid case is provided in
[22]. Kandasamy et al. [23] presented an overview of risk
assessment methods for the Internet of Things. A review of
risk assessment methods for SCADA systems is presented in
[24]. Threat and risk assessment techniques for the automo-
tive domain are reviewed in [25].

A number of approaches for risk assessment for CPSs,
published before 2015, are listed in [16]. The list is not
exhaustive, nor do the authors indicate how the listed works
were selected. Amore recent review of a few risk assessment
methods for CPS, from the perspective of safety, security, and
their integration, including a proposal for some classification
criteria was made in [26].

Recently, Stellios et al. [7] proposed a high-level risk
assessment approach for IoT-enabled cyber-physical systems
with the emphasis on the identification of attack paths and
explained the necessity for considering connectivity attack
paths and functionality attack paths in CPSs. However, their
work is limited to guidance, without any technical detail or
case study.

Existing risk assessment methods for CPSs consider only
the cyber or the physical part of the system, while cyber-
physical and physical-cyber interdependencies are by and
large left unattended. For example, Homer et al. [27] only
considered the cyber parts of the system, while the authors
in [28] focused on the physical parts. This is despite that, as
Krotofil et al. [29] showed, attackers can leverage the physics
of the process underlying a CPS to conduct their attack. The
same authors suggested that when defining security mea-
sures, the physical process layer should be considered as
well. As mentioned in [30], a holistic approach to studying
the cyber physical systems is required which can handle the
complex coupling between the physical process and the IT
infrastructure.

However, to the best of our knowledge, a risk assessment
method that satisfies this requirement has not been proposed.
The method proposed in this paper addresses this research
gap. Indeed, unlike existing methods, the method proposed
herein facilitates the analysis of the entire cyber-physical sys-
tem, for each unwanted event. Thus, it provides a clear picture
of involved parts of the system and reveals the hidden depen-
dencies and the potential infiltration points across the system.

3 Risk assessment methodology

This section describes the structure of the proposed risk
assessment methodology. As shown in Fig. 1, the proposed
method is divided into four phases. To conduct a holistic
risk assessment for cyber-physical systems, we first need
to model the system, to find connections and dependencies
between the system components; this is done in Phase I. This
will facilitate the identification of dependency chains and

123

99



A. Akbarzadeh, S. K. Katsikas

the use of the bow-tie methodology which will be described
later, in Phase III. Once we have modeled the system, we
identify and rank the criticality of the system components,
as the proposed method begins the risk analysis with the
vital components; this is done in Phase II. Considering the
numerous components that constitute a CPS, in particular
a large-scale cyber-physical system, this approach enhances
efficiency and enables system owners with limited informa-
tion and resources to apply the proposed risk assessment
method only to critical components in their system; how-
ever, a complete analysis is always recommended. In Phase
III, for each target component selected according to the result
of Phase II, we perform a depth-first search to extract depen-
dency chains. Then, we identify all unwanted events for the
target components and investigate whether each extracted
dependency chain can actually lead to that unwanted event.
It is worth mentioning that the main goal of this phase is
to enable both IT and OT operators to investigate the pre-
conditions that can lead to a specified unwanted event, from
both a safety and a security perspective. Additionally, as the
unwanted events can affect both the safety and the security
of a system, it is required to consider the risk from both
perspectives. Risk is generally computed based on the Like-
lihood of an event occurring and the resulting Impact of the
event. Therefore, to calculate risk, we collect pertinent met-
rics tomeasure Likelihood and Impact form both a safety and
a security perspective. This will be described in further detail
in Phase III. Finally, after computing the risk of each identi-
fied dependency chain, we rank the results. In the following,
we describe each phase in more detail.

3.1 Phase I: Model the system

Presenting a comprehensive model of a CPS appropriate
for assessing cybersecurity risks requires capturing both the
topological and functional aspects of the system. Therefore,
the first step is to capture the connections within the system
and identify the cyber and physical interactions in the sys-
tem which denote the data flows and the material flows in the
system, respectively. A method that has been widely applied
in recent works to model a CPS is graph theory [31,32].
Using graph theory, a CPS is modeled as a directed graph
G(V , E) in which V is a set of vertices (nodes) representing
the components of the system and E is a set of edges (links)
representing interconnections between the system compo-
nents.

3.2 Phase II: Identify and rank the critical
components in the system

The goal of this step is to rank the criticality of the system
components as potential targets for cyber physical attacks,
fromboth the system and the organizational perspective. This

Fig. 1 Proposed risk assessment method

provides a macroscopic view of the system components and
measures how important each component is, in case of acci-
dental failures or deliberate attacks.

At the system level, themethod presented in [33] is applied
to measure the criticality. According to this method, the con-
tribution of the system components, both the links and nodes,
in preserving the system functionality and connectivity is
evaluated. In more detail, the method of [33] utilizes the
ClosenessCentrality (CC) and two other novel graphmetrics,
namely the Tacit Input Centrality (TIC) and the Tacit Output
Centrality (TOC), to measure the importance of nodes and
links in a CPS. Then, by means of a multiple attribute deci-
sion making (MADM) approach, it aggregates these three
metrics into the so-called Z-index and ranks the components
of the CPS according to their criticality.
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At the organizational level, the assistance of the system
owners is required, as various factors such as economic effect
and environmental effect are involved in the determination
of the criticality. Indeed, at the system level, the main focus
is solely on the characteristics and roles of the components,
while at the organizational level, different aspects should be
considered, e.g., the cost of repair and maintenance of the
systemcomponents. Stakeholders assign oneof the following
values to determine the importance of each component at the
organizational level:

– 1: Low importance;
– 2: Medium importance;
– 3: High importance.

Since the organizational level criticality is measured qual-
itatively, it should be scaled properly before aggregatingwith
the result of the system level criticality. The overall critical-
ity of a component Xi is calculated based on Eq. 1, in which
COrg and CSys refer to the organizational level criticality and
the system level criticality, respectively.

CTotal(Xi ) = COrg(Xi )

max(COrg)
× max(CSys) + CSys(Xi ) (1)

3.3 Phase III: Dependency-based risk assessment

3.3.1 Extract dependency chains

Adversaries tend to target critical components in a sys-
tem. Therefore, this step aims to identify possible chains of
dependencies between the system components that might be
leveraged by attackers to reach their desire goal. In an ideal
situation, the risk assessment proposed in this paper begins
with the most vital components ranked in phase II and con-
tinues to the level of criticality that the system owners are
satisfied with. Clearly, it is possible to apply the method to
all components. As illustrated in Fig. 1, phase III begins with
selecting one of the critical components of the system as the
target node Xi . Next, all unwanted events UE(Xi ) that might
affect node Xi are identified. It should be noted that the term
unwanted event means top event in safety risk assessment
and incident in cybersecurity risk assessment [34].

Then, one of the unwanted events that can influence node
Xi is selected for further study (i.e., UE j(Xi )

). By performing
a depth-first search, all the non-circular dependency chains
that terminate at Xi are discovered.

In order to conduct the cybersecurity risk analysis along
with the dependency chain, we apply the concept of bow-
tie methodology. Since bow-tie modeling provides a visual
representation of the hazards/threats and corresponding
unwanted events, it can facilitate risk analysis in CPSs and
bridge the gap between experts with different backgrounds

Fig. 2 Bow-tie

Fig. 3 Investigation of relationships in a dependency chain

and knowledge (e.g., IT and OT). The bow-tie analysis has
been broadly used in safety risk management to identify root
causes and consequences of hazards. Bernsmed et al. [34]
applied bow-tie modeling to study the cybersecurity risks of
maritime navigational systems and provided a common ter-
minology for both safety and security risks which is adapted
in ourmethod. As depicted in Fig. 2, the right side of the bow-
tie in our work corresponds to unwanted events (UE j(xi )) that
might occur, the left side specifies the causes (FUE j ) that can
lead to these unwanted events, and the central knot marks the
asset under study (Xi ).

Assume that for the critical node Xi , UE(Xi ) = {UE1(Xi ),

. . . ,UEm(Xi )} are m possible unwanted events. To discover
the attack paths that target node Xi , we start from node Xi

and select the first unwanted event (UE1(Xi )). Then, we check
potential hazards and threats that can lead up to that event by
considering node Xi , node Xi−1 and link (Xi−1, Xi ) as the
corresponding attack surface of Xi (see Fig. 3).

If the cause of UE1(Xi ) is found (called FUE1), we move
one step to the left of the chain and repeat the same process
for the next node (i.e., Xi−1). FUE1 is any vulnerability or
failure mode that can cause UE1(Xi ). This process will ter-
minate when there is no cause and effect relation between
the neighbor nodes in a chain; the last node under the study
denotes the infiltration point into the system (Fig. 4).

Considering asset Xi , FUE j points to the pre-condition
j which, if met, will allow the post-condition (i.e., the
unwanted event) UE j(xi )

to occur. From the safety per-
spective, the pre-condition determines the failure modes
and considers damage to property including Xi , Xi−1

and link (Xi−1, Xi ), while the post-condition shows the
final effects and consequences of materializing each pre-
condition. From the security perspective, affecting the
confidentiality, integrity and availability is part of the pre-
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Fig. 4 Dependency chain and joint safety security risk analysis

condition, and the post-condition represents the goal of an
attacker when targeting Xi , Xi−1 or link (Xi−1, Xi ).

It is worth emphasizing that, unlike previous works, we
applied a backtracking approach to increase efficiency. Due
to the fact that the goal of the risk assessment is clear from
the beginning, here the attack paths and afterward the risk to
each target component Xi can be computed separately with
no need to investigate all the interactions and dependencies
within a system. This approach also enables operators to view
the system from the attackers’ perspective and detect new
attack paths that might exploit vulnerabilities that have been
neglected during the system design.

To make it clear, consider the simple graph of Fig. 5.
In this example, suppose that we are interested to detect
attack paths that terminate at X1 and cause UE1(x1)

. Here, we
assume that vulnerabilities and failure modes exist between
X7 → X3 → X1 and X12 → X9 → X5 → X1 that can be
leveraged by attackers and consequently lead to UE1(x1)

. Fol-
lowing the proposed method, we start the investigation from
X1 and move backwards to neighbor nodes {X3, X4, X5}.
Referring to the assumption, since there is no pre-condition
FUE j that can lead to UE1(x1)

from X5, investigation from
node X5 will be terminated and this node will be removed
from the list. The investigation continues until Path 1 and
Path 2 are found. Notice that in Path 2, although there is a
link between X12 and X13, the process of detecting attack
path terminates at X12 for the same reason explained ear-
lier. Now, imagine that one attempts to discover the same
attack paths by performing the straightforward approach. In
this case, s/he should discover all paths terminating at X1

and starting at the rest of nodes (i.e., {X2, X3, . . . , X14})
to make sure that all the attack paths have been extracted.
Therefore, not all identified attack paths will be related to
the target component X1 and the unwanted eventUE1(x1)

, as
follows:

X14 → X13 → X10 → X6 → X2

Fig. 5 A simple example of detecting attack paths

X14 → X13 → X12 → X9 → X5 → X1

X11 → X8 → X4 → X3 → X1

X11 → X8 → X4 → X1

X7 → X3 → X1

Notice that, although there are dependencies between the
components as depicted in Fig. 5, not all of them lead to
UE1(x1)

. Therefore, by determining the unwanted event and
moving backwards, our method prevents blind investigation
and can enhance the scalability and efficiency compared to
the previous ones.

3.3.2 Compute the risk

The last step of phase III is to compute the risk. The depen-
dency chain illustrated in Fig. 4 clarifies that a critical
component in a system will not be affected unless all the
pre-conditions of its pertinent dependency chains are ful-
filled. Accordingly, to compute the risk of each attack path
that may lead to UE j(Xi )

, the likelihood of that path being
possible to materialize should be calculated. Generally, the
probability of an unwanted event occurring (i.e., the Like-
lihood) multiplied by the magnitude of the consequences
(i.e., the Impact) of that event gives an estimate of the risk.
Thus, for critical node X0, risk of materializing an attack
path Xn → · · · → X1 → X0 with length n is calculated as
follows [35]:

RPath = LXn ,...,X0 × IX1,X0 =
n−1∏

i=0

LXi ,Xi+1 × IX1,X0 (2)
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where RPath denotes the risk of this attack path. Li and Ii
are the likelihood and impact of targeting X0, respectively.
However, there might be several attack paths toward a crit-
ical node Xi and the more paths a target node receives, the
higher level of susceptibility and risk it has, as adversaries
have several alternatives to target it [36]. To reflect this in
computing the risk of each target node Xi , we adopt the con-
cept of risk in [34] and we utilize Eq. 3 below. Here, P(Xi )

is the probability of accessing node Xi , which portrays the
number of attack paths, and Impact(Xi ) denotes the impact
resulting when UE j(Xi ) occurs.

R(Xi ) = P(Xi ) × Impact(Xi ) (3)

Due to the fact that identified attack paths for each target
node Xi are mutually independent [34], the probability of
accessing Xi through at least one of the available attack paths
is computed based on Eq. 4.

P(X) = 1−
k∏

i=1

(1− p(pathi )) = 1−
k∏

i=1

(1− LXn ,...,X0)

(4)

where p(pathi ) is the likelihood of the attack path i . As
Bernsmed et al. [34] asserted, applying this approach to
compute the probability of successful attack leads to more
realistic results.

It then remains to determine the likelihood and impact.
As mentioned earlier, the main objective of the proposed
method is to facilitate concurrent analysis of safety and secu-
rity risks in a CPS. This requires to compute likelihood and
impact of an unwanted event based onmetrics that contribute
to both safety and security. For instance, from the security
perspective, an unwanted event might have impact on confi-
dentiality, integrity or availability of a system component and
this impactmainly is limited to the system.However, from the
safety perspective, this impact includes the environment in
which the system is operating and other metrics such as eco-
nomic effect, public effect and environmental effect should
be considered. Therefore, to perform a comprehensive risk
assessment for a CPS which encompasses both IT and OT
components, we need to assess the impact based on both per-
spectives. To this end, we leveraged expert knowledge and
relatedmethods,mainly stemming from theCVSSBaseMet-
rics [37], and summarized factors affecting the measurement
of impact and likelihood in cyber-physical systems as shown
in Tables 1 and 2.

Considering both cyber and physical aspects of a CPS,
three metrics, namely Access Vector (AV), Required Knowl-
edge/Skill (KS) and External Factors (EF) are assessed to
determine the likelihood. The Access Vector metric captures
how an attacker can get access to the target component and

howdifficult thiswill be. For example, the likelihood of a suc-
cessful attack when a component can be targeted remotely
from outside of the system via the Internet is clearly higher
than in the case when the component only can be manipu-
lated via physical access, such as by inserting a USB. The
Required Knowledge/Skill metric captures the complexity of
the attack. This is a significant factor particularly when tar-
geting the OT part in a CPS, as it requires domain knowledge
that makes it relatively harder than targeting the IT part. Fur-
ther, sometimes, in order for an attack to be successful, itmust
be conducted at a specific time or situation. For instance, in a
power plant, improper synchronization can damage a gener-
ator only if it happens during a specific time window before
the protection device actuates [38]; this will be discussed in
some more detail in Sect. 4. A false data injection attack can
be seen as another example, in which adversaries need to
send false data in a specific time interval to be able to put
the system in an unstable situation. Such factors are captured
by the External Factors (EF) metric. Tables 1 and 2 provide
detailed guidance in assigning values to the elements of risk.

The authors in [39] explained that the Likelihood and the
Impact score are equal to the average of their constituent
metrics. Therefore, by following the approach represented in
[39], we compute the Likelihood and the Impact of exploiting
a vulnerability or hazard in a dependency chain based on
the average of the corresponding metrics defined in Tables 1
and 2 as follows:

Likelihood = AV + KS + EF

3
(5)

Impact = Ec + P + En + C + A + I

6
(6)

The scores range from 0 to 1.
It should be noted that, although cyber physical sys-

tems are most often composed of numerous components,
these components can be classified into a few distinct
groups. Based on the data provided by the MITRE Cor-
poration,1 devices in ICSs from different domains can
be classified into seven categories, including (1) Field
Controller/RTU/PLC/IED, (2) Safety Instrumented Sys-
tem/Protection Relay, (3) Control Server, (4) Data Historian,
(5) Human-Machine Interface, (6) Input/Output Server, and
(7) Engineering Workstation. Therefore, by considering the
metrics shown in Tables 1 and 2, as well as the above cat-
egories of components, stakeholders are able to determine
the value of likelihood and impact for each and every one of
their system components and type of connection, to create
a lookup table toward automating the process of computing
risk.

1 https://attack.mitre.org/techniques/ics/.
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Table 1 Likelihood
[High(H) = 3,
Moderate(M) = 2,
Low(L) = 1]

Metric Category Description Value

Access vector (AV) Remote (R) Remote access to the vulnerable
component or link from outside of
the system (Internet)

H

Adjacent (A) Access to the vulnerable com-
ponent or link from a neighbor
sub-system/sub-network within the
same system

M

Local-physical (LP) Physical access to the vulnera-
ble component or link from the
same sub-system/sub-network in
the same system

L

Local-cyber (LC) Cyber access to the vulnerable com-
ponent or link from the same sub-
system/sub-network in the same
system

M

Required knowledge/skill (KS) High A successful attack requires high
level of knowledge and skill

L

Average An attacker with average level of
knowledge/skill can successfully
target the vulnerable component or
link

M

None Accidental failures or blind attacks
affect the the vulnerable component
or link

H

External factors (EF) Required External Factors such as specific
windows of opportunity or privi-
leges are required for a successful
attack

L

None Attack can be conducted at any time
without any pre-requirements

H

Table 2 Impact [High(H) = 3, Moderate(M) = 2, Low(L) = 1, None(N) = 0]

Metric Description Values

Economic effect (Ec) Significance of economic loss
and/or degradation of products or
services

High (H), Moderate (M), Low (L), None (N)

Public effect (P) Loss of life, medical illness,
serious injury, evacuation

High (H), Moderate (M), Low (L), None (N)

Environmental effect (En) Effect on the public and the
surrounding environment

High (H), Moderate (M), Low (L), None (N)

Confidentiality (C) Cyber domain (IT assets in a cyber
physical system)

High (H), Moderate (M), Low (L), None (N)

Physical domain (OT assets in a
cyber physical system)

Availability (A) Cyber domain (IT assets in a cyber
physical system)

High (H), Moderate (M), Low (L), None (N)

Physical domain (OT assets in a
cyber physical system)

Integrity (I) Cyber domain (IT assets in a cyber
physical system)

High (H), Moderate (M), Low (L), None (N)

Physical domain (OT assets in a
cyber physical system)
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3.4 Rank the importance of identified attack paths

As shown in Fig. 1, for every selected node Xi in phase
III, all the unwanted events UE(Xi ) are extracted and then
the steps shown in the orange block are repeated to find
all the related attack paths and compute the correspond-
ing risk. Noticing the feedback loops in Fig. 1, this process
continues to compute the risk associated with all identified
critical components. Therefore, once the process in phase III
is completed, the result should be ranked and critical compo-
nents with the higher risk value should be prioritized, so that
proper action to reduce or manage the risk is taken. More-
over, for each critical component Xi , the result of computing
the cybersecurity risks of pertinent attack paths in Phase III
will be listed. Paths with higher risk should be prioritized for
each critical component.

Apart from the risk associatedwith each target component
Xi , another factor that can help tomanage risk to identify and
prioritize attack paths is the perimeter impact. According to
Table 2, perimeter impact indicates the extent to which a
failure/malfunctioning of one node can affect the system and,
for instance, cause degradation of products/services or even
loss of life. The perimeter impact for each attack path can be
computed based on the following equation:

P · Impactpath(i) =
n∑

i=1

Impact(Xi )
(7)

By analyzing the result of Phase III, we can identify common
pre-conditions and components that appear in different attack
paths. Thiswill guide us toward breaking down themaximum
number of attack paths with less effort; consequently, this
improves the security of systems.

Reducing the number of attack paths and breaking an
attack path are two actions that can directly reduce the risk.

4 Case study

In this section, we demonstrate the use of our proposed
method to assess dependency-based safety and security risk
based on the system depicted in Fig. 6. Asmentioned earlier,
the proposed method is domain-agnostic and can be applied
in different domains. To demonstrate that, we showcase the
workings of our method using a realistic system with a com-
mon ICS architecture that can be found in various domains
and encompasses both IT and OT assets. To adapt the ICS
part and the architecture of the case study to another domain,
one would only need to replace the devices in the field net-
work. First, we describe the system architecture and then
apply our method.

4.1 Description

Our case study is developed based on the realistic net-
work infrastructures proposed by Homer et al. [27] and
Pan et al. [28]. This system represents a simple approxima-
tion of a power system that consists of four network zones: a
corporate network, a demilitarized zone (DMZ), a field net-
work, and a control network to control critical infrastructure
components in the power system. Like all CPSs, in this case
study, the control network connects the supervisory control
level to lower-level control modules. The corporate network
with the control network allows operators to monitor and
control the operations from outside of the field network. The
DMZ is a separate network segment that connects directly
to the firewall and divides the IT and ICS world, for security
reasons. The physical process of the system is carried out in
the field network. As illustrated in Fig. 6, the field network
in the case study is a three-bus two-line transmission system.
It is a modified version of the IEEE nine-bus three-generator
system [28] that represents the process of generating and
transmitting power to the end users (Load) and includes sev-
eral components.

G1 and G2 are power generators, BR1 through BR4 are
breakers and R1 through R4 are relays. Each relay includes
integrated phasormeasurement unit (PMU) functionality and
is able to trip and open the related breaker when a fault occurs
on a transmission line. Operators are also able to manually
issue commands to each relay to trip and close the corre-
sponding breaker. The data historian and Human Machine
Interface (HMI) are among the key ICS components. The
data historian stores the logging of all process information
within the ICS while the HMI displays reports and status
information regarding the state of the processes under con-
trol and enables operators to modify control settings and to
configure set points [40].

The DMZ, the web server and the VPN server are acces-
sible from the Internet. The VPN server has access to all
hosts except those located in the control network, while the
web server has only access to the file server through the NFS
file-sharing protocol. Accessing the control network from
outside would be only allowed from the Citrix server located
inside the corporate network. In this case, the Citrix server
can only gain access to the data historian. Operators can send
commands to the field devices in the field network from the
communication server. Figure 6 also depicts potential loca-
tions for the presence of insider attackers in the system.

4.2 Risk analysis

As explained in Sect. 3, the first step to accomplish the
dependency-based risk analysis is to collect the required data
of the system and model the system (phase I). Therefore,
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Fig. 6 Graphical representation
of the case study

Fig. 7 Digraph of the system

based on the system description and graphical representa-
tion of the case study, we provide the digraph of the system
as shown in Fig. 7.

Then, we should determine the criticality of the system
components following the approach explained in phase II.
To this end, the method in [33] is applied to measure the
importance of each component from the system level per-
spective (i.e., Csys). The result of this step is shown in the
second column of Table 3. The third column of Table 3 indi-

cates the organizational level criticality of each component
which is determined by the expert knowledge here. Finally,
by having Csys and COrg, we compute the overall criticality
of each component based on Eq. 1 (see Table 3).

According to Table 3, nodes {G1,G2, A1, A2, A3, A9,
A10, A11} have higher level of criticality compared to other
components in the system. Due to the remarkable impact of
generators in power systems [38], we select G1 as the target
component to run phase III and compute the risk.

Shutting down a generator and damaging it could be seen
as two unwanted events. As the former mainly will affect the
system, here we choose the latter to investigate how adver-
saries might be able to cause damage to G1 as one of the
system components. Here, we assume that adversaries do not
have physical access toG1, aswe are interested to analyze the
cyber physical attacks and extract related attack paths toward
G1. One of the significant reasons that lead to damage to a
generator in a power system is the improper synchronization.

This could occur due to opening and closing the breaker on
the transmission line at a very fast pace which will force the
generator to lose synchronization with the transmission grid.
When the breaker is opened, the generator is isolated from the
grid but due to slow governor response, the mechanical input
to the generator does not change immediately. This causes an
increase in the generator frequency as compared to the grid
frequency.When the breaker is closed out of synchronization
or without checking the synchronization requirements, the
generator is forced to synchronize; this causes large electrical
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Table 3 Criticality value of the system components

Node ID CSys COrg CTotal

B1/G1 0.1693 3 2.1484

BR1 0.357 2 1.6764

R1 0.4916 2 1.811

B2 0.2829 2 1.6023

BR2 0.3423 2 1.6617

R2 0.4761 2 1.7955

BR3 0.3423 2 1.6617

R3 0.4761 2 1.7955

B3/G2 0.1693 3 2.1484

BR4 0.357 2 1.6764

R4 0.4916 2 1.811

A1 1.959 3 3.9381

A2 0.7322 3 2.7113

A3 1.9791 3 3.9582

A7 0.7977 1 1.4574

A8 1.1544 1 1.8141

A9 1.1584 2 2.4778

A10 0.9474 2 2.2668

A11 1.9228 2 3.2422

Fig. 8 Checking the first step of the dependency chain for G1

and mechanical transients. The variation of transients due to
rapid breaker closing and opening can cause severe physical
damage to the generator. Therefore,we consider the improper
synchronization as the unwanted event UE(G1).

Then, we should extract the dependency chains that ter-
minate at G1 and check whether the relations between the
nodes in each dependency chain can form attack paths or
not. In other words, considering Fig. 4, G1 is placed as the
Xi and we investigate the potential cause(s) for UE(G1) as
described in Sect. 3. As shown in Fig. 8, by moving back-
ward from G1, BR1 is the first neighbor node. Considering
the functionality of BR1, one can easily find that switching
BR1 periodically between the two states, on and off, can lead
to the UE(G1).

Afterward, we consider the attack surface (see Fig. 3) of
BR1 to find possible root causes of changing the states of
BR1. In the interest of brevity, we only consider the R1 as
the neighbor node here. In this case, an intruder (I4) may
inject false data into BR1 by leveraging the link (R1, BR1)
(this forms path 1 in Table 4), or s/he may take the control of
R1 either remotely or manually to send malicious commands
to BR1 and change its states between on and off. Path 2 in
Table 4 refers to the manual access by I4.

To study the remote access, we should take the next step
and identify the attack surface of R1 (i.e., A2 and A1). By
following the same approach and leveraging the vulnerabil-
ities described in [27,28], we extract pertinent attack paths
that lead to the unwanted event UE(G1). The results are listed
in Table 4. Readers may refer to reference [27] for more
details of the vulnerabilities. Note that our main goal here
is to show how we can conduct a holistic bottom up risk
assessment according to cyber and physical facets of a CPS
and available IT/OT knowledge to fill the gap and discover
complex cyber physical attacks.

It is noteworthy to heed path 17 in Table 4 as it highlights
the necessity of considering both the topological and func-
tional dependencies in risk assessments. As shown in Fig. 6,
R1 cooperates in the protection scheme of zone 2 and can trip
BR1 when a fault occurs in that zone. Therefore, an attacker
may take advantage of this safety scheme to affect G1. In this
case, the attacker attempts to emulate a valid fault by sending
manipulated data fromR3 to the control network and deceive
the communication server into sending a trip command to R1
[28,41]. Without considering the functional dependency of
A1, this attack path may remain hidden. After identifying
the pertinent attack paths, we can determine the likelihood
and impact associated with each step of the identified attack
paths, based on the guidance in Tables 1 and 2, respectively.

Utilizing a lookup table can facilitate the process of risk
assessment. To this end, we develop our lookup table as
shown in Table 5. Here, we only consider the components
that appear in the identified attack paths. However, in case of
a complete risk assessment, this lookup table will be gener-
ated for all components, in order to facilitate the computation
of likelihood and impact for each system component. Each of
the dependency chains shown in Table 5might appear several
times in different attack paths, as will be seen later.

We can then compute the risk and the perimeter impact of
each attack path based on Eqs. 2 and 7 as discussed in Sect. 3
(see Table 6). Figure 9 also depicts the risk of each attack
path.

As explained in Sect. 3, the risk of UE(G1) for component
G1 is computed based on Eq. 3 as follows:
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Table 4 Attack paths to G1 No. Paths

1 I4 → BR1 → G1

2 I4 → R1 → BR1 → G1

3 A6 → A7 → A9 → A11 → A3 → A1 → R1 → BR1 → G1

4 A6 → A8 → A10 → A11 → A3 → A1 → R1 → BR1 → G1

5 A6 → A8 → A11 → A3 → A1 → R1 → BR1 → G1

6 A6 → A8 → A9 → A11 → A3 → A1 → R1 → BR1 → G1

7 I2 → A7 → A9 → A11 → A3 → A1 → R1 → BR1 → G1

8 I2 → A8 → A10 → A11 → A3 → A1 → R1 → BR1 → G1

9 I2 → A8 → A11 → A3 → A1 → R1 → BR1 → G1

10 I2 → A8 → A9 → A11 → A3 → A1 → R1 → BR1 → G1

11 I3 → A9 → A11 → A3 → A1 → R1 → BR1 → G1

12 I3 → A10 → A11 → A3 → A1 → R1 → BR1 → G1

13 I3 → A11 → A3 → A1 → R1 → BR1 → G1

14 I1 → A1 → R1 → BR1 → G1

15 I1 → HM I → R1 → BR1 → G1

16 I1 → HMI → BR1 → G1

17 I4 → R3 → A1 → R1 → BR1 → G1

Table 5 Lookup table for
Likelihood and Impact of
dependency chains

Step Likelihood Impact

A6 → A7 AV(H)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(H)

A7 → A9 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

A9 → A11 AV(M)/KS(M)/EF(L) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

A11 → A3 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(H)

A3 → A1 AV(M)/KS(M)/EF(H) Ec(L)/P(L)/En(L)/C(H)/A(H)/I(H)

A1 → R1 AV(M)/KS(M)/EF(H) Ec(M)/P(M)/En(L)/C(M)/A(H)/I(H)

R1 → BR1 AV(M)/KS(M)/EF(L) Ec(H)/P(M)/En(M)/C(L)/A(H)/I(H)

BR1 → G1 AV(M)/KS(M)/EF(L) Ec(H)/P(H)/En(H)/C(M)/A(H)/I(M)

A6 → A7 AV(H)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(H)

A7 → A10 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(M)/A(M)/I(M)

A10 → A11 AV(M)/KS(M)/EF(L) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

A8 → A11 AV(M)/KS(M)/EF(L) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

A8 → A9 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

I2 → A7 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(H)

I2 → A8 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(H)

I3 → A9 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

I3 → A10 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(M)/A(M)/I(M)

I3 → A11 AV(M)/KS(M)/EF(H) Ec(L)/P(N)/En(N)/C(H)/A(M)/I(M)

I1 → A1 AV(M)/KS(M)/EF(H) Ec(L)/P(L)/En(L)/C(H)/A(H)/I(H)

I1 → A2 AV(L)/KS(M)/EF(H) Ec(H)/P(H)/En(M)/C(H)/A(H)/I(H)

A2 → R1 AV(M)/KS(M)/EF(L) Ec(M)/P(M)/En(L)/C(M)/A(H)/I(H)

A2 → BR1 AV(M)/KS(M)/EF(L) Ec(H)/P(M)/En(M)/C(L)/A(H)/I(H)

I4 → R1/R3 AV(L)/KS(M)/EF(L) Ec(M)/P(M)/En(L)/C(M)/A(H)/I(H)

I4 → BR1 AV(L)/KS(M)/EF(H) Ec(M)/P(M)/En(M)/C(M)/A(H)/I(H)

R3 → A1 AV(M)/KS(M)/EF(L) Ec(M)/P(M)/En(M)/C(M)/A(M)/I(H)
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Table 6 Risk and perimeter impact of identified attack paths

Paths Likelihood Perimeter impact Attack path risk

1 0.0012 0.0723 0.0032

2 0.0013 0.0718 0.0035

3 0.134 0.0659 0.3485

4 0.134 0.0723 0.3485

5 0.0583 0.0723 0.1515

6 0.134 0.0718 0.3485

7 0.1142 0.0659 0.2968

8 0.1142 0.0723 0.2968

9 0.0496 0.0649 0.1291

10 0.1142 0.0645 0.2968

11 0.0496 0.0586 0.1291

12 0.0496 0.0449 0.1291

13 0.0292 0.0488 0.0759

14 0.0055 0.0381 0.0144

15 0.0035 0.0352 0.0092

16 0.0021 0.0244 0.0054

17 0.0053 0.0562 0.0138

Fig. 9 Risk associated with each attack path

R(G1) = P(G1) × Impact(G1)

= (1 −
k∏

i=1

(1 − p(pathi ))) × Impact(G1)

= (1 − ((1 − 0.0012) × · · ·×(1 − 0.0053)))×2.6

= 0.6524 × 2.6 = 1.6962 (8)

Figure 10 demonstrates the likelihood and perimeter
impact of each attack path.

To ensure that the likelihood of each attack path is inde-
pendent of the length of the dependency chain and the
comparison in Fig. 10 is not biased, we divided the value
of likelihood of each path by the length of that path (shown
in blue color in Fig. 10).

Fig. 10 Likelihood and perimeter impact of identified attack paths

Comparing the identified attack paths based on the like-
lihood facilitates the identification of the most probable
infiltration point and significant attack paths that can lead
to the UE(G1). According to Fig. 10, the likelihood of target-
ing G1 via A6 and I2 is higher than the rest of the potential
entry points. Even within these two groups, the likelihood of
path 5 and that of path 9 is significantly low, almost the same
as targetingG1 from I3. This information is highly invaluable
for risk management in the system.

The advantage of our proposed method will be more clear
when it applies to assess the risk of several components in a
system. Therefore, we consider relay R1 as the other critical
component in the system. In order to calculate the risk of
R1, we assume that attackers want to modify the settings of
relay R1. In the system of Fig. 6, relays are configured with
a distance protection scheme and changing the settings of a
relay can disable the relay function (unwanted event) such
that the relaywill not trip for a valid fault or a valid command.
This can disrupt the smooth operation of the systemand cause
various types of disturbances in the power system. Attackers
can rewrite the settings of a relay either through the HMI on
the local network or direct access to the relay. Following the
same approach as explained earlier, we extracted the related
attack paths to R1 (see Table 7). Then, the likelihood of each
path and the impact of targeting R1 is calculated and the
result is shown in Table 8.

Taking into consideration the identified attack paths, the
likelihood and the impact of targeting R1, we can compute
the risk of targeting R1 based on Eq. 3 as follows:

R(R1) = P(R1) × Impact(R1)

= (1 − ((1 − 0.1362) × · · · × (1 − 0.0008))) × 2.2

= 0.653 × 2.2 = 1.4366 (9)

Now, by comparing the risk of G1 with that of R1 we can
clearly understand that, in this system, G1 requires higher
attention than R1 does, which is reasonable as G1 should
supply the electrical power to the system. This result is also
aligned with the level of criticality of G1 in comparison with
that of R1.

Meanwhile, a closer look at the attack paths in Table 6
reveals that the connections between nodes A11 → A3 →
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Table 7 Attack paths to R1

No. Paths

1 A6 → A7 → A9 → A11 → A3 → A1 → A2 → R1

2 A6 → A8 → A10 → A11 → A3 → A1 → A2 → R1

3 A6 → A8 → A11 → A3 → A1 → A2 → R1

4 A6 → A8 → A9 → A11 → A3 → A1 → A2 → R1

5 I2 → A7 → A9 → A11 → A3 → A1 → A2 → R1

6 I2 → A8 → A10 → A11 → A3 → A1 → A2 → R1

7 I2 → A8 → A11 → A3 → A1 → A2 → R1

8 I2 → A8 → A9 → A11 → A3 → A1 → A2 → R1

9 I3 → A9 → A11 → A3 → A1 → A2 → R1

10 I3 → A10 → A11 → A3 → A1 → A2 → R1

11 I3 → A11 → A3 → A1 → A2 → R1

12 I1 → A2 → R1

13 I4 → R1

Table 8 Risk and perimeter impact of attack paths toward R1

Paths Likelihood Perimeter impact Attack path risk

1 0.1362 12.6 0.2996

2 0.1362 12.5 0.2996

3 0.0592 1.3 0.1302

4 0.1362 12.6 0.2996

5 0.116 12.6 0.2552

6 0.116 12.5 0.2552

7 0.0504 11.3 0.1109

8 0.116 12.6 0.2552

9 0.0504 11.1 0.1109

10 0.0504 11.1 0.1109

11 0.0297 9.8 0.0653

12 0.0021 5 0.0046

13 0.0008 2.2 0.0018

A1 → R1 → BR1 → G1 form the main building
block of 11 paths. Notably, the connections between nodes
R1 → BR1 → G1 and BR1 → G1 which appear in
another 6 attack paths, are subdivisions of this main build-
ing block. This information provides valuable insight for
detecting components and corresponding vulnerabilities that
frequently appear in different paths; by addressing these, the
related attack paths will shrink.

For instance, imagine thatwe can put in place proper coun-
termeasures to protect the dependency between BR1 andG1.
In this case, none of the identified attack paths can reach
G1, as adversaries cannot find any vulnerabilities to move
from BR1 to G1 anymore. Although there are still some
vulnerabilities and failure modes that attackers can leverage
to make their path toward BR1, the main goal, i.e., protect-
ing the critical node G1, is successfully achieved. Indeed,

this satisfies the concept of end-to-end protection that we
mentioned earlier, in Sect. 1. Unlike previous risk assess-
ment methods, our proposed method assists system owners
and operators to set their objective from the beginning of
the analysis and to derive only those paths that can lead to
unwanted events affecting the target component. This further
helps decisionmakers to efficiently allocate resources to pro-
tect critical components in a system by protecting/removing
dependencies existingwithin the systemcomponents that can
be leveraged by adversaries tomake attack paths toward those
critical components.

Here, the risk and the perimeter impact of all attack paths
are calculated and these two parameters also help defend-
ers to prioritize the paths with higher risk and impact. In
addition to that, the calculation of the overall risk to G1 in
case of UE(G1) facilitates the risk management from a higher
level perspective. In otherwords, while the risk and perimeter
impact of each attack path help us to manage the risk asso-
ciated with a specific unwanted event and its corresponding
target component (here G1), computing the overall risk of
each critical node facilitates the discovery of those unwanted
events and pertinent components in a system that require
urgent attention and have to be addressed first. Information
provided by the proposed risk assessment method can be fur-
ther utilized to develop a comprehensive risk management
method for CPSs; this is part of our future work plans.

5 Discussion

In cyber physical systems, attacks can be carried out from
different parts of the system by leveraging flaws and vulner-
abilities in cyber components, physical devices, communica-
tion links or communication protocols. Therefore, as shown
in Sect. 4, discovering and predicting attacks in CPSs require
considering both cyber and physical aspects of the systems,
as well as the interdependency between them. Considering
the physical part of CPSs helps defenders to recognize the
intention of attackers and increases the chance of detecting
complex cyber physical attacks.

In short, the proposed dependency-based risk assessment
has the following characteristics:

– In our proposed method, both the topological and func-
tional dependencies are considered to discover attack
paths in a cyber physical system. This means that in
the dependency-based risk analysis, the neighbor com-
ponents with direct connections as well as non-adjacent
components that can logically influence the target com-
ponent due to the functional dependency (i.e., hidden
dependency) are studied.

– Unlike previous works which utilize predefined attack
vectors and follow a blind investigation to identify target
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components in a system, here we apply a backtrack-
ing approach which facilitates the exploration of attack
scenarios and increases efficiency. This approach also
enables operators to view the system from the perspec-
tive of attackers and facilitates the detection of new attack
paths that might exploit vulnerabilities that have been
neglected before and even to discover zero-day vulnera-
bilities in cyber physical systems.

– Our proposed method is domain-agnostic and can be
applied in different CPS domains.

– In our method, the goal of the risk assessment is clear
from the beginning, and the risk to each component can
be calculated separately. This enhances the efficiency, as
unlike previous works, there is no need to investigate the
risk of all components/subsystems.

– In this method, risk assessment begins with the most
critical components of the system to improve efficiency.
To this end, we aggregate the criticality of the system
components from both the system and the organizational
perspectives.

– By determining the target component corresponding to
the unwanted event and moving backwards, the pro-
posed method reduces the investigation of unrelated
attack scenarios to zero. That enhances the scalability of
the proposed method in comparison with previous ones.
The main drawback of the previously developed meth-
ods is the speed of growing the number of paths when
applied to real-world dimension problems [42] since all
the reachable components among the initial components
are discovered by moving forward. To extract all attack
paths toward a desired component, this process should
be repeated for all the components in the system.

6 Conclusion

Unlike previous works, whose main focus has been on the
cyber part of CPSs, in this paper both the cyber and physical
aspects of a CPS are considered to assess cybersecurity risks.
The proposed method facilitates the collaboration between
IT and OT operators and, consequently, assists the identifi-
cation of hard-to-identify and complex attack paths against
CPSs. This has been made possible by assessing the risk
that the attack paths that lead to a targeted component of a
CPS will materialize. Here, an attack path represents vio-
lations of security controls that lead to an unwanted event.
For every critical component in a system, we extract all the
related dependency chains and study potential attack scenar-
ios for each path. For all critical components in a dependency
chain, the critical component by itself, its neighbor node, the
incoming link are investigated to discover all possible flaws.
To increase the efficiency in attack path analysis, a back-
tracking approach is selected. The workings of the proposed

method were showcased using, as an example of a CPS, a
realistic power system.

As future work, we plan to present an automated tool
to scrutinize possible combinations of vulnerabilities and
failure modes of connected components to automatically or
semi-automatically generate all attack paths toward target
components in a CPS. Besides, the result of the proposed risk
assessment method, including the risk and perimeter impact
of attack paths, can be further utilized in developing riskman-
agementmethods forCPSs.Weare also interested in studying
parallel attack path analysis to investigate its impact on the
efficiency of the risk assessment method. The application of
the proposed method to CPSs from different domains is also
of interest for future work.
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ABSTRACT Cyber-Physical Systems (CPSs) engineering profoundly relies on modeling methods to repre-
sent the system and study the operation and cybersecurity of CPSs. The operation of a CPS is the result
of the collaboration between Information Technology (IT) and Operational Technology (OT) components.
While OT focuses on the system’s process physics, the emphasis of IT is on information flow. Consequently,
different system models are utilized to study various aspects of CPSs, which may infer different views
of the same system. The increasing complexity of CPSs and the high number of cyberattacks against
Industrial Control Systems (ICSs) and CPSs in recent years have highlighted the necessity of considering
these interrelations based on a unified model to analyze cybersecurity of CPSs. However, the diversity of
engineering fields and implicit relations and dependencies between them have made it difficult to integrate
the modeling methods towards a unified IT&OT model of CPSs.In this paper, we propose a comprehensive
method, based on bond graphs, to model CPS and analyze their cybersecurity. Unlike existing methods,
modeling the cyber layer along with the physical layer based on the system flow provides a holistic graphical
representation of a CPS, which facilitates collaboration between IT and OT experts.

INDEX TERMS Bond graph, cyber physical system, cybersecurity, industrial control system, safety.

I. INTRODUCTION
Cyber-Physical Systems (CPSs) are systems that integrate
computation, communication, and controlling capabilities of
Information and Communication Technology (ICT), with the
traditional infrastructures. This integration facilitates the mon-
itoring and controlling of objects in the physical world as one
of the essential requirements of different Critical Infrastruc-
tures (CIs), such as manufacturing, healthcare, transportation
and the energy sector, to name a few [1], [2]. However, this
integration has significantly increased the number of connec-
tions among the system components, and this in turn has
expanded the attack surface of CIs and has led to making
possible complex cyber, and cyber-physical attacks such as
Stuxnet and the attacks against the Ukraine’s power grid [3].
Cyber-physical attacks have highly increased in recent years
in numbers and intensity. For instance, compromising a water
treatment facility to poison its community with a ransomware
attack against a pipeline operator that disrupted gas supplies to
the southeastern United States made the headlines in 2021 [4].

Interactions within a CPS can be classified to cyber–
physical, physical–cyber, cyber–cyber, and physical–physical;
this also implies that different types of dependency exist in
CPSs [5].

As a result, one may attack a CPS in a variety of ways.
Nevertheless, not all aspects of cybersecurity in CPSs have
received equal attention; the focus has mainly been on in-
formation security, protecting access, and ensuring secure
delivery of packets, rather than on securing process opera-
tions [6], [7].

Bolshev et al. argued that following typical security as-
sessments for different CPSs without addressing the cyber–
physical/physical–cyber interactions and recognizing the en-
vironment in which the system is used will lead to a false
sense of security [7]. Recently Krotofil et al. showed that
a physical process can be leveraged by attackers as a com-
munication medium to deliver malicious payloads between
devices that belong to one process in cyber-physical systems,
even though these devices are segregated electronically [8].

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Their work highlighted the significance of expanding the se-
curity scope to cover the physical process layer. Therefore, the
analysis of the cybersecurity of a CPS requires an analysis of
the cyber components, the physical components, and particu-
larly the interactions between the system components [9]. The
authors in [10] provided a list of current research challenges
in CPSs and concluded that the essential idea to tackle those
challenges is to develop a unified model to capture com-
munication patterns in a high-level that collects the detailed
behavior of individual nodes, with respect to different physics
and their associate logic. Wang et al. also pointed out the
importance of understanding the dynamics of various subsys-
tems and their interactions for system designers to develop
better CPSs [11].

On the other hand, the diversity of interactions within CPSs
also reveals the necessity of collaboration between research
communities from different backgrounds, including control
theory, power systems, and cyber security, to study associated
engineering principles related to the integration of cyber and
physical elements of a CPS [12]. In this regard, the IEEE Sys-
tems Council established the IEEE Technical Committee on
Cyber-Physical Systems in 2017 to promote interdisciplinary
research in the design, implementation and operation of CPSs
which require the consideration of multiple aspects such as
security, reliability, fault tolerance, flexibility and extensibil-
ity [13].

Therefore, the security of a CPS highly depends on the
collaboration within a cross-functional cybersecurity team
that consists of members as suggested in the NIST frame-
work [14]. However, the authors in [15] mentioned that
the convergence between Information Technology (IT) and
Operational Technology (OT) causes operators to lose a com-
prehensive understanding of functions and interdependencies
within a CPS, and this may lead to incomplete risk assess-
ment. Moreover, IT and OT experts normally utilize different
system models, which may infer different views of the same
system.

To tackle this challenge, it is required to develop a generic,
yet easy to understand model to represent physical and logical
facets as well as the interactions within the system compo-
nents. This will enable both IT and OT experts, and in general
members of a cybersecurity team with different backgrounds,
to work on the same model and will allow them to identify
and predict new complex cyber-physical attacks.

In order to fulfill the aforementioned requirements and to
include infrastructures of diverse nature, in this paper we use
bond graphs (BGs) to create unified IT&OT models of CPSs.
Bond graph is a homogeneous and multi domain modeling
approach which has found wide application in the model-
ing and simulation of physical dynamic systems, due to the
physics-based equations derived from it. However, to model
a CPS based on the BG approach, it is required to expand
the approach to include cyber aspects of CPSs as well. This
paper proposes a method that provides a holistic model to
study the cybersecurity of CPSs, based on the BG approach.
In summary, bond graphs help us to

� Develop a generic and easy to understand multi-domain
model of CPSs that represents physical and logical facets
as well as the interactions within the system components;� Achieve a comprehensive understanding of functions
and interdependencies within a CPS for both IT and OT
experts;� Facilitate the collaboration within a cross-functional cy-
bersecurity team with people from different backgrounds
to analyze the security of CPSs based on the proposed
unified IT&OT model.

The rest of this paper is organized as follows: we review
the related work on modeling CPSs in Section II. Section III
provides the necessary knowledge background of BGs. In
Section IV we describe the proposed approach and a case
study is leveraged in Section V to demonstrate the application
of the method. Finally, Section VI concludes the paper and
indicates directions for future work.

II. RELATED WORK
Due to the inherent and ever-growing complexities of CPS,
modeling methods are essential to facilitate the representation
and analysis of such systems [16]. Indeed, modeling methods
simplify the detection of design defects, capturing the evo-
lution of a system, and extracting formal properties, such as
determinism, that can be proved later [17].

A complete model of a CPS should indicate a coupling
of physical processes, computations and the environment in
which the system resides [18]. However, recent literature
mainly concentrates on system entities either from the cyber
or the physical facets, not of their integration. For instance,
Modelica is a multi-domain language for component-oriented
modeling of CPSs, which has mainly been developed to model
physical systems. Accordingly, although this language has
some advantages in modeling the behavior of systems, it
cannot accurately cover the interactions between the physical
and cyber components within a CPS. Besides, it is hard to
understand by a non-expert [19]. The Architecture Analysis
& Design Language (AADL) is another modeling language
that has been proposed for embedded software systems, which
unfortunately cannot support the dynamic physical behavior
of the systems [20].

A large number of researchers apply formal methods such
as pi-calculus, Petri-net, timed automata and hybrid automata
to model CPSs. Formal methods describe the behavior of a
system based on the usage of the mathematical specifica-
tion language. Notwithstanding the capacity of the formal
methods to model the physical behavior of complex systems,
these methods suffer from high complexity in specifying non-
functional properties and providing a visual representation
of a system. The authors in [21] stated that formal model-
ing of CPSs is a complicated and not efficiently executable
approach as it includes the double challenge of combined
discrete-continuous dynamics and concurrent behavior.

Seiger et al. [22] proposed a process-based framework
based on Business Process Model and Notation (BPMN). This
work shed light on the urgent necessity of representing flows
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of data within CPS processes from a high-level perspective to
assist in understanding the complex behavior of a CPS.

A critical review of different modeling techniques to rep-
resent CPSs was conducted in [19]. The authors reviewed
62 papers and stated that, despite the efforts dedicated to
modeling CPSs, there are still remarkable open challenges.
They concluded that new CPS modeling methods should be
developed to a) provide an intuitive and easy to understand
multi-domain modeling approach that represents the system
processes and targets technical and non-technical stakehold-
ers; b) cover both physical and cyber parts, communication
between cyber and physical parts and their corresponding
functionalities to portray the behavior of a CPS as a collection
of functionalities in the cyber, physical or control part of the
system.

Another survey on methods and applications of design and
modeling CPSs is provided in [23]. The authors argued that as
the development of CPSs deals with challenges from different
domains such as mechanics, electronics, engineering, control
and computation, it is required to develop transdisciplinary
models and conceptual frameworks to integrate them.

Villar et al. reviewed different methods and concluded
that Model-Driven Engineering is a powerful means to
address the increasing complexity of real-time and em-
bedded systems [24]. The authors reached the conclusion
that a practical modeling method should be easy to grasp
and be applied to different domains and suggested that
the number of fundamental modeling primitives should be
limited.

Among different graphical modeling methods to represent
the physical process of a system, a BG is a description for-
malism that can be applied in the multidisciplinary dynamic
engineering systems from different energy domains such as
the mechanical, the electrical, the thermal, and the hydraulic
domain [25]. BGs were first used as a modeling tool, and
have gradually been extended to solve various challenges,
including fault detection and isolation, observability and con-
trollability [26]. Kumar et al. [27] presented a method based
on the BG modeling approach for modeling a system of
systems (SoS). They argued that the causal and structural
properties of the BG can be applied to model the control and
supervision of a system. Reference [28] utilized the BGmodel
to show the energy interactions throughout a microgrid as a
cyber physical system. To verify the accuracy and correctness
of the BG model, the author performed a simulation of the
microgrid in PLECS and compared it with the BG model.
According to this comparison, the author stated that the BG
model is a viable approach to model CPSs and to represent
their interdisciplinary nature; this approach can be applied in
further studies to develop system protection software against
cyber attacks. Acknowledging their effort, the main focus of
this work is on the energy interactions throughout a micro-
grid without considering the cyber layer. Zerdazi et al. [29]
described an approach to model deception attacks on supervi-
sory control and data acquisition (SCADA) systems using BG
modeling. The authors argued that an attack on the control

signal or sensor measurements can be represented on the BG
model by either an additional effort source or flow source.

Considering the previous works, BG is a promising ap-
proach to model CPSs, that should expand to cover the cyber
layer and the interaction between the cyber and physical com-
ponents within a CPSs. Expanding the BG model can also
contribute to the analysis of different cyber and cyber-physical
attacks on CPSs.

Therefore, in this paper, we attempt to a) present a uni-
fied IT&OT modeling approach based on the bond graph to
capture both physical and cyber characteristics of CPSs to
provide better insight; and b) investigate possible faults and
cyberattacks by developing a six-step method to enhance the
security of CPSs.

III. BACKGROUND
A BG is a graphical representation of a physical dynamic
system in the form of a directed graph [30]. A BG is composed
of bonds (edges) and elements. BG modeling is based on the
power transfer principle between the different components of
a system, since in each energy domain, the amount of power
transferred is equal to the product of two physical quantities,
i.e, Power = Effort × Flow [31]. Therefore, the physical
interaction among components of a system is done by the
allocation of Effort (e) and Flow (f) variables on them. Table 1
shows BG variables used in different domains [25].

In a BG, each bond represents the power exchange between
the connected elements. In other words, bonds represent the
bilateral signal flow of the power-conjugate variables effort
and flow. The symbol of the effort is commonly written above
or to the left of a bond and the symbol of the flow below or to
the right of that. In BG representation any energetic process
can be modeled using the following elements:� Two active elements, sources of effort Se and flow S f ,

which provide input power to the system.� Three generalized passive elements (I, C, and R) of
which the R- element represents passive energy dissipa-
tion phenomena, while the I- and C- elements represent
passive energy storage elements.� Four power conserving elements, namely transformer
(TF), gyrator (GY), flow conservation junction ‘0’ (is
used to regroup BG elements which share the same
effort) and effort conservation junction ‘1’ (is used to
regroup BG elements which share the same flow).� Modulated elements (actuators) whose values depend on
some other variables, such asmodulated sources of effort
(MSe) and modulated sources of flow (MSf).� Two detectors (sensors), namely detector of effort (De)
and detector of flow (Df), which can measure effort and
flow in a system.

For instance, consider an ideal physical model of a simple
circuit shown in Fig. 1(a). Here, the circuit is producing power
at the voltage source (Ge) and consuming power at the load
resistor (R). To model this simple circuit using the BG, we
model the voltage source (Ge) and the load resistor (R) with
the source of effort Se and the R- element, respectively. Since

320 VOLUME 3, 2022

116



TABLE 1. Bond Graph Variables in Different Domains [25]

FIGURE 1. (a) A simple circuit with one source and one load. (b) The
corresponding BG of the simple circuit.

FIGURE 2. (a) The half arrow indicates the direction of the bond, and
(b) the causal strokes represent the direction of the effort variable.

Ge is connected in series with R in the circuit, which implies
that the same current i flows through both components, we
utilize a 1-junction to regroup Ge and R in the BG model, as
shown in Fig. 1(b).

A. CAUSAL STROKE
In a BG, a short line perpendicular to the bond at one of its
ends is used to represent the (computational) direction of the
effort variable causal stroke. The causal stroke can lie at either
the tip or tail of the half arrow, depending on the causality. The
position of the causal stroke is independent of the half arrow
that indicates the direction of the bond.

Fig. 2 represents an example of BG modeling in which
A and B are two physical elements, and the half-headed ar-
row is a power bond. The half-arrow, labeled by two unified
power variables named effort (e) and flow ( f ), indicates the
exchanged power between A and B. The direction of power
flow in a bond is indicated by putting a stroke on the arrow as
shown in Fig. 2(b).

Elements in a BG follow different types of causality. Se and
S f have fixed causality, which means that under any circum-
stances, only one of the two element variables is allowed to be
the outgoing variable. An effort source Se always supplies ef-
fort into the system and has the causal stroke outwards, while
a flow source S f has the dual form of Se and supplies flow as
an input to the system. The C and I elements have a preferred
causality, while the R element has an indifferent causality.

FIGURE 3. Bond graph port elements and their corresponding
causality [28].

TF, GY, 0- and 1-junctions have causal constraints relations.
Bonds connected to a 0-junction share common effort, and
only one bond (i.e., the effort-deciding bond), must bring in
the effort. This implies that 0-junctions always have exactly
one causal stroke at the side of the junction belonging to the
effort-deciding bond. The causal condition at a 1-junction is
the dual form of the 0-junction. At a 1-junction, where all
flows are the same, only one bond will bring in the flow and
has the causal stroke away from the junction. Fig. 3 demon-
strates elements and their corresponding causality in a BG.

B. CAUSALITY ASSIGNMENT AND STATE EQUATIONS
Causality assignment or causal augmentation is an algorith-
mic procedure of assigning causality on a BG based on the
properties of elements. This process begins with the elements
that pose the strongest causality constraints and continues
until all elements get their causality assigned. The steps of
the process are as follows:

1) Choose an unassigned port with a fixed causality, assign
its causality, and propagate this assignment through the
graph using the causal constraints. Continue this step
until all ports with fixed causality are assigned.

2) Choose a not yet causal port with a preferred causality
(i.e, C- and I-elements), assign the causality, and propa-
gate this assignment through the graph using the causal
constraints. Repeat this step until all ports with preferred
causality obtain their causalities.

3) Choose a not yet causal port with a constrained causal-
ity, assign its causality, and propagate this assignment
through the graph. Continue this step for all ports with
constrained causality.

4) Choose a not yet causal port with an indifferent causal-
ity, assign its causality, and propagate this assignment
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through the graph using the causal constraints. Ensure
all ports with indifferent causality received their causal-
ity strokes by the end of this step.

A BG model with a correct causality implies that one can
extract the set of state equations of the system and compute
the unknown variables.

Once the causal strokes are assigned, a BG contains all
information necessary to derive the set of state equations
describing the system. Depending on the system, the equa-
tions are either a set of first-order differential equations
(ODEs) or differential-algebraic equations (DAEs). To write
the equations, first, each bond on the BG should be la-
belled to create unique variables. Then, the set of equations
will be extracted considering the variable determining the
junctions, and unknown variables replaced with the system
variables. Notice that BG software like 20-sim 1 automates
this process, and there is no need to generate the equations
by hand. Nevertheless, we explain how to write equations
with an example in Section V. We refer readers to [25],
[32] for a detailed description of BG theory and related
elements.

IV. THE PROPOSED METHOD
CPSs are governed by various effects of different engineering
disciplines and technological components, such as sensors and
actuators. Besides, different interactions exist among compo-
nents within a CPS. For example, the interactions between
the cyber part and the physical part in a typical power sys-
tem [33] are as follows. First, local measurements on a power
system sample the voltage magnitudes (or the reactive power
outputs of the generators) and convert them into analog or
digital signals (physical–cyber interaction). Next, by means
of communication networks, this data will be transferred to
the control center (cyber–cyber interaction). In the control
system, to keep the system in the desired state, pertinent
computation will be conducted based on the received data,
and appropriate control commands will be sent to the related
actuators. Then, these actuators will take proper action based
on the received control commands (cyber–physical interac-
tion). Finally, the physical states of the power system will
gradually reach the desired point as a consequence of the
changes that have been made by actuators (physical–physical
interaction). Accordingly, one can understand that the purpose
of adding the cyber layer (ICT) to traditional systems is to
improve system control and monitoring to ensure that the
primary objective of the system, which is delivering a ser-
vice or commodity to the consumers (end-users), is properly
met.

Therefore, we need two types of flow to model CPSs,
namely commodity flow and information flow. Fig. 4 demon-
strates the flows and interactions within a CPS.

In the sequel we utilize the flows to describe the physical
layer and the cyber layer in CPSs.

1https://www.20sim.com/

FIGURE 4. Concept model of interactions within a CPS.

A. PHYSICAL LAYER
The commodity flow in a CPS refers to the main objective
of the system, i.e. delivering a commodity or service such as
electricity, gas, water and oil to the end users. A commod-
ity flow moves from the generator (the initial point) towards
the end users of the system and the process physics and the
causality of the system could be studied based on that.

As explained in Section I, it was recently shown that at-
tackers might be able to utilize the commodity flow in a CPS
as a communication medium to transfer malicious payloads
to their target component to affect a system component or
disrupt the functionality of the entire system. To this end, the
physical layer of CPSs also should be taken into consideration
for security analysis. Therefore, we model the physical layer
of a CPS based on its objective, main stream of the system,
by leveraging the elements of the BG discussed in Section III.
This will be further explained with a case study in Section V.

B. CYBER LAYER
In our model, an information flow passes through the cyber
components and indicates the interaction among the commu-
nication and control parts of the CPSs, i.e. the cyber layer. To
address software components as well as other types of low-
power devices such as sensors and actuators in the modeling
approach, it is necessary to extend our view of the modeling
elements presented in the physical layer to include signals. In
the cyber layer, sensors and actuators are necessary to measure
and control the system response and states. Sensors convert
a non-electrical signal into an electrical one while actuators
perform the opposite. The amount of power that sensors and
actuators take out of the system is very small and can be
neglected. Therefore, based on the description of energy and
effort in the BG approach, the energy transferred by the in-
formation flow (electrical signal) is negligible compared to
the energy exchanged between the physical components. In
the BG approach, information flow is shown as a full arrow on
the bond and mainly used to represent the signal transmitted
by components such as sensors, actuators and controllers.
These system components are said to be active components
and are represented by a block diagram.

To the best of our knowledge, the information exchange
between the active components has been only used to show
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FIGURE 5. Bond graph modeling of: (a) data flow, (b) command signal,(c)
data flow with protected channel and (d) command signal with protected
channel.

how system components are connected in a BG, and the
mathematical aspect of information flow is neglected insofar
it is not related to the physics of the problem. However, infor-
mation flow in a BG model can be used to study the security
of CPSs and turn the BG to a proper approach to conduct
a holistic cyber-physical analysis. To this end, we classify
the information flow to 1) data flow, represented by a full
arrow and 2) the command signal, represented with a hollow
arrow on the bond (see Fig. 5). This will further facilitate the
detection of different types of attacks and the investigation of
security properties such as the CIA triad, (i.e., Confidentiality,
Integrity and Availability) in a CPS. Moreover, channels con-
necting components in the cyber layer also play a significant
role in providing or defeating security. As a result, we expand
the BG model to demonstrate the properties of a channel. If
a communication channel between two components is pro-
tected, this will be indicated with a dashed line, otherwise,
it will be represented by a solid line (see Fig. 5). In Fig. 5,
A and B are any systems or elements which exchange only
information (data or command), and there is no exchange of
energy between them. This information bond carries either
effort information (effort activated bond with zero flow) or
flow information (flow activated bond with zero effort).

C. FAULT AND CYBER ATTACK MODELING
The main focus of OT is on providing the operational safety
of the process engineering systems; this is essentially based
on fault detection and isolation procedures. These procedures
mainly begin with fault modeling, as the most important
step, and continue with comparing the actual behavior of the
system with the reference behavior. Bond graph is a well
known approach to detect faults mainly in the physical layer
and has been applied in different domains [26], [34]. In this
approach, a fault is modeled as an additional effort source
(MSe for 1-junctions) or flow source (MSf for 0-junctions)
and added to the same junction where the target element is
placed. However, from the cybersecurity perspective, IT is
more concerned about the root causes of a fault that occurs
in a system, as it might be the consequence of a cyber-attack.
Recently, Zerdazi et al. [35] used a BG approach to detect
deception attacks. Besides, the Anomaly Detection methods
developed in the cyber domain follow the same approach as
for the fault detection in the physical layer. These methods are
designed to detect anomalous behavior in a system, based on

FIGURE 6. The flow chart of the proposed method.

the premise that unexpected behavior could be the result of an
attack [36]. Considering these two aspects, one can argue that
any deviation from the normal values in a CPS is considered a
fault; this fault either appears due to influencing the cyberse-
curity properties (at the cyber layer) or the physical processes
(at the physical layer). As a result, utilizing a common model
can assist in modeling faults and detecting pertinent causes
in CPSs. This can provide better insight and reduce possible
conflicts. Therefore, we propose a six-step method based on
the BG approach to model a CPS and study possible faults and
cyber-attacks. The method is described in the next subsection.

D. METHOD
As shown in Fig. 6, the proposed method consists of the
following steps:

Step 1:Model the system.
The first step is to identify the domain of the system and

the related variables. For example, Fig. 1 shows an electronic
circuit, for which we should utilize the pertinent variables
voltage and current (see Table 1). Then, the physical layer
of the system and the commodity flow path can be modeled
based on the elements presented in Section III. To show the
cyber layer, we consider the information flow and model cyber
elements and corresponding command and data flows that
pass through the system. Notice that properties of the con-
necting link should also be represented based on the symbols
proposed in Fig. 5.
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FIGURE 7. Graphical representation of the characteristics of a target
element.

Step 2: Attach the causal strokes.
As explained earlier, causal strokes represent the direction

of the effort variable, and are required to extract the system
equations. Considering the causality assignment procedure
described in Section III, the causal strokes should be placed
on bonds connected to port elements following this order:
first effort and flow sources, then I- and C-elements, fol-
lowed by transformers and gyrators, and lastly junctions and
R-elements. The causality of the rest of the port elements is
determined afterwards as they have flexibility in the place-
ment.

Step 3: Select the target element (Xi ).
Select the system component the analyst is interested in, to

investigate possible faults and cyber-attacks. One can provide
a list of target elements to check, preferably based on the
importance of components in a system. Recently, the authors
in [37] proposed a method to rank the criticality of com-
ponents in CPSs by leveraging the characteristics of system
components and their connected links based on the graph
metrics, which can be applied here to extract the list of target
elements.

Step 4: Extract the characteristics of the target element.
This step facilitates the identification of the attack sur-

face for each target element. We enumerate the input(s) and
output(s) of the element with respect to their connection
properties and extract the functionality of the element. Some
elements have stored data like a set point or threshold values
to compare with the input; in this case, the stored data also
should be considered. Fig. 7 shows the relationship between
the input(s) and output(s) of a target element.

Step 5: Write the constitutive equations.
For each target element, we write the related consti-

tutive equations based on the causal port properties and
substitute the unknown variables as functions of the known
variables [38]. Once the equation is derived, we investigate
whether variables that appear in the equation can affect the
target element in case of the fault occurring, or not. This fault
can for example occur due to (accidental) additive noise. For
instance, consider the RL circuit shown in Fig. 8. Here, we
know that the I-element stores energy and its voltage (e2) is
described by the following equation:

e2 = e1 − e3 = U − R f3; (e2 ∝ R) (1)

FIGURE 8. (a) A simple RL circuit; (b) the BG model of the RL circuit with
the healthy resistance R; and (c) the BG model with faulty resistance,
represented by a modulated energy source.

As e2 is proportional to R, a fault on R affects the voltage
of the I-element as well. As explained earlier, a fault on R-
element can be modeled by a modulated effort source on the
1-junction as depicted in Fig. 8(c) and it changes the value of
e2 by F as (2) shows:

e2 = e1 + (MSe − e3) = U + (F − R f3); (2)

Following the same approach will assist in the identification
of values and parameters that can influence the target element,
even those elements that are not directly connected to the
target element. In the following section, we will discuss this
in more detail.

Step 6: Investigate possible combinations of faults and
cyber-attacks.

Finally, considering the characteristics of the target element
explained in step 4 and the identified faults in step 5, we study
all possible combinations of faults and attacks for each target
element and investigate the corresponding consequences.

V. CASE STUDY: APPLICATION OF PROPOSED METHOD
In this section, we will apply the proposed methodology to
detect cyber physical attacks in a typical power system.

Our case study is developed based on the realistic network
infrastructures proposed by Pan et al. [39]. This system con-
sists of two network zones: a field network, and a control
network to control the system. The field network illustrated
in Fig. 9 is a three-bus two-line transmission system that
is a modified version of the IEEE nine-bus three-generator
system [39] and includes several components. G1 and G2
are power generators, L1 and L2 are transmission lines, BR1
through BR4 are circuit breakers and R1 through R4 are re-
lays. Each relay includes integrated phasor measurement unit
(PMU) functionality and is able to trip and open the related
breaker when a fault occurs on a transmission line. Operators
are also able to manually issue commands to each relay to
trip and close the corresponding breaker. Fig. 9 also depicts
potential locations for the presence of an insider attacker in
the system.
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FIGURE 9. Graphical representation of the case study.

To investigate possible cyber physical attacks on the power
system, we follow the steps proposed in Section IV.

Step 1: To construct the BG model of the case study shown
in Fig. 10, we need to determine the appropriate port element
of each component in Fig. 9, as explained in Section III. After
that, the identified port elements need to be connected using
proper port junctions considering the circuit configuration; 1-
junction for elements in series and 0-junction for elements in
parallel.

Notice that in Fig. 10 the field network is represented in
detail to understand the system process; however, for sim-
plicity the controlling part is portrayed in an element called
controller.

A circuit breaker, which is an electrical switch designed
to protect an electrical circuit from damage caused by over-
current or short circuit, is shown by 1s-junction in the BG
model. The 1s-junction represents flow switching and flow
will be active at mutually exclusive instants of time. Boolean
variables U and U , are associated with the related bond to
model the switching act. For theoretical details, the interested
reader may refer to [40]. Fig. 10 shows four 1s-junction with
two flow-deciding bonds. As an example, for 1S1, whenU1 is
1, flow ( f 4) passes through bond 4 and whenU1 is 1, f 4 is 0.
Relays in electrical circuits sense electrical flow and trigger

circuit breakers. Accordingly, R1, R2, R3 and R4 in the sys-
tem are modeled as flow detectors D f (which sense the flow)
and modulated source flow MS f (to trigger related circuit
breakers). Power generators G1 and G2 are modeled as effort
source Se, while load L3 is shown as an R-element. Moreover,
the dissipation phenomena on the transmission lines L1 and
L2 are modeled by impedance R:L1 and R:L2 in Fig. 10,
respectively.

Note that in Fig. 9, elements {G1, BR1, L1, BR2} from the
left side and elements {G2, BR4, L2, BR3} from the right side
are connected to B2 (Bus2) and are parallel with Load (L3).
Therefore, to clearly show these connected components to B2
(Bus2) from both sides and facilitate writing the equations in

Step 5, two 1-junctions labelled as B2 and B2′ are used in the
BG model.

Step 2: According to the order of adding causal strokes
discussed in Section III-B, we first assign causality to the
source elements G1 and G2. Then, we assign the indifferent
causality of R-elements {L1, L2, L3}, followed by the con-
strained causality of the 1-junctions and 1S-junctions. Fig. 10
shows the causal BG of the case study.

Step 3: Here we select R1 as the target element to study its
corresponding properties.

Step 4:We extract the characteristics of relay R1 as the tar-
get element. A relay (such as R1 in our example) can measure
the current that passes through line (L1), and based on the
predefined threshold (set-point) or received commands from a
controller, controls the associated circuit breaker. Therefore,
without loss of generality we can assume that relay R1 is
composed of two elements of the BG, one sensor to mea-
sure the current and one actuator to trigger the corresponding
circuit breakers. It is also possible to model a relay as one
mechanical or electrical element based on the BG. However,
that would not help us to study the security-related issues
in a CPS. It should be noted that the main focus here is to
model each element of a CPS in a way that facilitates the
analysis of characteristics of the system components and their
interactions with other system components, from the cyberse-
curity perspective. In Fig. 10, Df:R1 denotes the flow detector
(sensor), and MSf:T1 refers to the modulated source of flow
(actuator).

As shown in Fig. 10, the communication between R1 and
its connected elements (circuit breaker and controller) is not
protected as there is no protected channel. This is not sur-
prising for communication among elements placed in the field
network and the control network in industrial systems.

Therefore, by considering inputs and output of the relay
R1, adversaries may inject or replay commands into the re-
lay to change the threshold T1 (i.e., stored data), they may
alter or replay sensor measurements (Df) to cause upstream
algorithms to take incorrect control actions (controller MQ or
R1), or they may alter or replay control commands (from MSf
to the breaker) to directly cause incorrect system actions. This
can be summarized as follows:

For MSf:T1
Changing the value of T1 via Q12 or manually;
Altering Q12, which consequently will affect the breaker;
Q12:1 Open the breaker (BR1);
Q12:0 Close the breaker (BR1)
Altering Q11 directly;
If Q11 = 0 ⇒ U1 = 1,U1 = 0 (BR1:Off)
If Q11 = 1 ⇒ U1 = 0,U1 = 1 (BR1:On)

For Df:R1
Physical attack (fault);
Changing the measured flow value (I19);
If I19 < T 1 [T 1 = Threshold (R1)] ⇒ U1 = 1, U1 = 0
(BR1:Off)
If I19 > T 1 [T 1 = Threshold (R1)] ⇒ U1 = 0, U1 = 1
(BR1:On)
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FIGURE 10. BG model of the case study.

Step 5: According to the causality shown in Fig. 10 we
can write the constitutive equation corresponding to the target
element R1. Here, we first extract the equations of all junc-
tions to better understand the system. Considering the rules of
the 1-junction in which bonds connected to 1-junction share
common flow and the summation of efforts of all bond is zero,
we have:

f1 = f2 = f19, e1 + e2 + e19 = 0 (3)

f4 = f5 = f6, e4 + e5 + e6 = 0 (4)

f7 = f9 = f20, e7 + e9 + e20 = 0 (5)

f16 = f22 = f18, e16 + e22 + e18 = 0 (6)

f12 = f14 = f15, e12 + e15 + e14 = 0 (7)

f10 = f11 = f21, e10 + e11 + e21 = 0 (8)

For 1s-junctions we have:

f2 = U1 f4 +U1 f3, e4 = U1(e2), e3 = U1(e2) (9)

f5 = U2 f7 +U2 f8, e7 = U2(e5), e8 = U2(e5) (10)

f14 = U3 f16 +U3 f17, e16 = U3(e14), e17 = U3(e14)
(11)

f11 = U4 f12 +U4 f13, e12 = U4(e11), e13 = U4(e11)
(12)

0-junction is dual of 1-junction. Therefore, we have:

e18 = e9 = e23, f18 + f9 + f23 = 0 (13)

Considering the characteristics of a flow sensor, here e19,
e20, e22 and e21 are equal to zero. Besides, there are two power
generators e1 = G1 and e2 = G2 in the system. For the three
resistors {L1, L2, L3} in the system, we have:

e6 = f6.L1, e15 = f15.L2, e23 = f23.L3 (14)

because, due to Ohm’s Law, the current through a resistor (R)
is directly proportional to the voltage across the resistor which
is represented as e = f .R in the BG.

Now, for the target element R1, we extract the related equa-
tion based on (1) to (12) and the causality shown in Fig. 10.

Note that the flow measured by the Df:R1 element is I19 and
e19 = 0. Therefore, based on the (3) we have:

I19 = f2 = f1; e2 = −G1 (15)

Since f1 and f2 are unknown flow variables we should
substitute them.

Based on the (9) we have:

I19 = f1 = f2 = f4 and, e4 = e2 = −G1 (If U1 = 1)
(16)

I19 = f1 = f2 = f3 and, e3 = e2 = −G1 (If U1 = 1)
(17)

This approach will be continued until I19 can be represented
based on known parameters of the system as follows:

I19 = G1

L1 + L3
if (U1 = 1&U2 = 1&U3 = 0&U4 = 0)

(18)

I19 = G1

L1 + L3
if (U1 = 1&U2 = 1&U3 = 0&U4 = 1)

(19)

I19 = G1

L1 + L3
if (U1 = 1&U2 = 1&U3 = 1&U4 = 0)

(20)

I19 = G1 − I21.L3

L1 + L3
= G1

L1 + L3
+ I21.L3

L1 + L3
(21)

if (U1 = 1&U2 = 1&U3 = 1&U4 = 1).
For I21 we have:

I21 = G − I19.L3

L2 + L3
(22)

Therefore, substituting (22) into (21) results in:

I19 = G1

L1 + L3
− L3

L1 + L3

(
G2 − I19.L3

L2 + L3

)

= G1(L2 + L3) − L3G2

(L1 + L3)(L2 + L3) − L32

(23)

if (U1 = 1&U2 = 1&U3 = 1&U4 = 1).
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TABLE 2. Relation Between I19 and Boolean Variables U

Equation (23) reveals that the value of I19 is dependent
on components {L1, L2, L3, G1 and G2} and any change
(or fault) of these components directly affects the value of
I19. Note that some of these components have a remarkable
topological distance from the target element R1.

Step 6: By taking into account the results of step 4 and step
5, here we can investigate different attack scenarios on the
target element R1.

In general, relays are placed in the power system to trip
the circuit breakers in the case of a fault and overcurrent,
to protect transmission lines. Overcurrent protection is criti-
cal for personal and system safety from different hazardous
conditions that can result from materials igniting. Therefore,
it is important to ensure that I19 is measured and reported
accurately by R1. From step 5, (16), (17), (18) and (21) reveal
that the value of I19 depends on the Boolean variables U . As
a result, an attacker may take advantage of this dependency
to attack relay R1 and the system. Table 2 summarizes the
relation between I19 and the corresponding Boolean variables.
Moreover, the result of step 4 contributes to discovering the

following attack scenarios:� Trip command injection attacks: An attacker sends
an unexpected relay trip command to relay R1 to open
associated breakers. Here, we assume that the attacker
aims to trip the breaker BR1 at the ends of transmission
line L1 to force L2 to carry more power flow and put the
system under stress.� Data Injection Attack (or 1LG fault): In this case, an
attacker imitates a valid fault, such as a single line to
ground (1LG) fault, by altering the value of (I19). This
attack leads to loss of view and may cause an operator to
take invalid actions.� Relay Disabled Attack: An attacker changes the set-
tings of relay R1 to disable its operation. As a result,
R1 will not trip breakers even in the presence of the
pertaining stimulus.� Relay setting change Attack: To disturb the function-
ality of R1, an attacker changes the stored value of T1
in relay R1 to T 1 + � f . If T 1 + � f is greater than T 1,
then the transmission line L1 experiences over current,
which can damage the system and cause safety issues.
Likewise, decreasing the threshold (i.e., T 1 + � f <

T 1) can cause degradation of service and affect the sys-
tem performance. However, discovering the latter one is
more challenging, and this attack may remain unknown
for a while.

To identify more complex attacks, it is required to study
both the security properties and the operation of the system
in more detail. As an example, consider the Aurora attack in

which adversaries send opening and closing commands at a
very fast pace to relay R1, to cause the breaker R1 to open
and close periodically. This will force the generator G1 to lose
synchronization with the transmission line L1 and damage G1
due to stress generated by torque variation.

When an attacker sends the opening command to R1, R1
will trigger BR1, and G1 will be isolated from the grid. The
attacker knows that because of the slow governor action, the
generator can not stop immediately and its frequency will
keep increasing. This leads to a frequency difference between
the grid and the generator G1. Therefore, the attacker lever-
ages this vulnerability and sends a closing command to R1 at
a very fast pace (before 15 cycles) to connect G1 to the grid
with “out-of-sync” conditions. This causes large electrical and
mechanical transients, damage to G1, and even blackout. It is
clear that discovering and conducting the Aurora attack, as
an example of a complex attack in CPSs, mainly depends on
proper knowledge of the process physics of the system.

Notice that, due to the nature of a power conserving de-
scription of a system in the BG, one can model the generator
G1 based on its electromechanical properties to investigate the
effect of improper synchronization in this example. Indeed,
this implies the reusability of modeling CPSs based on the
BG, which is a valuable advantage in modeling the systems
that cover several physical domains, and those systems might
need to be expanded/modified later [24].

As the last point, this approach can also contribute to sen-
sitivity analysis of the interactions and system components in
case of faults and attacks. For instance, a closer look at (16),
(17) and (18) shows that I19 is equal to G1

L1+L3 if at least one
of the U3 and U4 is zero. This implies that not all deviations
and parameter changes have an equal impact on the system.

VI. CONCLUSION
In this paper, we showed that modeling the cyber layer along
with the physical layer based on the system flow, as the initial
target of a CPS, can provide a holistic view of a CPS and allow
to evaluate how adversaries might perturb the cyber part and
ultimately the physical part of the system. To the best of our
knowledge, none of the available methods reviewed in section
II provides this. Accordingly, we proposed a comprehensive
and domain-agnostic method, based on the BG approach.
According to the proposed six-step method, one can follow
the sequence of interactions based on the topological parts of
the model and utilize corresponding equations to investigate
dependencies and relations between the components of a CPS
to extract potential fault points, attack surfaces, and the con-
sequences of attacks. Considering the numerous components
of large-scale CPSs, this investigation begins with the most
critical components ranked in the list of target components
that contribute to the optimization of the analysis. Modeling a
CPS based on its fundamental object that represents the pro-
cess physics of the system along with the cyber layer will help
operators and the security team to discover potential com-
plex attacks. As stated in [17], modeling methods simplify
the detection of design defects; this can also assist system
designers and operators to examine what-if design scenarios
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and enhance the security and fault tolerance of CPSs by ap-
plying proper countermeasures at early stages. Additionally,
in modeling large systems, reusability is a critical feature;
as shown in the case study, the proposed approach has this
capability for different physical domains. Therefore, in case of
any changes in the system, its model can be easily modified.
Developing software tools for supporting the full application
of the proposed method and demonstrating its applicability
and usefulness in further realistic examples of a larger scale is
among our future research plans.
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Abstract. To a large extent, modeling Cyber-Physical systems (CPSs)
and interdependency analysis collaborate in the security enhancement of
CPSs and form the basis of various research domains such as risk prop-
agation, attack path analysis, reliability analysis, robustness evaluation,
and fault identification. Interdependency analysis as well as modeling of
interdependent systems such as CPSs rely on the understanding of sys-
tem dynamics and flows. Despite the major efforts, previously developed
methods could not provide the required knowledge as they have either
followed data-driven or physics-based modeling approaches. To fill this
gap, we propose a new modeling approach called BG2 based on Graph
theory and Bond graph. Our proposed method is able to portray the
physical process of CPSs from different domains and capture both infor-
mation and commodity flows. Based on the fundamental characteristics
of the Graph theory and Bond graph in the BG2 model, we discover
higher order of dependencies in CPSs and analyze causal relationships
within the system components. We illustrate the workings of the pro-
posed method by applying it to a realistic case study of a CPS in the
energy domain. The results provide valuable insight into the dependen-
cies among the system components and substantiate the applicability of
the proposed method in modeling and analyzing interdependent systems.

Keywords: Interdepedency Analysis · CPS Modeling · Cyber-Physical
systems · Bond Graph · Graph Theory · Security.

1 Introduction

Cyber-Physical Systems (CPSs) integrate computation, communication, and
control capabilities of Information and Communication Technology (ICT) into
physical objects and traditional infrastructures to facilitate the monitoring and
controlling of objects in the physical world. Based on the NIST framework for
cyber-physical systems, a CPS can be seen as an individual block or as a system
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of systems (SoS) that encompasses multiple subsystems with several heteroge-
neous parameters [17]. It is worth mentioning that CPSs are the building blocks
of Critical Infrastructures (CIs) which are essential for the maintenance of vital
societal functions, such as manufacturing, healthcare, transportation, and the
energy sector [8, 38].
In a CPS, as a system of systems, individual parts work collectively to accom-
plish the main objective of the system, and the service provided by the system is
actually formed based on the behavior of all constitutive parts and interactions
among them. That also implies that the functionality and security of a CPS de-
pend on each constitutive part and the relationship among them. Indeed, each
part has its own characteristic and may react differently in case of an unexpected
situation like a cyber attack. Any failure or malfunction in an individual part not
only can affect the functionality of the part itself but also may influence the de-
pendent parts and the entire system. The electric power disruption in California
[35], the attack on Florida water treatment plant [2] and the Maroochy attack
[1] are examples of failures and cyber attacks which initiated at an individual
part but significantly affected the entire system. Therefore, researchers in many
domains attempt to develop appropriate methods to model Cyber Physical sys-
tems with an eye to studying underlying relations and dependencies between the
components of a CPS. Identification of these dependencies in a CPS provides an
insightful view of cause and effect relationships, failure types, response behavior,
state of operation, and risks to the system [23, 29]. For this reason, dependency
analysis is an underlying basis for various research domains such as reliability
analysis [27], robustness evaluation [14] and failure propagation [46] to name a
few.
Significant efforts have been dedicated to modeling and analysis of CPSs and
their interactions, particularly in recent years. These proposed methods were
mainly developed based on Graph theory [47], Input-Output Models [39], Bayesian
networks, Petri nets [26], Agent-Based Models, and Multi-Agent Modelling [43]
and differ broadly according to the granularity, details, and level of abstraction
applied. Jensen et al. explained that a comprehensive model of a CPS should
portray the coupling of physical processes and computations in the system by
considering the environment in which the system resides [21]. Nevertheless, the
main focus of previously developed methods dedicated to model CPSs as disjoint
services/layers, and the interactions within a CPS and heterogeneity of these in-
teractions gained fewer attention [11]. Considering these modeling requirements
for CPSs as well as the heterogeneous components and their interactions in a
system, Khaitan argued that the current modeling approaches and frameworks
are inadequate [22].
The concurrency of different physical and computational processes as well as
the heterogeneous nature of CPSs turn the CPS modeling into a complex task.
Zhang et al. [46] mentioned that current literature is lacking approaches that
can capture the engineering aspects of interdependent networks. The authors in
[27] also pointed to the differences between the physical and cyber facets in a
CPS and highlighted the lack of interdependent system modeling in literature to
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portray these fundamental differences. That becomes more critical when system
modeling aims to study the security of CPSs. We have recently witnessed sophis-
ticated cyber-physical attacks such as Stuxnet [13] and the Florida water plant
attack [2] that revealed the necessity of dependency analysis in CPSs more than
ever. Considering the concept of ”kill chain” which describes an attack as a step-
by-step approach [45], the authors in [5] stated that each attack (or attack path)
refers to a ”chain of dependency” in a system that has been successfully materi-
alized by attackers. Krotofil et al. showed that the physical process layer should
be included in system modeling in the security scope as the physical process can
be utilized as a communication medium to deliver malicious payloads between
system components [24]. Furthermore, the multidisciplinary nature of CPSs is
another factor that an ideal system modeling should be capable of addressing to
provide a deeper understanding of interdependencies and their implications for
system security [34]. Among different modeling methods, our research showed
that Bond graph (BG) has the capability of providing the aforementioned re-
quirements. Bond graph is a description formalism that can portray the physical
process of a system based on the flows of system commodities from different
energy domains such as the electrical, mechanical, mechatronics, chemical, hy-
draulic, and thermal as well as multidisciplinary dynamic engineering systems
[10]. Additionally, the BG diagram can represent the causality between system
elements that contributes to the formulation of system equations and investiga-
tion of the system behavior in terms of controllability, observability, and fault
diagnosis [9]. These characteristics of Bond graph turn it into an ideal method for
modeling the physical processes of CPSs and analyzing dependencies between the
system components. Moreover, reviewing recent interdependency studies showed
us that Graph theory, as the most common underlying method applied for de-
pendency analysis in complex systems, has significant features for modeling and
analyzing the cyber part of CPSs which performs the controlling and monitor-
ing tasks [7, 37, 41]. Therefore, in order to fill the gap found in the literature
for modeling CPSs and interdependency study as a basis of various research do-
mains, in particular, for the cybersecurity domain, we attempt to develop a new
method based on merging Bond graph and Graph theory. Based on the proposed
method, we will not only be able of extracting dependencies in CPSs, but also
we can study the cause and effect relationship between the system components.
Our main contribution is twofold:

– We develop a novel method, called BG2 model, based on Graph theory and
Bond graph for modeling cyber-physical systems considering the multidisci-
plinary nature of such systems, and

– we apply the proposed BG2 model to discover and analyze dependencies and
causal relationships within the system components in a CPS.

The remaining of the paper is structured as follows: Section 2 reviews the
related work on modeling CPSs and dependency analysis. Section 3 provides the
necessary knowledge background of Graph theory and Bond graph. We describe
the proposed method in section 4, and a case study to expound on the application
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of the proposed method is presented in section 5. Finally, section 6 summarizes
our findings and indicates possible future work.

2 Related work

A survey conducted by Hehenberger et al. on methods and applications of mod-
eling CPSs revealed the necessity of developing transdisciplinary models and
conceptual frameworks to encompass attributes of CPSs stem from different do-
mains such as electronics, mechanics, engineering, and control [18]. Rinaldi et al.
also reviewed pertinent approaches for modeling and simulating CIs and their
interdependencies and concluded that the multidisciplinary science of interde-
pendent systems such as CPSs which consists of multiple disciplines is relatively
immature [34]. To address this challenge, recently Akbarzadeh et al. proposed a
unified IT&OT modeling approach based on Bond graph to model CPSs, facili-
tate collaboration between IT and OT experts, and discover the attack surface
of system components with the goal of improving cybersecurity of CPSs. Their
work showed Bond graph as a promising basis for modeling CPSs and analyzing
their dependencies, particularly for the physical process of the systems. Bond
graph is an explicit graphical model for capturing and representing the common
energy structure of systems. Besides, one can apply the causal and structural
properties of BGs to study systems’ behavior. Kumar et al. utilized Bond graph
to model a system of systems (SoS) [25], while other researchers applied BG as
a homogeneous and multi-domain modeling approach to study fault detection
and isolation, observability, and controllability in complex systems [9, 44].
Interdependency analysis in CPSs contributes to assessing the consequences of
failures occurrence and failures propagations in a system. Moreover, this helps
to understand how failures can disturb the functionality of a CPS and conse-
quently affect the reliability of the system. As a result, modeling CPSs with
the aim of interdependency analysis provides an insightful view of inter-system
and intra-system causal relationships, response behaviors, failure types, state of
operations, and risks the systems might encounter [23, 29]. Besides, interdepen-
dency modeling and studying the systems’ behaviors in the presence of failures
is a common approach to evaluating the security and reliability of CPSs, as these
failures may be caused by adversaries [33, 15].
Rinaldi et al. proposed six dimensions of infrastructure interdependencies namely,
type of failure, coupling and response behavior, infrastructure characteristics,
environment, types of interdependencies, and state of operation to study depen-
dencies in CIs [34]. In the follow-up paper [34], the same authors highlighted
the necessity of developing interdependency analysis capabilities and improv-
ing information integration in modeling and simulation methods to protect CIs.
The authors mentioned that these objectives are also aligned with the homeland
security programs and can provide insights into rare events like complex cyber-
physical attacks [20].
Satumtira et al. [37] surveyed 162 papers on interdependency modeling and dis-
covered that Graph theory is the most common method to study interdependen-
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cies in CIs. later on, Torres [41] compared different methods applied for modeling
CIs including Agent-based Models, Petri Nets, Bayesian Networks, and Graph
theory based on six different objectives namely Scalability, CPU time, Usability,
Tools accessibility, Dynamic simulation and Large systems modeling. Their evalu-
ation confirmed the capacity of Graph theory as the most suitable method found
in the literature to study CPSs, as Graph theory gained the highest value in four
out of six different objectives in the comparison. Recently, the authors in [4]
proposed the Modified Dependency Structure Matrix (MDSM) based on Graph
theory to identify, illustrate and evaluate the quantitative characteristics of con-
nections, including multi-order dependencies, in large-scale CPSs. Nevertheless,
the Graph theory-based approaches mainly provide a high-level perspective of
CPSs with an emphasis on the topological characteristics of the systems. In our
previous paper, we reviewed and compared recent graph-based interdependency
analysis methods in the power domain based on different features including the
communication direction, applied control parameters, system functionality, sys-
tem security, complexity and scalability, and the results showed us there are still
remarkable open challenges require to address [7]. Graja et al. also conducted a
critical review of different modeling and analysis techniques found in 62 papers
and stated that despite significant efforts, current research is still at the begin-
ning stage [16]. In a nutshell, dependency analysis as a basis for various research
fields requires a paradigm shift from a disjoint modeling approach to transdisci-
plinary models that enables to capture of the physical processes in lower levels,
the monitoring and controlling of the cyber part as well as the communication
between cyber and physical parts and their corresponding functionalities in a
CPS to portray the behavior of a CPS as a collection of functionalities from
different domains. This paves the way towards causality analysis in complex sys-
tems and contributes highly to improving the security of such systems [16, 11,
28, 44].

3 Background

In this section, a brief overview of Graph theory and Bond graph is given.

3.1 Graph Theory

A graph is a mathematical representation of a network. A network can be mod-
eled as a graph G(V,E) where V is a set of vertices and E is a set of links [31].
A vertex (node) V is an intersection point of a graph and can denote a compo-
nent of a system, while an edge (link) E is a link between two nodes. V (G) and
E(G) are referred to as the vertex (node) set and the edge (link) set of graph
G, respectively. Graphs can be Directed or Undirected. If the direction of each
edge is defined in a graph, that is a directed graph. Otherwise, it is known as an
undirected graph. In Graph theory, a directed graph D is a pair (V,E) where E
is a subset of V × V ≡ {(x, x)|x ∈ V } and (u, v) ∈ E implies that there is an
edge e which joins the initial node (tail) u to its terminal node (head) v [40].
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In graph G, the Indegree Centrality shows the number of links that enter each
node, while the Outdegree Centrality refers to the total number of outgoing links
from each node. Graph theory is the study of the relationship between edges and
vertices and can be applied to any scenarios that aim to examine the structure
of a network of connected objects.

3.2 Bond Graph

A Bond graph is a graphical representation of a physical dynamic system based
on the energy exchange phenomenon between the system components. Due to
the fact that in each energy domain, the amount of power transferred equals the
product of two physical quantities, i.e, Power = Effort × Flow, Bond graph pro-
vides a uniform notation for modeling dynamic systems from different domains
such as electrical, hydraulic and mechanical as well as multi-domain dynamic sys-
tems [12]. For instance in electrical domain power exchange is computed based
on the Voltage (V ) and Current (I) while in the hydraulic domain the two physi-
cal quantities utilized to compute power are Pressure (ρ) and Volume Flow Rate
(Q). Bond graph is composed of bonds (edges) and port elements. Bonds connect
port elements and portray the direction of power flow by half arrows while the
two power conjugated variables named effort (e) and flow (f) are assigned to
each bond. Port elements indicate how energy exchanges across bonds based on
the underlying physics principles in which energy can convert into another en-
ergy form, transform in the same energy domain, transfer from one power port
to another, be distributed, or be stored [10]. Figure 1 shows port elements and
their corresponding causality in the Bond graph.

Fig. 1. Bond graph port elements and their corresponding causality [6].
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One of the main advantages of BG modeling is its capability to study the
characteristics of causality in a system. This facilitates the analysis of interac-
tions and cause-effect relationships between the system components, as well as
the structural analysis of systems such as controllability and observability.
Causal stroke: In BG diagrams, a causal stroke shows the direction of impos-
ing effort (e) and represents by a short line perpendicular to the bond at one of
its ends, either the tip or tail of the half arrow. Notice that the causal stroke is
independent of the power transfer direction shown by the half arrow. In Bond
graph when one side causes effort, the other side causes flow and the causal
stroke is placed near the element for which the effort is known [30]. For instance,
in figure 2-(a), X imposes the effort (e) to Y, i.e effort (e) is known for Y, whose
effect sets the flow (f) towards X. Figure 2-(b) shows the opposite situation in
which effort (e) is known for X.
Causality assignment: As explained earlier, the causal stroke is only assigned
to one end of a power bond. This assignment of causal strokes known as causal-
ity assignment follows the systematic procedure called Sequential Causal As-
signment Procedure (SCAP). The SCAP algorithm begins with the elements
having the strongest causality constraints and continues until all elements get
their causality assigned in the following order: (1) effort and flow sources, (2) I-
and C-elements, (3) transformers and gyrators, (4) junctions and (5) R-elements.
After that, if a port element has still remained without the causal stroke, it has
flexibility in the causality placement, and its causality will be determined at the
end [36].
Causal paths: A path between two ports connected via 0-junction, 1-junction,
or Transformer (TY) is called a causal path if bonds have similar causal stroke
directions and the sequence of the causal strokes follows the same pattern. No-
tice that when a Gyrator (GY) connects two ports the causal stroke direction is
altered. Figure 3 shows two different types of causal paths, simple and indirect
causal paths, in which direction of causal paths are denoted by green dashed
lines.

Fig. 2. Causality strokes in bond graphs. (a) Effort is known for Y. (b) Effort is known
for X.
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Fig. 3. Causal paths in bond graphs. (a) Simple causal paths and (b) indirect causal
paths.

4 Method

In this section, the process of modeling a CPS based on the BG2 model is
described. Then the relationships within the cyber and physical layers of a CPS
is extracted and relevant metrics of Bond graph and Graph theory are applied
to analyze the different characteristics of dependencies within the system.

4.1 BG2 model

As mentioned earlier in section 2, Graph theory has been widely applied to model
CPSs in recent years. In these research works, system components are modeled
as nodes and the interactions among the nodes are represented by edges. This
modeling approach can clearly represent the topology of a system and facilitate
analysis of different characteristics of a system based on Graph-based metrics.
For instance, the authors in [3] proposed a method to rank the importance of
nodes and links in a CPS based on the Closeness Centrality and two novel graph-
based metrics, namely the Tacit Input Centrality (TIC) and the Tacit Output
Centrality (TOC).
Graph theory provides a high-level and asset-oriented representation of a system
which makes it an appropriate choice for modeling the cyber part of CPSs, which
relies on information flow to monitor and control the systems, and analyzing the
dependency among the IT components. However, studying the dependency in
the physical part of a CPS as well as the interactions between the cyber and
physical parts requires considering the physics of the system which Graph theory
cannot cover. To fill this gap, we can apply Bond graph to model the physical
processes of CPSs based on their commodity flows as explained earlier in section
1. Therefore, to study different types of dependencies within a CPS we propose
the BG2 model which utilizes Graph theory and Bond graph to model the cyber
and physical parts of a CPS respectively and represents the two different types
of flow passing through each part, namely commodity flow and information flow.
However, unlike the Graph theory, Bond graph demonstrates a system based on
the power transfer principle between the system components. Therefore, to be
able to apply both Graph theory and Bond graph to model a CPS we leverage
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the cyber-physical components that exist in CPSs as the interfaces between the
cyber and physical parts of the system. Consequently, these interfaces perform
as merging points between the Graph and Bond graph diagrams.

A Physical-to-Cyber interface is a component that converts the commodity
flow of a CPS into information flow, while a Cyber-to-Physical interface acts
the opposite (figure 4). A sensor and an actuator can be seen as the Physical-
to-Cyber (P2C) and the Cyber-to-Physical (C2P) interfaces, respectively. As a
result, considering the characteristics of cyber and physical parts of a CPS, in
our proposed model, the cyber part in which the information flow plays the main
role is modeled based on the Graph theory, and the physical part of the system
which operates based on the commodity flow is modeled based on the Bond
graph, while the P2C and C2P interfaces merge these two parts together. We
will explain the BG2 modeling based on a case study represented in section 5 in
more detail. Figure 4 illustrates the proposed BG2 modeling for CPSs.

Fig. 4. Conceptual representation of the BG2 model.

4.2 Dependency identification based on the BG2 model

Here, we aim to track dependencies within the system components to study how
the behavior of an entity in a CPS depends on the other entities and subsys-
tems. The result of this step provides insight into improving the security of CPSs
and to a high extent collaborates in various research domains such as analyz-
ing cascading failures, attack path analysis, and risk management to name a
few. For this purpose, after modeling a CPS based on the BG2 model, we uti-
lize the properties of Graph theory and Bond graph to discover dependencies.
It is worth mentioning that, Dependency is a linkage between two entities in a
system, through which the state of one entity influences the state of the other.
Besides, the term Interdependency defines a bidirectional dependency between
two entities in a system in which the state of the first entity affects the state of
the second one and vice versa
As explained in subsection 4.1, the cyber part of a CPS is modeled following
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Graph theory in the BG2 model. Accordingly, the cyber part can also be por-
trayed in form of an Adjacency Matrix (A). In Graph theory, an adjacency matrix
A is a square matrix used to represent whether the vertex vi is adjacent to the
vertex vj in a network or not, which shows with one or zero, respectively. Based
on the same definition, we define the Dependency Matrix (D) which repre-
sents the value of information flow (Iij) moves from vertex vi to vertex vj in the
corresponding cell of the matrix D. Besides, the C2P and P2C interfaces in the
BG2 model have interactions with the physical part through the output/input
commodity flow. Therefore, to capture the entire interactions for interfaces, an
extra column and row labeled as (M ) are assigned in the Dependency matrix
(D). The pair (M,M ) will be further utilized to derive dependencies between
the two parts of CPSs as jumping points. Notice that the information flow can
be divided into Sensed data (Id) and Control command (Ic). This facilitates
distinguishing between faults/attacks on monitoring and controlling parts in fur-
ther steps. The sensed data (Id) is collected from the physical layer by means
of P2C interfaces and moves towards the specific components in the cyber layer
for monitoring reasons, while the control command (Ic) is issued by components
like controllers in the cyber layer and moves towards the C2P interfaces to apply
the desired changes in the physical process of the system.
Given that the physical part of a CPS is modeled based on Bond graph in the
BG2 model, we can extract the dependencies in this part by following the com-
modity flow and tracking ”Causal Paths”. Causal Paths are one of the significant
characteristics of Bond graphs which are derived based on the causality in a sys-
tem. Indeed, Causality indicates the dependencies between the dual variables
effort and flow in a system, and specifies the independent variable(s). For all
the P2C and C2P interfaces in a BG2 model, we extract pertinent causal paths.
These causal paths reveal the dependencies between each interface and system
assets in the physical part. Therefore, one can use Dependency matrix D to de-
rive dependencies in the cyber part until reaching an interface (jumping point)
and then extract dependencies in the physical part based on the causal paths
corresponding to that interface. This enables us to extract higher order of de-
pendencies between those system components that are placed in different parts
or subsystems yet affect each other.

For each component in a BG2 model, particularly for the interfaces, we can
write a functional dependency relation. Assume that the elements of X, X =
{x1, x2, ..., xi}, are inputs and the elements of Y , Y = {y1, y2, ..., yj}, are outputs
of the component S, so that g expresses a functional input-output relationship
(g : X → Y ) as shown in equation 1, which is defined to represent both cyber
and physical aspects of this function.

Y = g(S|X) (1)

Equation 1 represents inputs, outputs, and the device S with the correspond-
ing inner functionality. Consequently, this mathematical representation of the
functional properties of a CPS component allows us to analyze both cyber and
physical aspects of a relation between inputs and outputs at the same time. This
can be further used to identify attack vectors in cyber-physical systems.
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5 Case study

In this section, we apply the proposed BG2 model into a realistic cyber physical
system shown in figure 5 and extract dependencies within this system based on
the method described in subsection 4.2.

5.1 BG2 model of the system

Our case study is developed based on the realistic network infrastructures pro-
posed by Homer et al. [19] and Pan et al. [32], and encompasses four network
zones namely Corporate network, Demilitarized zone (DMZ), Field network, and
Control network. As shown in figure 5, the physical process of the system occurs
in the field network, while the other three networks collaborate in monitoring
and controlling. Therefore, the field network in this CPS is considered as the
physical part and the rest of the network zones form the cyber part. To model
the cyber part of the case study as a BG2 diagram, the first step is to discover
the direction of the interactions within the system components. Homer et al. [19]
explained that the web server (A7) and the VPN server (A8) are accessible from
the Internet (A6), and the VPN server (A8) has access to the File server (A9),
Workstations (A10) and Citrix server (A11). The web server (A7) has only access
to the file server (A9). The Citrix server (A11) has access to the Data historian
(A3) and Communication servers (A1). Operators can monitor the field network
and send commands to the field devices (if necessary) from the Human Machine
Interface (HMI). The Communication servers (A1) provide central monitoring
and control and additionally interfaced with the data historian (A3) so historical

Fig. 5. graphical representation of the case study
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data could be collected and preserved and studied outside of real-time opera-
tions. Given this information, we model the cyber part of the system as a graph
diagram shown in figure 6, in which system components are depicted as nodes
(V ) and connections among components are represented by links (E). Here, the
Graph diagram of the entire system is displayed to help readers compare the
graphical representation of a system based on Graph theory and the new pro-
posed BG2 model. In figure 6, devices belonging to the cyber part are depicted
in red color, blue circles denoted to those components are placed in the physi-
cal part which will be modeled later based on Bond graph, and the P2C/C2P
interfaces are depicted in half blue and red.

Following the BG2 model procedures, the second step is to model the physical
part of the system, i.e. the filed network, based on the Bond graph. In figure 5,
the field network is a three-bus two-line transmission system which is a modified
version of the IEEE nine-bus three-generator system [32]. This physical part
illustrates the process of generating and transmitting power to the consumer
(Load). G1 and G2 refer to the power generators, BR1 through BR4 denotes
the circuit breakers, and R1 through R4 are relays. Each relay is able to trip
and open the related circuit breaker when a fault occurs on a transmission line.
Operators are also able to issue commands via HMI to each relay to open and
close the corresponding circuit breaker. Based on the port elements of Bond
graph represented in figure 1, we model the physical part of the system as shown
in the lower part of figure 7. The generators G1 and G2 are modeled as effort
sources (Se) and Load L3 as an R-element. Besides, the dissipation phenomena

Fig. 6. Digraph of the system
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on the transmission lines L1 and L2 are modeled by impedance R:L1 and R:L2,
respectively. Following the approach proposed by Umarikar et al. for modeling
switches [42], we modeled circuit breakers BR1 through BR4 as 1s-junctions. A
circuit breaker switches between two states (on and off) to protect an electrical
circuit from damage caused by an over-current or short circuit. Likewise, 1s-
junction switches between two states that are determined by Boolean variables
U and U . The role of the Relays in the system is to measure the current that
passes through transmission lines and send the trip command to the associated
circuit breakers in case of overcurrent. Therefore, as explained in [6], a relay
in the BG diagram can be modeled as one sensor which measures the current
and one actuator that triggers the corresponding circuit breaker. Considering the
roles and input-output of the circuit breakers and relays in the system clears that
these components are connecting the cyber and physical parts of the system and
are the C2P/P2C Interfaces. In the BG2 model of the system shown in figure 7,
cyber components are depicted as solid red nodes while the C2P/P2C Interfaces
can be distinguished easily by the red border drawn around port elements.

5.2 Dependency analysis

According to the proposed method explained in section 4.2, dependencies among
the components placed in the cyber part of a CPS are represented via the de-

Fig. 7. BG2 representation of the system
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pendency matrix D, while dependencies in the physical part derive based on the
causal paths. Therefore, considering the BG2 model of the system displayed in
figure 7, here, we write the dependency matrix D of the system (see table 1). The
next step is to write the causal paths for interfaces. In this regard, we should
label the bonds and assign the causal strokes as explained in section 3. Causal
strokes display the direction of the effort variable (e) in a BG diagram and are
necessary for writing the system equations and causal paths correctly.

Therefore, we assign the causal strokes of effort/flow sources in the first place,
then the I- and C-elements, afterward the transformers and gyrators, and finally
junctions and R-elements. Following that, as shown in figure 7, all bonds were
labeled and the causality assignment was accomplished. After that, we are able
to write the causal paths for interfaces that have non-zero values on row M in
matrix D. For instance, consider the commodity flow (f19) in table 1 which is an
input from the physical part of the system to relay R1. Based on figure 7, the
causal paths terminating at relay R1 are as follows:

(R1- Path1)Sf1 : 0
f3−→ 1S1

f2−→ 1
f19−−→ Df : R1

(R1- Path2) Sf2 : 0
f8−→ 1S2

f5−→ 1
f4−→ 1S1

f2−→ 1
f19−−→ Df : R1

(R1- Path3) Df : R2
f20−−→ 1

f7−→ 1S2
f5−→ 1

f4−→ 1S1
f2−→ 1

f19−−→ Df : R1

Notice that for writing the causal paths, we start from Relay R1 and track
the sequence of port elements with analogous causality as R1. As an example,
in figure 7, relay R1 is connected to effort source G1 and 1S1-junction. Here,
only the direction of casual stroke belonging to the 1S1-junction is similar to R1,
which means that for extracting the casual path, we have to take a step towards

Table 1. Dependency Matrix D

A6 A7 A8 A9 A10 A11 A3 A1 A2 R1 R2 R3 R4 BR1 BR2 BR3 BR4 M

A6 0 I6,7 I6,8 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A7 0 0 0 I7,9 0 0 0 0 0 0 0 0 0 0 0 0 0
A8 0 0 0 I8,9 I8,10 I8,11 0 0 0 0 0 0 0 0 0 0 0
A9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A10 0 0 0 0 0 I10,11 0 0 0 0 0 0 0 0 0 0 0
A11 0 0 0 0 0 I11,3 I11,1 0 0 0 0 0 0 0 0 0 0
A3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A1 0 0 0 0 0 I1,3 0 I1,2 IC9 IC10 IC11 IC12 0 0 0 0 0
A2 0 0 0 0 0 0 0 0 IC3 IC4 IC5 IC8 IC1 IC2 IC6 IC7 0
R1 0 0 0 0 0 0 Id9 Id3 0 0 0 0 IC13 0 0 0 0
R2 0 0 0 0 0 0 Id10 Id4 0 0 0 0 0 IC14 0 0 0
R3 0 0 0 0 0 0 Id11 Id5 0 0 0 0 0 0 IC15 0 0
R4 0 0 0 0 0 0 Id12 Id8 0 0 0 0 0 0 0 IC16 0
BR1 0 0 0 0 0 0 0 Id1 0 0 0 0 0 0 0 0 0
BR2 0 0 0 0 0 0 0 Id2 0 0 0 0 0 0 0 0 0
BR3 0 0 0 0 0 0 0 Id6 0 0 0 0 0 0 0 0 0
BR4 0 0 0 0 0 0 0 Id7 0 0 0 0 0 0 0 0 0
M 0 0 0 0 0 0 0 0 f19 f20 f22 f21 f2 f5 f14 f11 0
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the 1S1-junction, not G1. Moreover, to write the causal paths for R1 we follow
the flow variable (f) as we aim to derive the commodity flow (f19). Following
the same approach, one can extract the causal paths for other interfaces.
Based on the above causal paths we have:

R1, f19 /⊥⊥{BR1, BR2, R2} (2)

which implies that R1 and value f19 depends on the functionality of BR1, BR2,
and R2. As explained in section 4, we can also extract the functional dependency
of each system component. Therefore, we can write the functional dependency
of components BR1, BR2, and R2 based on equation 1 and considering the
pertinent variables shown in dependency matrix D, as follows:

U1f4 + U1f3 = g(BR1|Ic1, Ic13, f2) (3)

U2f7 + U2f8 = g(BR2|Ic2, Ic14, f5) (4)

U1f4 + U1f3 = g(BR1|Ic1, Ic13, f2) (5)

By substituting equations (3-5) into equation 2 we have:

R1, f19 /⊥⊥{Ic1, Ic13, f2, Ic2, Ic14, f5, Ic1, Ic13, f2}, g(BR1), g(BR2), g(R2) (6)

Equation 6 clears that R1 and the value of f19 depends on operation of
BR1, BR2, and R2 and their inputs {Ic1, Ic13, f2, Ic2, Ic14, f5, Ic1, Ic13, f2}.
Also, based on the matrix D we extract those chains of dependencies in the
cyber part that terminates at R1 in the following:
A6 → A8 → A11 → A1 → R1,
A6 → A8 → A11 → A1 → A2 → R1,
A6 → A8 → A10 → A11 → A1 → R1, and
A6 → A8 → A10 → A11 → A1 → A2 → R1.
Therefore, by considering the above dependency chains and equation 6 which
are derived based on the causal paths for R1, one can analyze how different
components in the case study may affect R1 in case of any accidental failure or
cyber-attack. Following this approach not only helps to identify dependencies in
a cyber-physical system, but more precisely, it reveals the cause and effect rela-
tions between the system components and shed light on studying the behaviors
of complex CPSs in different scenarios such as security assessment, failure prop-
agation, or reliability analysis. For instance, the causal path (R1- Path1) reveals
the causality between f19 and the state of BR1 which is modeled as 1S1-junction.
Indeed, if U1 equals to 1, then this causal path exist and Sf1 passes through bond
3, i.e f3 = Sf1. Besides, the causal path (R1- Path1) also shows that the value of
f19 depends on f2 and f3. So, we can see that if U1 equals 1, f19 will be zero and
R1 will sense and send this value to the cyber part. Considering the function of
circuit breakers, this f19 = 0 happens when a fault has occurred on transmission
line L1 and BR1 has tripped upon receiving a trip command from R1 or HMI to
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protect line L1. In the same way, the causal path (R1- Path2) reveals that f19
depends on the functionality and states of 1S1-junction (BR1) and 1S2-junction
(BR2). Here, Sf2 passes through bond 8 when U2 equals to 1. One can write the
structural equations for all junctions that exist in the casual path to find the
value of f19. Starting from 1S2-junction, we have f5 = f8 if U2 is 1 and we know
f8 = Sf2. Notice that in a BG diagram, the same flow passes through all bonds
connected to a 1-junction, while a 0-junction implies connected bonds have the
same effort. Therefore, when U1 equals to 1, because of the 1-junction placed
between bonds 4 and 5, we know that f5 = f4. For the same reason, f2 is equal
to f19 and we can conclude that f19 = Sf2 = 0. This implies that BR1 is working
in a normal situation while BR2 has been tripped because of a fault occurrence
on transmission line L1 and the fault was closer to BR2 than BR1. Finally, the
last causal path (R1- Path3) reveals the relation between the two relays R1 and
R2 as well as commodity flows f19 and f20. In this case, if U1 = U2 = 1, then
system is in the normal situation and the same flow is passing through trans-
mission line L1, i.e f19 = f20 and relays R1 and R2 measure the same value.
Therefore, based on the above causal paths, we could discover components and
states that influence the value of f19. Besides, we showed that these causal paths
can reveal different scenarios regarding fault occurrence in a system. Indeed, one
of the advantages of Bond graph is its ability to study controllability and observ-
ability in a system. Therefore, merging the information gained from the causal
paths with the chain of dependencies that can be extracted from the dependency
matrix D will assist us to study complex scenarios in which both cyber attacks
and faults may occur. For instance, consider the causal path (R1- Path2) as a
simple example in which the value of f19 depends on the functionality of 1S1-
junction. Therefore, in the bottom-up direction which relates to the monitoring,
any fault, failure, or cyber-attack on BR1 can change the value of f19 and affect
interdependent components in the cyber layer, i.e {A1, A2, A11, A10}. And from
the top-down direction which relates to the controlling feature, any malfunction
or cyber attack on {A1, A2, A11, A10, R1(Msf : T1)} may change the state of
BR1 and consequently influence the value of f19.
Based on the matrix D, one can extract dependency chains A6 → A8 → A10 →
A11 → A1 → A2 and A6 → A8 → A11 → A1 → A2 and leverage interfaces
BR1-BR4 and R1-R4 to merge dependency chains with pertinent causal paths
to evaluate all possible scenarios.
Besides, as explained in section 4, the BG2 model supports all the conventional
graph-based metrics. To clear that, we compute the Indegree/Outdegree cen-
trality of the system components based on the Graph diagram depicted in figure
6 and the BG2 model represented in figure 7 as shown in table 2. Comparing
the values in table 2 shows a slight difference between the measured values for
components placed in the physical part of the system. That is because the BG2
model can provide a realistic abstraction of the physical process of the system
and consequently, the Indegree/Outdegree centrality measured based on the BG2
model is more precise than the Graph diagram.

141



Title Suppressed Due to Excessive Length 17

Table 2. Comparing Indegree/Outdegree centrality derive from the BG2 model and
Graph diagram.

Nodes: A6 A7 A8 A9 A10 A11 A3 A1 A2 G1 G2 B1 R1 BR1 BR2 B2 R3 B3 BR4 BR3 R2 R4

Out(BG2) 2 1 3 0 1 2 0 6 8 1 1 2 3 2 2 3 3 2 2 2 3 3
In(BG2) 0 1 1 2 1 2 2 5 9 0 0 1 3 3 3 2 3 1 3 3 3 3
Out(Graph) 2 1 3 0 1 2 0 6 8 1 1 0 2 1 1 1 2 0 1 1 2 2
In(Graph) 0 1 1 2 1 2 2 5 9 0 0 3 2 2 2 4 2 3 2 2 2 2

6 Conclusion

In this paper, we proposed the BG2 model to capture and demonstrate the topo-
logical and functional characteristics of Cyber Physical Systems as an underlying
basis for interdependency analysis. The BG2 model is developed based on Graph
theory and Bond Graph to characterize the cyber and physical facets of a CPS
and the relationship between them. Interdependency analysis as well as model-
ing of interdependent systems such as CPSs rely on the understanding of system
dynamics and flows. In the BG2 model, the information flow that passes through
the cyber components for monitoring and controlling purposes is modeled based
on Graph theory, while the Bond graph is applied to model the physical process
of the system whose in charge of generating and delivering commodity flow(s).
We utilized physical-to-cyber and cyber-to-physical interfaces in the BG2 model
to bridge the gap between the data-driven and physics-based driven nature of
Graph theory and Bond graph and merge these two underlying methods. In the
BG2 model, the relationships between the system components belonging to the
cyber part are recorded in a dependency matrix D, causal paths are applied to
track the cause and effect relationships between those system components placed
in the physical part of a CPS, and the interfaces act as jumping points between
these two parts. The interfaces enable us to identify the chains of dependencies
for each component, regardless of which part its dependent components belong
to or geographical distance. In other words, we can extract the higher order of
dependencies for every component in a BG2 model. This facilitates studying
cascading failures in CPSs.
In reality, CPSs encounter failures and cyber-attacks. A cyber attack may hap-
pen in different parts, and in a worst-case scenario, several attacks may happen
together. As explained in section 5, based on the proposed BG2 model, one can
distinguish between accidental failures and cyber-attacks in a CPS by analyzing
the behavior of the system and dependent components, particularly by noticing
the physical process of the system and causal paths. Unlike previous works, BG2
model is not only able to discover the dependencies between the system com-
ponents but also the cause and effect relationships. Studying the causality in
a system can address the ”what-if” questions that relate to analyzing changes,
that might occur due to a cyber attack or failure, to the system under study.
The proposed method also satisfies Graph theory-based metrics that have been
applied and developed in previous works. We measured the Indegree/Outdegree
centrality based on the Graph diagram and the BG2 model and the comparison
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showed that the BG2 model can provide a more realistic result for the physical
part of the system.
Interdependency analysis substantially collaborates in improving the security of
CPSs and is the foundation of various research domains such as risk propagation,
attack path analysis, fault identification and isolation, reliability analysis, and
robustness evaluation. Modeling CPSs based on the BG2 model and analyzing
dependencies can help us to identify cyber-attacks and predict corresponding
consequences and enable us to protect CPSs against them. Furthermore, based
on the significant features of Bond Graphs, such as the causal paths, we can
derive fault indicator algebraic equations for the physical process of the systems
and enhance system controlling and fault isolation. As a result, we aim to apply
the BG2 model to develop a new method to discover and analyze cyber-physical
attack paths in CPS. It can also help us to investigate the possibility of paral-
lel attack path analysis in cyber-physical systems to identify complex attacks.
Designing a unified safety and security risk management method based on the
BG2 model is also among our future research plans.
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