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Abstract—In federated learning (FL), multiple clients con-
nected to a single server train a global model based on locally
stored data without revealing their data to the server or other
clients. Nonetheless, the current FL architecture is highly vulner-
able to communication failures and computational bottlenecks
at the server. In response, a recent work proposed a multi-
server federated architecture, namely, a graph federated learning
architecture (GFL). However, existing work assumes a fixed
amount of data at clients and the training of a single global
model. This paper proposes a decentralized online multitask
learning algorithm based on GFL (O-GFML). Clients update
their local models using continuous streaming data while clients
and multiple servers can train different but related models simul-
taneously. Furthermore, to enhance the communication efficiency
of O-GFML, we develop a partial-sharing-based O-GFML (PSO-
GFML). The PSO-GFML allows participating clients to exchange
only a portion of model parameters with their respective servers
during a global iteration, while non-participating clients update
their local models if they have access to new data. In the
context of kernel regression, we show the mean convergence
of the PSO-GFML. Experimental results show that PSO-GFML
can achieve competitive performance with a considerably lower
communication overhead than O-GFML.

Index Terms—Graph federated architecture, multitask learn-
ing, kernel regression, random Fourier features

I. INTRODUCTION

Federated learning (FL) [1]–[3] is an increasingly popular
distributed learning framework that pushes computation to the
edge devices and learns globally shared models from locally
stored data. Two particular features, namely, statistical and
system heterogeneity, distinguish FL from typical distributed
learning. Relevant to statistical heterogeneity, FL aims to learn
a global model from non-IID and imbalanced client data [4],
[5]. As for system heterogeneity, many clients participating in
FL will have different storage, computational, and communi-
cation capacities [6]–[8].

In every global iteration of FL, the participating clients have
to communicate the model back and forth with the server
for client-side local updates and server-side aggregation. The
classical single-server-based FL architecture is vulnerable to
communication and computation bottlenecks at the server-side.
The client-edge-cloud hierarchical FL algorithm addresses this
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issue by performing partial model aggregation at multiple edge
servers that communicate with a cloud server for final aggre-
gation [9]. Recently, a more realistic FL framework, namely,
graph federated learning (GFL) [10], has been proposed. GFL
comprises several interconnected servers, each associated with
its own set of clients. In such a system, a graph can represent
the connections between servers.

Many FL approaches, including GFL, assume a fixed
amount of training data on each client, which is impractical for
many real-life scenarios, e.g., in sensor networks, the internet
of things, and wireless communications. In reality, clients may
receive new data or a data stream during the training [11]–[13].
On the other hand, since the nodes have access to the data
with a distinct distribution, client-specific models or cluster-
specific models (a model for a group of clients) can be learned
from client data, and certain relations may exist among these
models. However, the existing federated multitask learning
(FMTL) [14], [15] works are derived in the context of classical
single-server-based architectures. Finally, the communication
overhead associated with GFL framework in the context of
streaming data has not been explored in the literature.

To address the above challenges, this paper proposes an on-
line graph federated multitask learning (O-GFML) algorithm
in the context of kernel regression. In every global iteration of
the proposed O-GFML, all servers share a copy of the global
model with a random subset of their clients. The selected
clients use the global model and local data to perform the
nonlinear regression task in situ using random Fourier features
(RFF) based kernel least mean squares (KLMS) [16], [17]
algorithm and send the updated local models back to their
respective servers. After aggregating the received models, the
servers share them with neighboring servers. The servers then
run a clustered multitask diffusion-type algorithm [18], [19]
to perform multitask learning in a collaborative fashion. To
improve the communication efficiency of O-GFML, we adopt
partial-sharing-based communication [20], [21] and derive
partial-sharing-based online graph federated multitask learning
(PSO-GFML). Furthermore, we establish mean convergence of
PSO-GFML under certain conditions. Finally, we demonstrate
the performance of the O-GFML and the PSO-GFML through
numerical experiments on synthetic non-IID data. Our results



show that the PSO-GFML achieves competitive performance
at very low communication overhead compared to O-GFML.

II. PROBLEM FORMULATION AND ALGORITHM

In this section, we present graph federated architecture-
based decentralized online multitask learning in the context of
kernel regression. In particular, we consider a scenario where
P servers are grouped into Q clusters connected to each other.
Further, each server p, for p = 1, 2, . . . , P , is connected to its
own set of K geographically distributed clients, as illustrated
in Fig. 1.
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Fig. 1. Graph federated multitask learning architecture.

At every time instance n, every client k, connected to the
server p, has access to a continuous streaming signal xp,k,n

and associated desired outputs yp,k,n that are assumed to be
related by the following model:

yp,k,n = fp(xp,k,n) + νp,k,n, (1)

where fp(·) is a continuous nonlinear model to be estimated
collaboratively at server p using locally stored client data,
xp,k,n = [xp,k,n, xp,k,n−1, · · · , xp,k,n−L+1]

T and νp,k,n are
the local data vector of size L × 1 and the observation
noise, receptively. The servers that are grouped in the same
cluster Cq , q = 1, 2, . . . , Q, estimate the same nonlinear model
fp(·), implying fp(·) = fCq (·) for p ∈ Cq . Furthermore, the
neighboring clusters carry out different but related estimation
tasks, implying fCq

∼ fCq′ if clusters Cq and Cq′ are connected.
In the following, we use the notation C(p) to denote the cluster
to which the server p belongs, i.e., C(p) ∈ {C1, C2, . . . , CQ}.

The cluster-specific nonlinear models can be estimated by
solving the following optimization problem:

min
wC1

,...,wCQ


P∑

p=1

1
K

K∑
k=1

Jp,k(wC(p))

+η
P∑

p=1

∑
r∈Np\C(p)

ρpr∥wC(p) −wC(r)∥22

 ,

(2)

where Jp,k(wC(p)) is the local objective function of client k
that is connected to the server p, and η > 0 is the regularization
strength parameter. The symbol Np denotes the neighborhood
of the server p including itself and the symbol \ is the set
difference operator. The coefficients ρpr adjust the regularizer
strength between servers p and r. These coefficients are non-
negative and the matrix ρ with [ρ]p,r = ρpr is an asymmetric
right-stochastic matrix. The regularizer promotes the similari-
ties between the models that are in different clusters. The local
objective function at client k that is connected to server p is
defined as

Jp,k(wC(p)) = E
[
|yp,k,n − ŷp,k,n|2

]
, (3)

with ŷp,k,n ≈ wT
C(p)zp,k,n, where wC(p) ∈ RD is the linear

representation of the function fp(·) in the random Fourier
features (RFF) space [16] and zp,k,n is the mapping of xp,k,n

into the RFF space RD.
To solve problem (2), each server, with its clients, runs the

online federated averaging (Online-Fed) algorithm [12], [13].
Thereafter, the servers, amongst themselves, run a clustered
multitask diffusion type algorithm [18], [19] to learn multiple
models in a collaborative fashion. More formally, in each
global iteration n, server p selects a subset of clients and shares
the global model wp,n with them. Thereafter, the selected
clients ∀k ∈ Sp,n (Sp,n is a set of selected client indices in
global iteration n) run a stochastic gradient descent to solve
the local optimization problem Jp,k(wC(p)) as follows:

wp,k,n+1 = wp,n + µ zp,k,n ϵp,k,n, (4)

where µ is the learning rate and ϵp,k,n = yp,k,n −wT
p,nzp,k,n.

These clients communicate the updated local models to their
respective server p. Then, server p aggregates the received
updated models as

ψ′
p,n+1 =

1

|Sp,n|
∑

k∈Sp,n

wp,k,n+1, (5)

where |Sp,n| denotes the cardinality of Sp,n. Then, the servers
diffuse their estimates to their neighbors and perform inter-
cluster cooperation, and intra-cluster cooperation as given
below.
Inter-cluster Cooperation:

ψp,n+1 = ψ′
p,n+1+η

∑
r∈Np\C(p)

ρpr
(
ψ′

r,n+1 −ψ
′
p,n+1

)
(6a)

Intra-cluster Cooperation:

wp,n+1 =
∑

r∈Np∩C(p)

crpψr,n+1, (6b)

where the combiner coefficients crp are non-negative and the
matrix C with [C]r,p = crp is a left-stochastic matrix that
defines the combining weights of intra-cluster servers. The
steps (4)-(8) together are referred to here as the online graph
federated multitask learning (O-GFML) algorithm.



A. Communication-efficient Online Graph Federated Multi-
task Learning Algorithm

Since clients often operate on limited power, it is essential to
reduce the amount of communication overhead between clients
and servers. In this paper, we propose to employ the princi-
ples of partial-sharing [20], [21] to derive a communication-
efficient version of O-GFML, namely, partial-sharing-based
O-GFML (PSO-GFML). A diagonal selection matrix Sp,k,n,
containing M ones and D−M zeros on the principal diagonal,
specifies which of the model parameters to be exchanged. In
designing the selection matrices, we consider coordinated and
uncoordinated partial-sharing schemes, which are particular
cases of the sequential and stochastic partial-sharing-based
communication families.

In coordinated partial-sharing-based communication, every
server assigns the same initial selection matrices to its re-
spective clients, i.e., Sp,1,0 = Sp,2,0 = · · · = Sp,K,0 = S0,
∀p = 1, 2, . . . , P . All clients thus exchange the same portion
of local model parameters with their respective servers. In
contrast, the servers assign random initial selection matrices to
clients in uncoordinated partial-sharing-based communication,
i.e., Sp,1,0 ̸= Sp,2,0 ̸= · · · ≠ Sp,K,0. For the current global
iteration n, the entry selection matrix Sp,k,n can be obtained
by simply shifting Sp,k,n−1 right by τ , where τ is the circular
shift variable. As each entry is exchanged M times in D
iterations, the chance of updating a model parameter with the
server is M

D . By using selection matrices, the steps (4) and (5)
in O-GFML can be alternatively expressed as

wp,k,n+1 = Sp,k,nwp,n + (ID − Sp,k,n)wp,n + µ zp,k,n ϵp,k,n,
(7a)

with ϵp,k,n = yp,k,n−(Sp,k,nwp,n+(ID−Sp,k,n)wp,n)
Tzp,k,n

and

ψ′
p,n+1 =

1

|Sp,n|
∑

k∈Sp,n

Sp,k,n+1wp,k,n+1 + (ID − Sp,k,n+1)wp,k,n+1.

(7b)

Due to partial-sharing-based communication, however, the
server p does not have access to the entire model parameter
vector of its participating clients during the aggregation step.
Similarly, the participating clients do not have access to the
entire model parameter vectors of their respective server.
Consequently, they will substitute their previous model pa-
rameters for the unknown portions, i.e., participating clients
use (ID − Sp,k,n)wp,k,n in place of (ID − Sp,k,n)wp,n and
their corresponding server uses (ID −Sp,k,n+1)wp,n in place
of (ID −Sp,k,n+1)wp,k,n+1. Furthermore, the partial-sharing-
based O-GFML (PSO-GFML) still permits non-participating
clients to perform local updates as long as they have access
to the new data. The proposed PSO-GFML is summarized in
Algorithm 1.

Algorithm 1: PSO-GFML. M clusters, P servers, K
clients, learning rate µ, set of all clients S, and circular
shift variable τ .
Initialization: Server models wp,0, local model
wp,k,0, RFF space dimension D and selection
matrices Sp,k,0, ∀k ∈ S and p = 1, . . . , P

For n = 1 to N

For p = 1 to P

Every server p randomly selects a subset Sp,n of K
clients and communicate Sp,k,nwp,n to them,

Client Local Update:
If k ∈ Sn

w′
p,k,n+1 = Sp,k,,nwp,n + (ID − Sp,k,n)wp,k,n

ϵp,k,n = yp,k,n − (w′
p,k,n+1)

Tzp,k,n,

wp,k,n+1 = w′
p,k,n+1 + µ zp,k,n ϵp,k,n,

Else
ϵp,k,n = yp,k,n −wT

p,k,nzp,k,n,

wp,k,n+1 = wp,k,n + µ zp,k,n ϵp,k,n,

EndIf
The clients ∀k ∈ Sp,n communicate

Sp,k,n+1wp,k,n+1 to the server, where
Sp,k,n+1 = circshift(Sp,k,n, τ),
Aggregation at the Server:

The server updates the global model as

ψ′
p,n+1

=
1

|Sp,n|
∑

k∈Sp,n

Sp,k,n+1wp,k,n+1 + (ID − Sp,k,n+1)wp,n.

EndFor
Inter-cluster Cooperation:

ψp,n+1 = ψ′
p,n+1+η

∑
r∈Np\C(p)

ρpr
(
ψ′

r,n+1 −ψ
′
p,n+1

)
Intra-cluster Cooperation:

wp,n+1 =
∑

r∈Np∩C(p)

crpψr,n+1,

EndFor

III. CONVERGENCE ANALYSIS

In this section, we examine the mean convergence
of PSO-GFML. Before proceeding to the analysis, we
define the global optimal extended model parameter
vector w⋆

e = col{1K+1 ⊗ w⋆
C(1), . . . ,1K+1 ⊗ w⋆

C(P )},
estimated global extended model parameter vector
we,n = col{w1,n,w1,1,n, . . . ,w1,K,n, . . . ,wP,n,wP,1,n, . . . ,
wP,K,n}, extended input data matrix Ze,n =
blockdiag{0, z1,1,n, . . . , z1,K,n, . . . , 0, zP,1,n, . . . , zP,K,n}
and extended observation noise vector νe,n = col

{
0, ν1,1,n,

. . . , ν1,K,n, . . . , 0, νP,1,n, . . . , νP,K,n

}
, where col{·} and



blockdiag{·} represent column-wise stacking and block
diagonalization operators, respectively. The symbol 1K+1 is
a (K + 1) × 1 column vector with each element taking the
value one. From the above definitions, we can write

ye,n = col{0, y1,1,n, . . . , y1,K,n, . . . , 0, yP,1,n, . . . , yP,K,n}
= ZT

e,nw
⋆
e + νe,n,

(9)

and

ϵe,n = col
{
0, ϵ1,1,n, . . . , ϵ1,K,n, . . . , 0, ϵP,1,n, . . . , ϵP,K,n

}
= ye,n − ZT

e,nAS,nwe,n,
(10)

with

AS,n = blockdiag{AS,1,n,AS,2,n, . . . ,AS,P,n}, (11)

where AS,p,n, for p = 1, 2, . . . , P is given by

AS,p,n =

ID 0 0 . . . 0

ap,1,nSp,1,n

(
ID−
ap,1,nSp,1,n

)
0 . . . 0

...
...

...
. . .

...

ap,K,nSp,K,n 0 0 . . .

(
ID−
ap,K,nSp,K,n

)


.

(12)

In the above, ap,k,n = 1 if the client k ∈ Sn, and zero
otherwise. Using these definitions, the global recursion of
PSO-GFML can be stated as

we,n+1 = CPBS,n+1

(
AS,nwe,n + µ Ze,n ϵe,n

)
, (13)

with

C = CT ⊗ ID(K+1),

P = IPD(K+1) − (ρ⊗ ID(K+1)),
(14)

and

BS,n+1 = blockdiag{BS,1,n+1,BS,2,n+1, . . . ,BS,P,n+1},
(15)

where BS,p,n+1, for p = 1, 2, . . . , P is given by

BS,p,n+1 =

ID−∑
k∈Sn

ap,k,n

|Sp,n|Sp,k,n+1

 ap,1,n

|Sp,n|Sp,1,n+1 . . .
ap,K,n

|Sp,n| Sp,K,n+1

0 ID . . . 0
...

...
. . .

...
0 0 . . . ID


.

(16)

We make the following assumptions to establish the con-
vergence condition for PSO-Fed:
A1: At each client k that connected to a server p, the input

signal vector zp,k,n is drawn from a wide-sense stationary
multivariate random sequence with correlation matrix Rp,k =
E[zp,k,nz

T
p,k,n].

A2: The noise process νp,k,n is assumed to be zero-mean i.i.d.
and independent of all input and output data,
A3: At each client k that connected to a server p, the model
parameter vector is taken to be independent of input signal
vector.
A4: The selection matrices Sp,k,n are assumed to be inde-
pendent of any other data; in addition, Sp,k,n and Sr,l,m are
independent, for all p ̸= r, k ̸= l and m ̸= n.

Denoting w̃e,n = w⋆
e − we,n, and utilizing the fact that

w⋆
e = CPBS,n+1AS,nw

⋆
e (since C is doubly-stochastic and

P , BS,n+1, and AS,n are right-stochastic, one can easily
prove this result), then from (13), w̃e,n+1 can be recursively
expressed as

w̃e,n+1 =CPBS,n+1

(
I− µZe,nZ

T
e,n

)
AS,nw̃e,n

− µCPBS,n+1Ze,nνe,n.
(17)

Applying expectation E[·] on both sides of (17) and using
assumptions A1-A4, we obtain

E[w̃e,n+1] = CPE[BS,n+1]
(
I− µRe

)
E[AS,n]E[w̃e,n],

(18)

where Re = blockdiag{0,R1,1, . . . ,R1,K , . . . , 0,RP,1, . . . ,
RP,K}. Since C1PD(K+1)] = 1, P1PD(K+1)] = 1,
E[AS,n1PD(K+1)] = 1 and E[BS,n+11PD(K+1)] = 1,
from (18), one can see that E

[
w̃e,n

]
converges under |1 −

µλi(Rp,k)| < 1, ∀p, k, i, where λi(·) is the ith eigenvalue
of its argument matrix. After solving the above convergence
condition, we finally have following first-order convergence
condition:

0 < µ <
2

max
i,p,k

{λi(Rp,k)}
. (19)

IV. NUMERICAL SIMULATIONS

In this section, experimental results are presented to ex-
amine the performance of the proposed O-GFL and PSO-
GFL. For this, we consider a GFL architecture consisting
of 10 servers that are grouped into Q = 3 clusters: C1 =
{1, 2, 3}, C2 = {4, 5, 6, 7}, and C3 = {8, 9, 10}, and each
server connected with K = 50 clients of its own. At every
client k that is connected to server p, synthetic non-IID input
signal xp,k,n and corresponding observed output are generated
so that they are related via the following model:

fCq
(xp,k,n) =

√
x2
p,k,n,1 + γq,1 sin

2(π xp,k,n,4)

+
(
γq,2 − γq,3 exp(−x2

p,k,n,2)
)
xp,k,n,3 + νp,k,n,

(20)

with γq,1 ∈ {0.75, 0.8, 0.85}, γq,2 ∈ {0.85, 0.8, 0.75}, and
γq,3 ∈ {0.55, 0.5, 0.45}. The input signal at each client xp,k,n

was generated by driving a first-order autoregressive (AR)
model: xp,k,n = θp,k xp,k,n−1 +

√
1− θ2p,k up,k,n, θp,k ∈



U(0.2, 0.9), where up,k,n was drawn from a Gaussian distri-
bution N (µp,k, σ

2
up,k

), with µp,k ∈ U(−0.2, 0.2) and σ2
up,k

∈
U(0.2, 1.2), respectively (where U(·) indicates the uniform
distribution). The observation noise νp,k,n was taken as zero
mean i.i.d. Gaussian with variance σ2

νp,k
∈ U(0.005, 0.03).

Using a Cosine feature function, xp,k,n was mapped into the
200-dimensional RFF space. The same learning rate of 0.75
was used for each client in all simulated algorithms. Each
server p implemented uniform random selection procedure
to select |Sp,n| = 4 clients in every global iteration n.
The coefficients ρpr and crp are set similar to [18]. Average
mean-square error (MSE) on test data was considered to be
performance metric, which is given by

Testing MSE =
1

P

P∑
p=1

1

Ntest
∥yp,test − ZT

p,testwp,n∥22, (21)

where {Zp,test,yp,test} is the test dataset corresponding to
server p (Ntest examples in total) covering all clients data.
We simulated O-GFML and PSO-GFML to perform the above
mentioned nonlinear regression task. The latter was also
simulated for various values of M (number of parameters
exchanged between server and and its respective clients). In
order to obtain the learning curves (i.e., testing MSE in dB
against the global iteration index n), we average the results
over 500 independent experiments. The resulting plots are
displayed in Figs. 2a and 2b for coordinated and uncoordinated
partial-sharing schemes, respectively.

From Fig. 2, the following observations can be made:
1) The O-GFML and the PSO-GFML are able estimate

multiple models efficiently. When M is small (say, 1),
the PSO-GFML performs poorly compared to the O-
GFML. However, as M increases to higher values (say,
4 and 40), its performance improves . In summary, PSO-
GFML exhibits the same performance as that of the O-
GFML when M ≥ 40.

2) As compared to O-GFML, PSO-GFML has a lower
communication cost as M << D. When M = 40,
PSO-GFML behaves the same as O-GFML, but only
consumes 1

5 of its communication load (D = 200).
3) For very small values of M (say, 1 in our exper-

iment), the coordinated partial-sharing scheme shows
superior performance (i.e., initial convergence) over the
uncoordinated partial-sharing scheme. By allowing the
server to aggregate the same entries of the local model
parameter vectors, the coordinated scheme preserves the
connectedness of clients. Both schemes perform equally
well for large values of M (say, ≥ 5 in our experiment).

V. CONCLUSIONS

A decentralized online multitask learning algorithm based
on GFL (O-GFML) has been proposed. The O-GFML allows
clients to update their models using continuous streaming data
and train separate but related multiple models. Furthermore, a
partial-sharing-based O-GFML (PSO-GFML) was derived to
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Fig. 2. Performance of O-GFML and PSO-GFML: (a). Coordinated partial-
sharing. (b). Uncoordinated partial-sharing.

enhance the communication efficiency of O-GFML. Partici-
pating clients exchange only a portion of model parameters
with their respective servers during a global iteration of
PSO-GFML, while non-participating clients update their local
models if they have access to new data. In the context of kernel
regression, the performance of the O-GFML and PSO-GFML
has been evaluated. the mean convergence of PSO-GFML has
been established. The experimental results have shown that
both coordinated and uncoordinated PSO-GFML algorithms
exhibit estimation performance comparable to O-GFML’s with
reduced communication costs.
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