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Abstract. Analysis of structural response levels due to hydro-elastic vortex-induced vibrations
(VIV) involves the specification of several parameters both associated with the fluid flow and the
structural properties. To the maximum possible extent, the applied values of these parameters should
be based on relevant results from experiments and full-scale measurements. This can be achieved by
establishing a probabilistic framework which allows continuous learning in relation to the numerical
models and associated parameters that are to be applied for the analysis. In this paper, a Bayesian
optimization framework for estimating parameters in the VIV time-domain model (VIVANA-TD)
is presented. As a case scenario, a simplified VIV model was studied for the purpose of illustration.
A simple numerical model of a cylinder with 1 degree of freedom (DOF) was applied in predicting
of the time-varying dynamic response. This prediction model is based on the hybrid-analytical con-
cept, which relies on a combination of the time domain model and measured response features. In
addition, two methods for estimating the parameter uncertainties are introduced.
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1. Introduction

In marine industry applications concerning long slender structures, such as risers, power cables and
mooring lines, fatigue damage related to vortex-induced vibrations (VIV) is a common issue [1]. VIV
is a non-linear response type where the structure interacts with the vortices generated in its wake [2].
According to the non-linear nature of the forces and the unpredictability in the response, it is obliged to
use high safety factors in engineering concerning VIV [3]. However, by improving the VIV prediction
models, the risk of failure can be reduced, leading to lower cost, longer life time and a reduction in
materials for future installations.

Prediction models for VIV could in principle be found by solving the Navier-Stokes equations nu-
merically in a computational fluid dynamics (CFD) program, but due to the computational cost of these
methods this is not yet feasible. Less costly engineering tools, such as semi-empirical models, have been
developed to predict VIV where the structure may be modeled by the finite element method (FEM) and
the external forces described by coefficients which are based on experimental results [4]. Among these
models are Shear7 [5], VIVA [6] and VIVANA [7], which all are expressed in the frequency domain and
applies modal analysis and super position principles to estimate the VIV response along the structure.
However, these models do not account for time-varying flow, variable tension or contact interactions be-
tween seabed and vessel. Models expressed in the time-domain have later been developed to overcome
these problems. One of these models was proposed for cross-flow (CF) vibrations by Thorsen (2014) [8]
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and has later been improved to model pure in-line (IL) response [9] and combined IL and CF response
[10]. The force term in the time-domain VIV is based on the Morison’s equation including extra terms
to describe the vortex shedding forces, where the synchronization is controlled by a Kuramoto model
[11]. The time-domain VIV model has been integrated in the FEM program RIFLEX [12], referred to
as VIVANA-TD [13], where the force model includes higher harmonics load terms [14] and new com-
binations of the CF and IL synchronization terms [15]. The model has been validated with respect to
experiments and has in general showed good agreement in predicting fatigue [16]. VIVANA-TD does,
however, contain a number of hydrodynamic parameters that need to be estimated.

Yin et al. [17] did an optimization study of the hydrodynamic parameters, applying gradient based
methods to minimize the difference in maximum fatigue damage prediction between simulation and
experiment. Their results documented good agreement in fatigue life, however, their method did not
include uncertainty estimation of the parameters.

Parameter tuning using Bayesian updating methods are often applied as an active learning approach.
Han (2021) [18] used discrete Bayesian inference to tune unknown hydrodynamic vessel parameters
based on the difference between measured and simulated response amplitudes. Meng et al. [19] pre-
sented a multi-fidelity framework for predicting VIV response of a riser. Bayesian inference was used
to quantify the uncertainties of response predictions and enabled active learning to improve predictions
and reduce uncertainty.

Bayesian optimization [20] is a method that sequentially updates a model by adding new observa-
tions in order to optimize a function. The method has shown promising results both when tuning hyper
parameters in data-driven (black-box) models but also in case of updating physical parameters in hybrid
(grey-box) models [21].

In this paper, a Bayesian optimization framework is proposed to estimate the hydrodynamic pa-
rameters in the VIV time-domain model. This was done by sequentially comparing the response from
simulations to synthetic data and actively learning the parameters that give the smallest error between
the two. In addition, the uncertainty of the parameters was estimated by two different measures. The
optimization method was applied to the CF response of a simple rigid cylinder with one degree of free-
dom (DOF). Both one and two parameter optimization were investigated. The aim is to extend the study
by including combined CF and IL response, optimize several parameters simultaneously and finally to
use data from model tests to update the parameters.

2. VIV force model

The time domain VIV model (VIVANA-TD) including the semi-empirical force term is at this stage
defined for both IL and CF vibrations in [15]. The unit vectors (j1, j2, j3) are defined in Fig. 1. In this
paper, a simplified force model concerning only CF excitation is considered:

F = CMρ
πD2

4
u̇n︸ ︷︷ ︸

Froude-Krylov force

− (CM − 1)ρ
πD2

4
ẍn︸ ︷︷ ︸

Added mass force

+
1

2
ρDCD|vn|vn︸ ︷︷ ︸

Drag force

+
1

2
ρDCV |vn|(j3 × vn) cosϕexc︸ ︷︷ ︸

Cross-flow VIV force

, (1)

where:
ρ: Fluid density
D: Cylinder diameter
un: Normal component of current velocity in the
xn: Structural displacement in j1j2-plane
CM : Inertia coefficient, CM = 2 for a circular cylinder
CD: Drag coefficient
CV : CF vortex shedding force coefficient
ϕexc,y: Instantaneous phase of CF vortex shedding force
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Figure 1 Spring supported model cylinder with a local coordinate system, displacement and external current
velocity.

with vn = un− ẋn being the relative flow velocity in the j1j2-plane. The instantaneous phase ϕexc,y
is formulated by a synchronization model, that works by adjusting the instantaneous frequency of the
CF excitation force to be in phase with the velocity. In a dynamic VIV simulation, the phases are cal-
culated in every time step by looking back in the time histories. The synchronization model is defined as:

dϕexcy,y

dt
=

2π|vn|
D

fexc,y, (2)

where the instantaneous frequency of the excitation force is:

fexc,y = f̄0 +∆f̄ sin(ϕẏ − ϕexc,y). (3)

The two terms, ϕẏ and ϕexc,y are the instantaneous phases of the cylinder velocity and the CF excitation
force, respectively. The non-dimensional frequency f̄0 defines the center and ∆f̄ defines the range of
the synchronization.

To summarize, the CF VIV force model has four unknown hydrodynamic parameters (CD, CV , f̄0
and ∆f̄ ) which should all be estimated. In this paper, only CV and f̄0 were focused on.

3. Numerical model

The cylinder model had a diameter D = 0.1m, length L = 1m and a mass of 13.05 kg, correspond-
ing to a mass ratio of m∗ = 1.66. The cylinder was modeled by the FEM software RIFLEX using 10
beam elements [12]. A large bending stiffness was chosen to assure a stiff cylinder. The cylinder was
placed horizontally below the water surface with both ends attached to vertical springs, shown in Fig.
1. Pure CF vibrations were assured by making j2 the only DOF and having all other translations and
rotations in the end points fixed. The spring stiffness was 598.6N/m for each spring. The flow speed
was set to u = 1m/s resulting in a Reynolds number of 105.

The external force model in Eq. 1 was applied and the non-linear dynamical equations were solved
using Newmark-beta integration with γ = 0.505 and β = 0.256 and with Newton-Raphson time itera-
tion at each time step. The time step size was 0.01 s and the total simulation time was set to 50 s. For all
simulations, the first 10 s were disregarded to remove transients.
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4. Bayesian optimization

Bayesian optimization aims at solving the following optimization problem:

x̂ = argmax
x∈A

g(x), (4)

where x ∈ A ⊆ Rd is a set of hyper parameters and d is the dimension of the parameter space,
typically with d ≤ 20 [20]. The parameter space, A, is typically a hyper-rectangle with boundaries
based on prior knowledge of the parameters. This knowledge might come from earlier experience and
physical limitations of the parameters. The objective function, g, is a continuous function which is
typically modeled by a Gaussian process (GP). It can be a complicated function involving both data
driven model-fitting and simulations which can be computationally expensive to evaluate.

The Bayesian optimization algorithm is an iterative procedure, that starts by establishing a prior
distribution of g, which is usually a Gaussian process regression (GPR) with a mean and a covariance
function:

g(x) ∼ GP(µ(x),Σ(x,x′)). (5)

The mean is µ(x) = E[g(x)] and the covariance is Σ(x,x′) = E[g(x − µ(x))g(x′ − µ(x′))] with x
and x′ denoting two different locations in A. It is common to use a prior with a constant mean and
a covariance function which is often chosen as a squared exponential or Matérn kernel [22]. As new
observations are achieved, by either new data or simulations, they are used to update the prior belief to
a posterior belief. The location of the next observation in A is determined by the optimization of an
acquisition function. Acquisition functions are normally in-expensive to evaluate and can be designed in
various ways. One of the most common acquisition functions is the expected improvement (EI) which
is designed to take two properties into account: Exploration of the areas in A where there is limited
knowledge according to the current posterior and exploitation of the areas in A located close to the cur-
rent best observation, x+. In this way the EI acquisition function reduces the chance of finding a local
maximum. When g is a GP the EI acquisition function can be written as [20]:

EI(x) = δ(x)Φ

(
δ(x)

σ(x)

)
+ σ(x)ϕ

(
δ(x)

σ(x)

)
, (6)

Here σ(x) is the standard deviation of the current GP posterior prediction, δ(x) = µ(x) − g(x+) − γ
with µ(x) being the posterior mean, g(x+) is the posterior mean of the current best observation and
γ ≥ 0 is a parameter that can be selected to provide the EI acquisition function to be more exploratory.
Φ and ϕ are the standard normal CDF and PDF, respectively. The Bayesian optimization algorithm is
formulated in steps given in Algorithm 1.

Algorithm 1 Bayesian optimization pseudo-code
Select a GP prior of g(x)
Select n0 initial observations and compute the objective function to get g(x1), ..., g(xn0)
while No stopping criteria is met do

Use the available observations to update the posterior on g with GPR
Optimize the acquisition function to select a new point to obtain an observation
Evaluate the objective function with the new observation, g(xj)

end while
Return the parameters associated with the best observation or the maximum posterior mean
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Figure 2 Optimization loop

5. VIV parameter prediction

The case study concerns the VIV parameters used in the semi-empirical force model applied for
VIV time domain analysis of pure CF vibrations. The key idea of this study was to run simulations with
different sets of VIV parameters, in order to find the parameter set that minimizes the response error
between the simulation and the data. In this study, synthetic data was applied to illustrate the Bayesian
optimization method, study its feasibility, and gain knowledge on the correlations between parameters
and estimate the parameter uncertainties. The numerical model defined in Section 3. was applied in all
simulations to generate synthetic data. An overview of the method for updating the parameters with
Bayesian optimization is shown in Fig. 2.

5.1. Optimization algorithm

The synthetic data set was generated by selecting a parameter set and performing a time domain
simulation in RIFLEX to obtain a time series of the CF displacement and corrupt it with noise. Gaussian
white noise with a level of 10% was added to the signal. VIV experiments declare a measurement error
for accelerometers between 1% and 2% [23]. The parameter set used for the synthetic data will be
referred to as the true parameters denoted by and the response features from the time series are a vector
ydata ∈ RK with K being the number of response features.

The objective function illustrated as the grey box in Fig. 2 takes any set of VIV parameters x as input
and executes a RIFLEX simulation to get the time series of the CF response. The response features of
the simulation ysim ∈ RK and the synthetic data ydata are then compared. A weighted sum of the abso-
lute relative error of the response features is used as a optimization criteria in the objective function [24]:

g(x) = −
K∑
i=1

wi

∣∣∣∣ysim
i (x)− ydata

i

ydata
i

∣∣∣∣ . (7)

with wi being the weights.
The difference between the response features is formulated such that the maximum of the objective

function corresponds to the minimum error between the simulation and the synthetic data. In this exam-
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ple, two response features are used. The standard deviation of the non-dimensional oscillation amplitude
σ = std(A/D), with A being the CF amplitude, and the dominating oscillation frequency f . The opti-
mization criteria from Eq. 7 become:

g(x) = −w1

∣∣∣∣σsim(x)− σdata

σdata

∣∣∣∣− w2

∣∣∣∣f sim(x)− fdata

fdata

∣∣∣∣ , (8)

where the weights w1 and w2 are determined such that the two terms in Eq. 8 have same orders of
magnitude.

After the experiment was generated, a search space of the hydrodynamic parameters was defined.
Initial simulations were performed using the parameters in the corners of the parameter space resulting
in 2d initial observations, where d is the number of parameters. The objective function was computed
for the initial simulations.

The optimization process was implemented using the Bayesian optimization framework BoTorch
[25] in Python. Here, a single-task GP with a fixed noise level was defined with a zero mean and a
Matérn kernel with ν = 2.5 and a Gamma prior length scale. Parameters were normalized to a unit cube
in this framework.

The EI acquisition function in Eq. 6 with γ = 0 was maximized to obtain the parameter set xn to be
used in the next simulation. The new simulation was compared to the synthetic data by computing Eq.
8 and the posterior was updated. The optimization process stopped when the maximum posterior mean
had not changed more than ϵ for m iteration steps, and the change of distance in parameter space of the
parameter set associated with the maximum posterior mean did not change more than ϵ, where ϵ = 0.01
and m = 3.

5.2. Estimating uncertainties on parameters

The uncertainty in the posterior was introduced in two ways: as model uncertainty and as data un-
certainty. The model uncertainty comes from the stochastic nature of GP in Eq. 5, which was introduced
through the covariance function, Σ(x,x′), when x ̸= x′. The data uncertainty originates from the mea-
surement error in the synthetic data and was introduced as a fixed noise level, ϵg, making sure that the
covariance at the observed locations was Σ(x,x′ = x) > 0. The total posterior variance can therefore
be seen as a combined data uncertainty and model uncertainty. The total uncertainty does, however,
only relate to the posterior itself as an output value of the objective function, and must be transferred
to an uncertainty prediction related to the parameters. Two methods to predict the uncertainty of the
parameters are proposed here:

U1: The standard deviation of the 2d + 1 observations with the highest objective function score.

U2: A distribution of parameters associated with the best objective function scores computed from a
number of GP realizations.

The uncertainty estimates depend on the selected constant noise level in the posterior. To decide the
noise level, the same set of parameters was selected for both the synthetic data and the simulation,
Monte Carlo sampling of the objective function was done with 100 different synthetic data responses
with 10% Gaussian noise and the standard deviation was computed. A fixed noise level of ϵg = 10−3

on the posterior was found satisfactory.

6. Results for 1 DOF system

The values CD = 1.2 and ∆f̄ = 0.64 were selected for all cases. The true parameters for the
synthetic data were CV = 0.85 and f̄0 = 0.144. All parameters were selected based on earlier studies
in [15]. The boundaries for CV were [0.2, 1.3] and for f̄0 were [0.09, 0.2].
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Figure 3 Posterior mean and posterior standard deviation bounds for optimizing single parameters, CV in (a) and
f̄0 in (b). The thin grey lines illustrate individual GP realizations drawn from the posterior. The histograms show
the distributions of individual maxima from 1000 GP realizations.

6.1. Single parameter optimization

A single parameter was tuned while the other was assumed to be deterministic by setting it to the true
value. Two initial simulations were executed with the parameter values at the lower and upper boundary.
The objective function in Eq. 8 was applied with the weights w1 = 1 and w2 = 5. The value for w2 was
selected according to the amplitude criteria in Eq. 8 which in general was more than a factor of 5 larger
than the frequency criteria. The optimal values for the weights will need further studies.

A solution of the optimization problem in Eq. 4 was found with the Bayesian updating method
explained in Section 5.. The final posterior mean and the standard deviations are shown in Fig. 3 along
with the two initial observations and the additional observations gathered in the optimization process.
The grey lines illustrate GP realizations drawn from the posterior distribution. The individual maximum
of 1000 of GP realizations were computed, and the parameter values associated with the maxima were
presented in the histograms. Convergence to the true value is seen in all cases after 3 to 4 additional
observations.

6.2. Dual parameter optimization

Two parameters, CV and f̄0, were tuned simultaneously. The initial observations were computed in
the corners of the parameter space, and Bayesian optimization was used to select additional observations
as shown in Fig. 4. The best observation was seen to converge to the true parameters after 9 additional
observations in Fig. 5(a). In the same figure, the error estimates at each iteration step are shown to
illustrate how the parameter uncertainty decrease and stabilizes as more observations are obtained. The
distributions of the individual posterior maxima made from 1000 GP realizations of the last iteration
step are shown in Fig. 5(b). The histograms and uncertainty estimates for the dual-parameter study were
computed similarly to the single-parameter study, so the correlation effect and joint distributions were
not considered. It should be noted that only a weak correlation is seen between CV and f̄0 which is
resulting in a quick and precise prediction of the posterior maximum. In cases where the parameters are
strongly correlated the algorithm might take longer to converge or might end up in a local maximum
instead. In Table 1, the predicted parameters of the last iteration are shown for both single-parameter
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Figure 4 Posterior mean surface contour for CV and f̄0 including all observations.

Table 1 Predicted values for CV and f̄0 and the estimated uncertainties using the two methods explained in
Subsection 5.2..

Single parameter optimization Dual parameter optimization

Uncertainty method CV f̄0 CV f̄0

U1 0.845± 0.001 0.143± 0.001 0.854± 0.045 0.145± 0.003

U2 0.845± 0.025 0.143± 0.002 0.854± 0.038 0.145± 0.005

optimizations and the dual-parameter optimization. The predicted parameters show good agreement
with the true values and both uncertainty prediction methods demonstrate small parameter uncertainty.
When the parameters were estimated alone, the uncertainties were smaller than when both parameters
were estimated simultaneously. For the single parameter optimization, U1 results in a lower uncertainty
than U2, This is not the case for the dual parameter optimization, where U1 results in a higher uncertainty
for CV and a lower uncertainty for f̄0 than U2. A drawback of both uncertainty estimation methods is
that they both depend on the choice of objective function in Eq. 8. Using other terms than σ and f ,
including more terms, changing the weights or replacing the absolute errors with squared errors will
have an impact on how well the uncertainties are estimated.

7. Concluding remarks

In this paper, a Bayesian optimization framework was applied to tune two of the hydrodynamic
parameters in a simplified time-domain VIV model for CF vibrations only. VIV on a rigid cylinder model
was used for the purpose of illustrating the method and synthetic data was generated from the time-
domain model itself. An objective function was defined to run a simulation using a set of hydrodynamic
parameters and return a response error. A weighted sum of absolute errors included both response in CF
amplitude and frequency. The following results were obtained from the study:

• The additional observations needed to estimate true parameters were less than 4 for the single
parameter optimization and less than 9 for the dual parameter optimization.
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Figure 5 (a) Convergence of the best observation as new observations (in addition to the initial observations)
are introduced. The error bars represent the std of the best 5 observations and the grey band is the standard
deviation of 1000 GP realization maxima. (b) Uncertainty histograms made from the individual maxima of 1000
GP realizations from the final posterior.

• Two methods to estimate the parameter uncertainty were introduced: U1 that applies the additional
observations and U2 that applies a distribution of maxima from individual GP realizations.

• U1 and U2 both reduced the parameter uncertainty as more observations were included.

The study showed that the optimization method is feasible for 1 DOF using a simplified VIV model
and simulated data. The plan for further extension of the research involves data from model tests with
both CF and IL vibrations, an examination of different objective functions and uncertainty methods. A
sensitivity analysis will be performed to select parameters that has the greatest influence on amplitude
and frequency in the optimization process.
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