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a b s t r a c t 

Offshore discharges of produced water (PW) is heavily regulated by government authorities through flow- 

weighted mean concentration (FWMC). To cope with regulations, treatment facilities are commissioned 

to reduce the oil content in water. However, disturbances may affect their performance, leading to reg- 

ulation infringement. Produced water re-injection (PWRI) facilities can affect the FWMC by reducing oil 

discharge, and increasing re-injection. This strategy can aid the offshore facility in achie ving the reg- 

ulation requirements. Nevertheless, if improperly done, energy consumption can significantly increase, 

and regulations might still be violated. Therefore, we developed a framework for an Economical Model 

Predictive Control (EMPC) based on FWMC. It comprises an EMPC to which FWMCs are added as con- 

straints; and a logic algorithm to maintain the necessary conditions for feasibility of the environmen- 

tal constraint. Closed-loop results show that this strategy complies with environmental regulation, and 

adapts discharges of PW and pumping energy consumption based on facilities’ historical data. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Produced water (PW) is the highest by-product in terms of vol- 

me on the oil and gas industry. Generally, the amount of water 

n a new field is 2–4 times higher than the volume of oil and gas

 Beyer et al., 2019 ). Nevertheless, as the field ages, the amount of

W increases as oil and gas are extracted, and PW is injected in 

he formation to maintain reservoir pressure for enhanced oil re- 

overy (EOR). This phenomenon can be seen in the Norwegian con- 

inental shelf (NCS), as the growing number of older fields impacts 

he increased share of PW on the total output of oil and water 

 NOROG, 2019 ). 

To limit the environmental impact of PW in oceans, stan- 

ards and guidelines are imposed. According to regulations 

 Commision, 2001 ), no individual offshore installation should ex- 

eed a performance standard of 30 mg/L for the monthly aver- 

ge concentration of dispersed oil in PW. The monthly average or 

ow-weighted mean concentration (FWMC) of dispersed oil in PW 

hould be calculated based on the results of at least 16 samples per 

onth, which should be taken at equal time intervals. Moreover, 
∗ Corresponding author. 
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msland). 
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098-1354/© 2021 The Authors. Published by Elsevier Ltd. This is an open access article u
he sampling location should be immediately after the last equip- 

ent in the treatment facility, and continuous monitoring may be 

sed. 

Norwegian regulators have announced the intention of lower- 

ng the performance standard from 30 mg/L to 10–15 mg/L for new 

eld developments ( Steinar et al., 2016 ), as it is known that oil in

W has the potential to create toxic effects and disturb the aquatic 

cosystem near the discharging point. Moreover, oil exploration at 

he Barents Sea has been expanded recently ( Kulovic, 2020 ). Cur- 

ent studies aim to elucidate if stricter regulations are needed for 

ffshore activity in the Barents Sea/Arctic ( Beyer et al., 2019 ). Nev- 

rtheless, it is still unclear if the biological species and ecosystems 

f these regions are more sensitive to toxic substances present in 

ischarged PW than the ones in temperate waters ( Beyer et al., 

020 ). In the following years, this topic will continue to receive 

ttention from eco-toxicologists and regulators. For now, zero- 

dverse discharge police is the rule, and environmental risk assess- 

ent (ERA) must be performed ( Smit et al., 2020 ). For current reg- 

lations and discharge standards in other regions of the world, one 

an consult Zheng et al. (2016) . 

To increase the environmental safety level of PW, management 

outines on oil and gas fields have to consider a four-step guideline 

 Miljdirektoratet, 2015 ): 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. Decision-making framework from the perspective of waterflooding operation. 
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• Avoid — Reduction of PW coming from well-streams through 

mechanical or chemical water shut-off ( Taha and Amani, 2019 ). 
• Prevent — Prevention of PW environmental harm by replacing 

production chemicals, choosing better design, and optimizing 

operation. 
• Reduce — Reduction of discharges towards the ocean by inject- 

ing or re-injection of PW. 
• Treat — Treating PW by removing oil and other environmentally 

hazardously components before discharging ( Nasiri et al., 2017 ). 

Coping with environmental requirements is a challenging task, 

specially at offshore processing plants as lack of space limits 

he range of treatment technologies available. Thus, it is not sur- 

rising that there is a preference for compact treatment meth- 

ds ( Judd et al., 2014 ). Operational improvements of such meth- 

ds might be achieved by developing better control and opti- 

ization techniques as seen in Das and Jäschke, 2018, 2019 , and 

allabhan et al. (2020) . Nevertheless, several unavoidable factors 

re responsible for impacting the operational performance of treat- 

ent facilities ( Steinar et al., 2016 ). For instance, the production 

rofile of a reservoir evolves with time. Moreover, oil is extracted 

rom a set of wells which may belong to different production 

ones. The summation of these factors can change the physico- 

hemical properties of PW, which affect the performance of the 

reatment facility. In addition, frequency and duration of mainte- 

ance over separation equipment may lead to an unstable perfor- 

ance by the treatment facility ( Steinar et al., 2016 ). When dis- 

urbances cause a decrease in the performance of the treatment 

acility, infringement of the monthly FWMC of dispersed oil in PW 

ay occur. 

The monthly FWMC of dispersed oil in PW depends on two fac- 

ors: the concentration of dispersed oil in PW; and the flowrate of 

W discharged in the ocean. While the treatment facility can ma- 

ipulate the former, the produced water re-injection (PWRI) facil- 

ty can manipulate the latter. Therefore, to better cope with envi- 

onmental regulations, we advocate that the PWRI facility should 

ctively manage the PW discharge policy. Nevertheless, one should 

e cautious when doing so. If PW management is improperly done, 

t can cause an increase in energy consumption and greenhouse 

as (GHG) emissions without providing an improvement in the 

onthly FWMC of dispersed oil. In the worst case, the monthly 
2 
WMC of dispersed oil can even be violated. In this work, we have 

eveloped an Economic Model Predictive Control based on FWMC 

FWMC-EMPC) to perform PW management. This controller is ca- 

able of coping with environmental regulations, while reducing 

onsiderably pumping energy consumption. 

We structure the discussed topic as follows: In Section 2 we 

resent a literature review on operation of PWRI and water distri- 

ution systems. In Section 3 we define some useful notations for 

 better understanding of the paper. In Section 4 we introduce the 

roblem statement. The controller proposed in this work is pre- 

ented in Section 5 . In Section 6 we present the model of the PWRI

acility network. In Section 7 we introduce the case studies used to 

enchmark the proposed controller. In Section 8 we discuss the re- 

ults of each case study. Finally, we conclude this paper in Section 

. 

. Literature review 

Produced water re-injection/injection or waterflooding is an en- 

anced oil recovery (EOR) approach used widely in the oil and gas 

ndustry. In Foss et al. (2018) , a layered decision-making frame- 

ork is presented for an oil and gas asset. In this work, we inter- 

ret this framework from the waterflooding perspective as shown 

n Fig. 1 . 

Reservoir management is at the top level in the hierarchy. 

o assist these decisions, reservoir engineers have at their dis- 

osition high fidelity reservoir models. This layer is mostly con- 

erned with long term decisions that range from one to five years. 

s an output, daily re-injection targets are given to the produc- 

ion optimization layer. Several works in the literature have ex- 

lored the optimization of reservoir management by consider- 

ng the waterflooding system. The objective is generally to de- 

ermine optimum re-injection and production settings to maxi- 

ize the profitability of the venture using some performance in- 

ices such as net present value or total oil recovery. Some ex- 

mples of research in this topic can be found in Grema and Cao 

2013, 2016) , Suwartadi et al. (2015) , Hourfar et al. (2017) , and

arajzadeh et al. (2019) . 

The production optimization layer has a planning horizon rang- 

ng from hours to weeks. Its main objective is to follow the daily 

e-injection targets while minimizing operational costs. In the pro- 
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uction optimization layer, it is important to account for the PW 

e-injection network. Many works developed for production op- 

imization have considered the waterflooding daily optimization 

roblem as a mixed-integer nonlinear programming (MINLP). In 

hang et al. (2017) , a MINLP and a mixed-integer linear program- 

ing (MILP) were developed. The problem has been formulated 

o minimize the total operating energy consumption of the wa- 

erflooding facility, while considering the waterflooding station, 

ells and technical constraints. In addition, a comparison between 

erivative free and derivative based optimization methods was per- 

ormed. In Zhou et al. (2019) , a constraint that relates the water 

e-injection with the oil production was added to a MILP formula- 

ion. 

On the lowest level, one can find the control and automation 

ayer. Its main objective is to implement the production optimiza- 

ion strategy, which is achieved by control loops that use valves 

nd variable-speed pumps to control flow rate and PW inventory. 

n Viholainen et al. (2013) , a control strategy to improve energy 

fficiency of variable-speed pumps in parallel was presented. This 

trategy was developed based on real-time pump operation point 

stimation and selection of preferable operating area. 

In the oil and gas industry, regulators are mainly concerned 

ith a FWMC of dispersed oil in PW that ranges from days to one 

onth ( Zheng et al., 2016 ). Therefore, we propose that PW man- 

gement should naturally be done by the production optimization 

ayer due to its compatible time-scale. To the extent of this au- 

hor knowledge, there is currently no formulation that has aimed 

o optimize a PWRI facility while accounting for the FWMC of dis- 

ersed oil in PW. Despite that, we acknowledge that water quality 

anagement is a topic of interest in the water distribution systems 

iterature. 

A review on water distribution operation can be found in Mala- 

etmarova et al. (2017) . Some studies have focused on minimizing 

umping operation time/costs while constraining the set of feasi- 

le solutions by adding water quality related constraints. Others 

ave conducted multi-objective studies where in addition to oper- 

ting costs, different variables associated with water quality were 

ntroduced in the objective function. As revealed by some of these 

tudies, such as Arai et al. (2013) and Kurek and Ostfeld (2014) , 

 trade-off involving water quality and operating costs do exist. 

or instance, in Arai et al. (2013) , a fuzzy linear programming (LP) 

lgorithm was developed to minimize multiple objectives associ- 

ted with water supply, treatment, and distribution. Moreover, to- 

al organic carbon (TOC) was selected as a water quality indicator. 

he work of Kurek and Ostfeld (2014) considered two objectives 

n their formulation: reduce operating costs; and improve water 

uality. A penalty function based on the disinfectant concentration 

as used as the second objective. In Stentoft et al. (2020) , where 

n EMPC problem was formulated, a threshold on the concentra- 

ion of discharged nitrogen is imposed by adding constraints to the 

MPC. Although a FWMC is mentioned in their work, it was never 

sed in the EMPC formulation. In fact, what is included in the ob- 

ective function is a daily taxation term based on the average mass 

f discharged nitrogen. In this work, we present an optimal con- 

rol strategy that is capable of operating within the monthly dis- 

harge restrictions imposed by environmental regulators, achiev- 

ng the required re-injection objectives, and minimize pumping 

nergy consumption. We highlight that reduction of pumping en- 

rgy leads to a decrease in GHG emission as the latter is propor- 

ional to the former. Values for GHG emissions can be obtained 

hrough the usage of emission factors; however, these factors were 

ot considered in the present work since they are not part of 

ts scope. For that, we refer to Stokes et al. (2015) as they have

nalyzed different emission factors to estimate GHG emissions of 

umps in a water distribution system. Another important contri- 

ution of this work is on the development of the FWMC-EMPC. We 
3 
resent Theorem 1 which shows sufficient conditions for feasibility 

f FWMCs. This theorem is used in the construction of an EMPC 

ith additional FWMC constraints, and in the construction of a 

ogic algorithm for the development of the FWMC-EMPC frame- 

ork. This formulation was inspired by Müller et al., 2014 , which 

xplored transient average in an EMPC framework. 

. Notation 

We refer to the set of non-negative real numbers as R ≥0 , and 

he set of natural numbers as N . The time domain is defined as t ∈
 ≥0 . Furthermore, we define fixed-times which are pre-established 

ime constants and are represented as t m 

∈ R ≥0 , ∀ m ∈ N , with t m 

<

 m +1 . System variables use the notation ·(t) , while predictive vari- 

bles use ·(k | t c ) , which denotes the k-step ahead prediction at the 

urrent time t c ∈ R ≥0 . We use the accent ( ̃ ·) to indicate a FWMC 

ariable, and the accent ( ̄·) to indicate constants. An optimal solu- 

ion is indicated by the superscript ( ·) ∗. 

. Problem statement 

The system to be controlled is a semi-continuous operation. Its 

ontinuous part can be described by the set of index-1 differential 

lgebraic equations (DAEs) described below, 

˙ 
 (t) = f (x (t) , z(t) , u (t) , w (t)) , (1a) 

 = g(x (t) , z(t) , u (t) , w (t)) , (1b) 

ith nonlinear maps given by f : R 

n x × R 

n z × R 

n u × R 

n w → R 

n x , 

nd g : R 

n x × R 

n z × R 

n u × R 

n w → 0 . Moreover, x ∈ R 

n x are dynamic

tates, z ∈ R 

n z are algebraic states, u ∈ R 

n u ar e contr ol inputs, and 

 ∈ R 

n w are disturbances. The system is augmented with measure- 

ent outputs as follows, 

(t) = h c (x (t) , z(t) , w (t)) , (1c) 

 (t) = h q (x (t) , z(t) , u (t) , w (t)) , (1d) 

here the output maps are given as h c : R 

n x × R 

n z × R 

n w → R ≥0 ,

nd h q : R 

n x × R 

n z × R 

n u × R 

n w → R ≥0 , with c ∈ R ≥0 , and q ∈ R ≥0 as

oncentration and flowrate outputs, respectively. Measurements of 

he system are assumed to be performed regularly. We define the 

xpanding-time FWMC as a time-based weighted average evalu- 

ted from a fixed initial time t m 

, to a variable final time t . The

xpanding-time FWMC is shown below, 

˜ 
 (t m 

, t) = 

M (t m 

, t) 

V (t m 

, t) 
, (2a) 

ith, 

 (t m 

, t) = 

∫ t 

t m 

c(τ ) q (τ ) dτ, (2b) 

 (t m 

, t) = 

∫ t 

t m 

q (τ ) dτ, (2c) 

here M : R ≥0 → R ≥0 and V : R ≥0 → R ≥0 are named as the to-

al load map and the total volume map, respectively. Based 

n the expanding-time FWMC, we define the fixed-time FWMC, 

˜  (t m 

, t m +1 ) ∈ R ≥0 , which has a fixed initial and final time of inte-

ration. We use the previous definitions given for the expanding- 

ime FWMC, and the fixed-time FWMC to create what we refer to 

s the piecewise expanding-time FWMC: 

˜ 
 (t) = 

{
˜ c (t m 

, t) , for t m 

< t ≤ t m +1 

}
, ∀ m ∈ N , (3) 

here ˜ c (t) ∈ R ≥0 is the piecewise expanding-time FWMC. Each 

xed-time FWMC segment has a time interval �T m 

= t m +1 − t m 

, 
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hich is a few orders of magnitude longer than the settling time of 

ystem (1) . The goal is to have the fixed-time FWMCs constrained 

n a particular region: 

˜ 
 (t m 

, t m +1 ) ∈ C f , ∀ m ∈ N . (4) 

. Flow-weighted mean concentration based EMPC 

Economic model predictive control ( Rawlings and Amrit, 2009 ), 

r dynamic-real time optimization (DRTO) ( Kadam and Mar- 

uardt, 2007 ), is a predictive feedback control strategy where one 

ims to directly optimize an economic objective function over a 

ertain prediction horizon by using the available degrees of free- 

om of a system ( Rawlings and Amrit, 2009 ). In an EMPC, an op-

imal control problem is solved periodically with initial conditions 

iven by the current state of the system. Such strategy is remi- 

iscent of model predictive control (MPC), which has been widely 

dopted by the industry for set-point or trajectory tracking ( Qin 

nd Badgwell, 2003; Hrovat et al., 2012; Ferreau et al., 2016 ). Their 

ain differences are their objective functions, theoretical proofs 

nd area of application. Such differences are well covered in the 

iterature ( Faulwasser et al., 2018 ). Overall, EMPC can be consid- 

red flexible, robust, and its usage can lead to good economic 

erformance. Moreover, it can potentially take economic advan- 

age of disturbances in certain cases. Furthermore, one of its main 

trengths is that constraints over the inputs and states can be con- 

idered explicitly in its formulation ( Rawlings et al., 2012 ). More 

nformation about EMPC can be found in Ellis et al. (2014) . The 

WMC-EMPC proposed in this work aims to guarantee feasibility 

f closed-loop fixed-time FWMCs. This formulation consists of a 

elector and two optimal control problems (OCP). One of which 

ave extra constraints for guaranteeing feasibility of the closed- 

oop fixed-time FWMCs. 

.1. On the flow-weighted mean concentration properties 

Before introducing the FWMC-EMPC, we present some proper- 

ies of the expanding-time FWMC. Our aim is to show the mecha- 

isms available for controlling the expanding-time FWMC through 

eans of q (t) , which are later on used at the construction of an

ptimal control problem that can lead to the feasibility of the 

xed-time FWMCs, ˜ c (t m 

, t m +1 ) ∈ 

˜ C f , ∀ m ∈ N . 

roposition 1. Suppose that c(t) = c̄ ∈ 

˜ C ⊆ R . Then, for any q (t) ∈ R

uch that 
∫ t 

t m 
q (t) dt 	 = 0 , we have that ˜ c (t m 

, t) = c̄ ∈ 

˜ C . 

Proof. The result follows directly by considering (2a) with 

(t) = c̄ . Based on that, we have, 

˜ 
 (t m 

, t) = 

∫ t 
t m 

c(t) q (t) dt ∫ t 
t m 

q (t) dt 
= 

c̄ 
∫ t 

t m 
q (t) dt ∫ t 

t m 
q (t) dt 

= c̄ ∈ 

˜ C (5) 

�

emark 1. Based on Proposition 1 , it is also possible to conclude 

hat: if c(t) = c̄ / ∈ 

˜ C ⊆ R , then ˜ c (t m 

, t) / ∈ 

˜ C for any q (t) ∈ R with
 t 
t m 

q (t) dt 	 = 0 . 

The previous proposition shows a case where the expanding- 

ime FWMC is insensitive to changes in q (t) as 
∫ t 

t m 
q (t) dt 	 = 0 . In 

act, when c(t) is a constant, the only control agency that one 

as over the expanding-time FWMC is whether 
∫ t 

t m 
q (t) dt = 0 ∨ 

 t 
t m 

q (t) dt 	 = 0 . If 
∫ t 

t m 
q (t) dt 	 = 0 , feasibility of the expanding-time 

WMC depends on whether c(t) ∈ 

˜ C ∨ c(t) / ∈ 

˜ C . If 
∫ t 

t m 
q (t) dt = 0 , 

easibility of the expanding-time FWMC cannot even be discussed 

s its physical meaning is lost, and its mathematical function is 

ow undefined. So far, we have considered that c(t) remains con- 

tant for the whole t ∈ R ≥0 . Nevertheless, this is often not the case. 
4 
s time passes, the controlled system is generally affected by dis- 

urbances, which in some cases might be persistent. 

roposition 2. Consider that ˜ c (t m 

, t c ) ∈ 

˜ C with a t c ∈ [ t m 

, ∞ ) . In ad-

ition, assume that q (t) ∈ R . Then, for any c(t) ∈ R with t ∈ (t c , ∞ ) ,

t is always possible to obtain ˜ c (t m 

, t) ∈ 

˜ C . 

The result follow directly by choosing q (t) = 0 , t ∈ (t c , ∞ ) . In

his case, we have from (2a) that: 

˜ 
 (t m 

, t) = 

M (t m 

, t c ) + ����� 

0 
M (t c , t) 

V ( t m 

, t c ) + ����� 

0 
V (t c , t) 

= 

˜ c ( t m 

, t c ) ∈ 

˜ C . (6) 

emark 2. From a process standpoint, one can say that 

roposition 2 reflects a simple notion: if one stops discharging a 

articular pollutant, the expanding-time FWMC will remain con- 

tant as time passes. 

The previous proposition, reveals that as long as ˜ c (t m 

, t c ) is 

ithin the feasible region, it is sufficient to keep q (t) = 0 to main-

ain feasibility of the expanding-time FWMC for t > t c . However, 

eeping future flowrates at zero does not necessarily lead to an 

ptimal operation. Due to that, we would like to explore the be- 

avior of expanding-time FWMC under less restrictive conditions. 

roposition 3. Suppose that there exists a t α ∈ [ t m 

, ∞ ) , where c(t) =
¯ α ∈ R . In addition, consider that lim t→∞ 

∫ t 
t m 

q (t) dt = ∞ . Then, for

ny q (t) ∈ R , we have that lim t→∞ ̃

 c (t m 

, t) = c̄ α . 

roof. We start by taking the limit of (2a) with t → ∞ , 

lim 

→∞ 

˜ c (t m 

, t) = lim 

t→∞ 

∫ t 
t m 

c(t ) q (t ) dt ∫ t 
t m 

q (t) dt 
. (7a) 

e then split the integral at a t α ∈ [ t m 

, ∞ ) , and consider that

(t) = c̄ α ∈ R : 

lim 

→∞ 

˜ c ( t m 

, t ) = lim 

t→∞ 

t>t α

∫ t α
t m 

c ( t ) q ( t ) dt + 

∫ t 
t α

c αq ( t ) dt ∫ t 
t m 

q ( t ) dt 
. (7b) 

 lim 

t→∞ 

t>t α

∫ t α
t m 

c ( t ) q ( t ) dt + c α
∫ t 

t α
q ( t ) dt ∫ t 

t m 
q ( t ) dt 

(7c) 

ssuming that lim t→∞ 

∫ t 
t m 

q (t) = ∞ , and that the first term is finite, 

ne can obtain: 

lim 

→∞ 

˜ c ( t m 

, t ) = lim 

t→∞ 

t>t α

c α
∫ t 

t α
q ( t ) dt ∫ t 

t m 
q ( t ) dt 

= lim 

t→∞ 

t>t α

c α
(∫ t 

t m 
q ( t ) dt − ∫ t α

t m 
q ( t ) dt 

)
∫ t 

t m 
q ( t ) dt 

= c α (7d) 

rom (7d) , one can conclude that, 

lim 

→∞ 

˜ c ( t m 

, t ) = c α, (7e) 

hich is the end of the proof. �

emark 3. Proposition 3 can also be translated from a process 

tandpoint: if continuous discharge of a pollutant occurs where its 

oncentration converges to a constant value, then the expanding- 

ime FWMC will converge to this value as well. 

Considering that there exist t c ∈ [ t m 

, ∞ ) ; t α ∈ [ t c , ∞ ) , where

(t) = c̄ α ∈ R ; and that q (t) ∈ R ≥0 one can draw the following 

ases based on Propositions 2 and 3 : 

i. ˜ c (t m 

, t c ) ∈ 

˜ C ∧ c̄ α ∈ 

˜ C ⇒ ˜ c (t m 

, t) will remain in 

˜ C . 

ii. ˜ c (t m 

, t c ) / ∈ 

˜ C ∧ c̄ α ∈ 

˜ C ⇒ ˜ c (t m 

, t) can converge to ˜ C . 

ii. ˜ c (t m 

, t c ) ∈ 

˜ C ∧ c̄ α / ∈ 

˜ C ⇒ ˜ c (t m 

, t) can remain in 

˜ C . 
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iv. ˜ c (t m 

, t c ) / ∈ 

˜ C ∧ c̄ α / ∈ 

˜ C ⇒ ˜ c (t m 

, t) cannot converge to ˜ C . 

Based on the cases shown above, it is clear that control actions 

ave limited authority over the expanding-time FWMC as converg- 

ng ˜ c (t m 

, t) to ˜ C is dependent on whether ˜ c (t m 

, t c ) ∈ 

˜ C or c̄ α ∈ 

˜ C .

ased on that, we propose the following Theorem: 

heorem 1. (Necessary conditions of feasibility) Suppose that there 

xist a ˜ c (t m 

, t c ) ∈ R with t m 

∈ R ≥0 and t c ∈ (t m 

, ∞ ) . Moreover, that

im t→∞ 

c(t) = c̄ ∈ R . Then, to obtain ˜ c (t m 

, t α) ∈ 

˜ C for a t α ∈ (t c , ∞ ) ,

t is necessary that at least one of the following two conditions holds: 

i) ˜ c (t m 

, t c ) ∈ 

˜ C . 

ii) lim t→∞ 

c(t) ∈ 

˜ C . 

We have seen that the fixed-time FWMC is a specific case of 

he expanding-time FWMC. Thus, we make some remarks about 

ach criterion of Theorem 1 , and its applicability when one wants 

o obtain ˜ c (t m 

, t m +1 ) ∈ 

˜ C f . For these remarks, we consider that ˜ C =
˜ 
 f . 

emark 4. Criterion (i) is concerned with the past behavior of 

he expanding-time FWMC. If only this condition holds, then the 

xpanding-time FWMC departs from ˜ c (t m 

, t c ) ∈ 

˜ C and can eventu- 

lly leave region 

˜ C at a time t ∈ (t c , ∞ ) . However, as long as it

s possible to select a set of control actions to keep ˜ c (t m 

, t) ∈ 

˜ C

or t ∈ (t c , ∞ ) , then ˜ c (t m 

, t m +1 ) ∈ 

˜ C . Imposition of ˜ c (t m 

, t) ∈ 

˜ C for

 ∈ (t c , ∞ ) implicitly restrict the original set of allowable control 

ctions to a particular subset, which could affect negatively the 

conomic performance of the closed-loop system. 

emark 5. Criterion (ii) focus on the future behavior of the 

xpanding-time FWMC. If only this condition holds, then ˜ c (t m 

, t c ) / ∈ 

˜ 
 . From Proposition 3 , we have that lim t→∞ ̃

 c (t m 

, t) ∈ 

˜ C given a set

f assumptions. If economic improvements in the system can be 

ound when c(t m 

, t) / ∈ 

˜ C , then the economic performance of the 

losed-loop system can be positively affected by operating out- 

ide the region 

˜ C for a while. However, the exact time t α in 

hich ˜ c (t m 

, t α) ∈ 

˜ C is unclear. Thus, one can have ˜ c (t m 

, t m +1 ) ∈˜ 

 ∨ ̃  c (t m 

, t m +1 ) / ∈ ̃

 C . The latter outcome is clearly undesirable as 

easibility of ˜ c (t m 

, t m +1 ) is not achieved. 

Compared with criterion (i), criterion (ii) enforces less con- 

trains on the set of allowable control actions. Moreover, criterion 

ii) enables one to operate for some time with ˜ c (t m 

, t) / ∈ 

˜ C , which

ight be economically beneficial for the closed-loop system. How- 

ver, exploiting criterion (ii) and these economic benefits is prob- 

ematic to say the least. First, it is necessary to know the values 

f c(t) for t ∈ (t c , t m +1 ] , which can be quite challenging due to

lant-model mismatch, or disturbances. Second, future values of 

(t) should be within the region 

˜ C . Third, there should be enough 

ime left for the expanding-time FWMC to go from ˜ c (t m 

, t c ) / ∈ 

˜ C to

˜  (t m 

, t m +1 ) ∈ 

˜ C . Due to these issues, we focus on designing an OCP

ased on criterion (i) in the next section. 

.2. Optimal control problem formulation 

The proposed OCP should be able to minimize a stage cost 

 : R 

n x × R 

n z × R 

n u → R , which is assumed to be an economic cost.

oreover, it would be desired to maintain the states, control ac- 

ions, and fixed-time FWMCs at particular bounded regions of the 

uclidean space, such that: 

X ∈ R 

n x , Z ∈ R 

n z , U ∈ R 

n u , ˜ C f ∈ R , 

( x ( t ) , z ( t ) , u ( t ) ) ∈ X × Z × U , 

˜ c ( t m 

, t m +1 ) ∈ ̃

 C f , ∀ m ∈ N . (8) 

n the previous subsection, necessary conditions of feasibility were 

btained for the expanding-time FWMC. Furthermore, we have dis- 

ussed the implication of Theorem 1 with respect to a fixed-time 
5 
WMC. We have decided to formulate an OCP based on condition 

i) of Theorem 1 to optimally control the system (1a) –(3) . The main

eason for making this choice is that condition (ii) is associated 

ith future realizations of the system behavior which are generally 

nknown or partially known, thus considered unreliable. Based on 

he above, the OCP F used in the FWMC-EMPC is: 

in 

u (t) 

∫ t p 

t c 

� ( x (τ | t c ) , z(τ | t c ) , u (τ | t c ) ) dτ, (9a) 

.t. ˙ x (t| t c ) = f (x (t | t c ) , z(t | t c ) , u (t | t c ) , w (t | t c )) , (9b) 

 = g(x (t| t c ) , z(t| t c ) , u (t| t c ) , w (t| t c )) , (9c) 

˙ 
 (t| t c ) = f d (w (t| t c )) , (9d) 

x (t| t c ) , z(t| t c ) , u (t| t c )) ∈ X × Z × U , (9e) 

 (0 | t c ) = x̄ c , w (0 | t c ) = w̄ c , (9f) 

(t| t c ) = h c (x (t| t c ) , z(t| t c ) , w (t| t c )) , (9g) 

 (t| t c ) = h q (x (t | t c ) , z(t | t c ) , u (t | t c ) , w (t | t c )) , (9h) 

˜ 
 ( t m 

, t c + k · T | t c ) ∈ ̃

 C , k ∈ N [ 1 ,N ] (9i) 

ith, 

˜ 
 (t m 

, t c + k · T | t c ) = 

M (t m 

, t c ) + M (t c , t c + k · T | t c ) 
V ( t m 

, t c ) + V ( t c , t c + k · T | t c ) , (9j) 

nd, 

 (t c , t c + k · T | t c ) = 

∫ t c + k ·T 

t c 

q (τ | t c ) c(τ | t c ) dτ, (9k) 

 (t c , t c + k · T | t c ) = 

∫ t c + k ·T 

t c 

q (τ | t c ) dτ, (9l) 

here t p := T · N + t c is the prediction time; N is the prediction

orizon; and T is the FWMC look-ahead time. Moreover, (9a) is 

he objective function; (9b) is the dynamic model; (9c) is the al- 

ebraic model; (9d) is the disturbance model; (9e) is the states 

nd control input bounds; (9f) is the initial values; (9g) is the 

oncentration output model; (9h) is the flowrate output model; 

nd (9i) are bounds associated with the expanding-time FWMC, 

hich is described by (9j) - (9l) . 

The OCP F shown in (9) is parametric in the initial states ( ̄x c ; 

¯  c ), and past behavior of the FWMC ( M (t m 

, t c ) ; V (t m 

, t c ) ). Its main

ovelty is the inclusion of (9i) , which accounts for N constraints. 

ach of these constraints limits the expanding-time FWMC to the 

egion 

˜ C . However, to properly predict the system behavior, some 

dditional models are necessary. For instance, (9i) requires a model 

or the output maps h c (·) , and h q (·) . Moreover, a disturbance

odel is considered, as the closed-loop performance is directly af- 

ected by disturbances. To obtain such models, one could use off- 

et free EMPC ( Morari and Maeder, 2012; Pannocchia, 2015 ). Never- 

heless, in this work, we assume the following disturbance model, 

˙ 
 (t| t c ) = 0 . (10) 
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he set of admissible control inputs based on OCP (9) is 

efined as follows, U := { u (t| t c ) | (9 b) , . . . , (9 i ) } . By con- 

idering a receding horizon approach ( Mayne and Michal- 

ka, 1988 ), one obtains the following implicit control law, 

 

∗
N (x (t) , w (t) , M (t m 

, t) , V (t m 

, t)) := κN (x (t) , w (t) , M (t m 

, t) , V (t m 

, t))

e refer to the application of such control law to the system of 

quations (1a) - (2a) : 

˙ 
 (t) = f (x (t) , z(t) , u 

∗
N (x (t) , w (t) , M (t m 

, t) , V (t m 

, t)) , w (t)) , 
(11a) 

 = g(x (t) , z(t) , u 

∗
N (x (t) , w (t) , M (t m 

, t) , V (t m 

, t)) , w (t)) , (11b) 

ith measurement output as, 

(t) = h c (x (t) , z(t) , w (t)) , (11c) 

 (t) = h q (x (t) , z(t) , u 

∗
N (x (t) , w (t) , M(t m 

, t) , V (t m 

, t)) , w (t)) , 
(11d) 

nd piecewise expanding-time FWMC, 

˜ 
 (t) = 

{
M (t m ,t) 
V (t m ,t) 

, for t m 

< t ≤ t m +1 

}
, ∀ m ∈ N , (11e) 

From the closed-loop system shown in (11a) –(11e) it is possible 

o see how historical information from the piecewise expanding- 

ime FWMC is used by the OCP F (9) . We show below that as long

s c(t m 

) ∈ 

˜ C , then condition (i) of Theorem 1 hold for the closed-

oop system. The shortest expanding-time FWMC is given below: 

lim 

t→ 0 
˜ c (t m 

, t m 

+ δt) = lim 

δt→ 0 

∫ t m + δt 

t m 
q (τ ) c(τ ) dτ∫ t m + δt 

t m 
q (τ ) dτ

, (12a) 

hich is indeterminate. By manipulating (12a) and applying 

’Hôpital’s rule, the following is obtained: 

lim 

t→ 0 
˜ c (t m 

, t m 

+ δt) = lim 

δt→ 0 

q (t m 

+ δt) c(t m 

+ δt) 

q (t m 

+ δt) 
= c(t m 

) . (12b) 

Considering that constraints (9i) embeds condition (i) of 

heorem 1 to the OCP F , and assuming that c(t m 

) ∈ 

˜ C , then the

iecewise expanding-time FWMC remains in the region 

˜ C when 

he control law u ∗
N 
(x (t) , w (t) , M (t m 

, t) , V (t m 

, t)) is used. 

.3. Practicalities of the FWMC-EMPC 

In the previous subsection, it was shown that the closed- 

oop piecewise expanding-time FWMC remains in the region 

˜ C 

f c(t m 

) ∈ 

˜ C . However, in practice, this condition will not al- 

ays be true. In reality, disturbances affecting the system can 

e such that c(t m 

) / ∈ 

˜ C . Under this condition, then criterion (i) of 

heorem 1 ceases to hold and OCP F (9) might not find a feasi- 

le solution due to constraints (9i) . To solve the aforementioned 

ssue, one can soften constraints (9i) by adding slack variables 

 Kerrigan and Maciejowski, 20 0 0 ), which creates the OCP S . Soft

onstraints have the purpose of penalizing violations over partic- 

lar constraints. More specifically, they should be used in con- 

traints that could but should not be violated. This enables one to 

till solve an OCP similar to OCP F (9) , in which minimal violation 

ver (9i) is enforced. While ˜ c (t m 

, t) with t ∈ (t m 

, t m +1 ) can be vi-

lated in the closed-loop, violation of ˜ c (t m 

, t m +1 ) is highly unde- 

irable. As shown in Theorem 1 , when criterion (i) does not hold, 

hen criterion (ii) must hold for one to be able to reach the re-

ion 

˜ C . As discussed earlier in this work, relying on criterion (ii) 

ight not be the best option. To avoid loss of criterion (i) in the 

rst place, we propose the usage of the following Algorithm: 

On this algorithm, there are two if clauses. The first if checks 

f a new period [ t m 

, t m +1 ) has begun. If it has, then criteria is set

o be True . The second if has two clauses to check if criterion (i)
6 
f Theorem 1 holds. The first clause checks if c(t c ) ∈ 

˜ C or OCP F 
as been previously solved. If one of them is true, the OCP F is 

olved and criteria is set as true. Thus, until the end of the month, 

he OCP F becomes the only available strategy. If both clauses are 

alse, then OCP R is solved. As mentioned previously in this work, 

he physical meaning of the FWMC is lost when q (t| t c ) is set to

ero. Due to that, feasibility of the expanding-time FWMC can- 

ot even be discussed. Therefore, OCP R has the role of delaying 

he evaluation of the expanding-time FWMC until criterion (i) of 

heorem 1 is met. The OCP R consists of Eqs. (9a) –(9f) , (9h) and

he additional constraint q (t| t c ) = 0 . It is important to highlight

hat the algorithm presented in this section assumes that once 

CP F has been solved, then criterion (i) of Theorem 1 holds in the 

losed-loop system. In practice, this assumption may not hold due 

o plant-model mismatch and/or unknown disturbances. For these 

ases, one may couple to OCP F approaches that take these issues 

nto account while still keeping the value of Algorithm 1 . 

Algorithm 1: FWMC-EMPC. 

Input: t m 

, t m +1 , t c , x (t c ) , w (t c ) , M (t m 

, t c ) , V (t m 

, t c ) , cr iter ia 

Output: u (t| t c ) 
if t c = t m 

then 

cr iter ia ← T rue 

end 

if c(t c ) ∈ 

˜ C or cr iter ia = F alse then 

u (t| t c ) ← solve OCP F (x (t c ) , w (t c ) , M (t m 

, t c ) , V (t m 

, t c )) 

cr iter ia ← F alse 
else 

u (t| t c ) ← solve OCP R (x (t c ) , w (t c ) , 0 , 0) 

end 

.4. Numerical issues of the OCP 

To solve an OCP, one should use numerical methods for trajec- 

ory optimization. In this work, we consider direct transcription 

y orthogonal collocation ( Biegler, 2010 ). Through this method, 

 trajectory optimization problem is transcribed into a nonlin- 

ar program (NLP), which must be solved by using a NLP solver. 

LP solvers are iterative in nature, and in essence use New- 

on’s method. Furthermore, most NLP solvers are built with the 

ssumption that certain constraint qualifications hold. For a de- 

ailed survey over different trajectory optimization methods, one 

an refer to Betts (1998) . For optimization algorithms, we refer 

o Nocedal and Wright (2006) . We present a compact form of a 

LP resulting from direct transcription of OCP F or OCP S : 

in 

θ
�( θ, p ) (13a) 

.t. g ( θ, p ) = 0 , (13b) 

 ( θ, p ) ≤ 0 , (13c) 

here (13a) is the objective function � : R 

n θ × R 

n p → R ; (13b) are

quality constraints g : R 

n θ × R 

n p → R 

n g ; and (13c) is a vec-

or of inequality constraints h : R 

n θ × R 

n p → R 

n h , with θ ∈ R 

n θ

s decision variables and p ∈ R 

n p as parameters. The con- 

traint (9i) present in (9) imposes numerical challenges for a NLP 

olver. While some issues can be addressed by reformulating (13) , 

thers cannot. Below, we describe the issues associated with NLP F 
nd NLP S . We stress that although NLP S has the presence of soft- 

onstraints and slack variables, it does not affect the following 

nalysis. Consider that (13) has the following variables as elements 

f the vectors θ and p : 

c,k = 

˜ c ( t m 

, t c + k · T | t c ) , ∀ k ∈ N [ 1 ,N ] , (14a) 
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Table 1 

Definition of nodal-arc sets. 

Symbol Description 

J T ∈ J Set containing tanks. 

J D ∈ J Set containing discharges. 

J W ∈ J Set containing wells. 

J = J T ∪ J D ∪ J W Set containing all the nodes in a network. 

L D ∈ L Set containing discharging lines. 

L P ∈ L Set containing pumping facilities. 

L = L D ∪ L P Set containing all the arcs in a network. 
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m,k = M ( t c , t c + k · T | t c ) , ∀ k ∈ N [ 1 ,N ] , (14b) 

v ,k = V ( t c , t c + k · T | t c ) , ∀ k ∈ N [ 1 ,N ] , (14c) 

p m 

= M (t m 

, t c ) , (14d) 

p v = V (t m 

, t c ) , (14e) 

here θc,k , θm,k , and θv ,k are decision variables; and p m 

and p v are 

arameters. Moreover, that constraint (9j) is represented as, 

c,k −
p m 

+ 

∑ k 
j=1 θm, j 

p v + 

∑ k 
j=1 θv , j 

= 0 , ∀ k ∈ N [ 1 ,N ] , (15) 

nd the following inequalities are part of (13) , 

v ,k ≥ 0 , θm,k ≥ 0 , ∀ k ∈ N [ 1 ,N ] , (16) 

e have that constraints in (15) are undefined when their denom- 

nators are equal to zero. To avoid such issue, those constraints are 

eformulated as, 

c,k 

( 

p v + 

k ∑ 

j=1 

θv , j 

) 

−
( 

p m 

+ 

k ∑ 

j=1 

θm, j 

) 

= 0 , ∀ k ∈ N [ 1 ,N ] , (17) 

hich are now fully defined. Although this modification solves the 

atio issue, we indicate that under some conditions, the gradi- 

nt of equality constraints in NLP F can lose its rank, causing Lin- 

ar Independence Constraint Qualification (LICQ) to not be satis- 

ed. This has major consequences over convergence of most NLP 

olvers as satisfaction of the LICQ is an important property that 

ust hold while solving a NLP. In the next paragraph, we show 

ow LICQ can cease to hold for this new formulation. The equal- 

ty constraint (17) is the only one in which θc,k is present. Thus, 

 θc,k 
g ( θ, p ) have only one non-zero element, which is given be-

ow, 

 θc,k 
( 17 ) = p v + 

k ∑ 

j=1 

θv , j , ∀ k ∈ N [ 1 ,N ] . (18) 

ue to inequalities (16) , the following conditions hold true, 

p v + 

k ∑ 

j=1 

θv , j ≤ p v + 

k +1 ∑ 

j=1 

θv , j , ∀ k ∈ N [ 1 ,N−1 ] , (19) 

hich reveals that p v + θv , 1 = 0 is sufficient for ∇g ( θ, p ) to lose a

ank. As shown in (16) , θv ,k is non-negative. Thus, it is necessary 

o have both p v and θv , 1 different from zero for the LICQ to hold. 

ne must be aware that all the elements in NLP (13) play a role on

hether θ ∗
v , 1 = 0 is a local optimum of either NLP F or NLP S when 

p v = 0 . Thus, depending on the nature of the original problem, the 

nderlined issue might not emerge. 

. Process description 

The objective of a PWRI facility is to re-inject the required 

mount of PW in the formation to maintain reservoir pressure 

or EOR. To perform that, PW needs to be boosted by pumps to 

chieve the required re-injection flowrate. In this process, energy 

s consumed and GHGs are emitted. The required flowrate of PW 

o be re-injected in each individual well is usually set by reservoir 

ngineers. If more PW is available, it is common to discharge it to- 

ards the ocean. Discharged PW contains a small concentration of 
7 
ispersed oil, and monthly discharges based on FWMC are heav- 

ly regulated by governmental authorities. Based on this brief de- 

cription, we state that it is desired to minimize energy consump- 

ion, comply with the environmental regulation, and re-inject the 

equired PW at re-injection wells. 

.1. Notation and variables 

In the water distribution and production optimization literature, 

t is common to represent a distribution system by means of a 

raph network. In this work, we assume a directional graph net- 

ork G = ( J , L ), where J := { i | ∀ i ∈ 1 , . . . , n n } is the set of nodes,

nd L the set of arcs. We refer to an individual node as i ∈ J , and

ppend a subscript (·) i to its variables. In addition, we refer to an 

ndividual arc as l ∈ L , and append a subscript (·) l to its variables.

s an arc is responsible for connecting a source node to a target 

ode, it is also possible to identify an individual arc l ∈ L by re-

lacing l with the tuple (i, j) or ( j, i ) , where (i, j) represents from

ode i to j, and ( j, i ) from node j to i . Both sets J and L can be

ivided in disjoint subsets which represent the elements of a facil- 

ty. In Table 1 , we introduce the definition of each disjoint subset 

sed in this work, with an explanation of which element of the 

acility is being considered. 

We consider that the facility can be modeled as a DAE system 

ith index-1, which is shown below in its implicit form: 

 = F ( ̇ x , x , z , u , w , p ) , (20) 

n which the F : R 

n x × R 

n z × R 

n u × R 

n w × R 

n p → 0 is a nonlinear

ap, where x is a vector of dynamic states; z is a vector of al-

ebraic states; u is a vector of control inputs; w is a vector of dis-

urbances; and p is a vector of parameters. We define these vectors 

s follows, 

 = 

[
x 

T 
node 

x 

T 
arc 

]T 
, (21a) 

 = 

[
z T 

node 
z T arc 

]T 
, (21b) 

 = 

[
u 

T 
node 

u 

T 
arc 

]T 
, (21c) 

 = 

[
w 

T 
node 

w 

T 
arc 

]T 
, (21d) 

 = 

[
p 

T 
node 

p 

T 
arc 

]T 
, (21e) 

here x node , z node , u node , w node , and p node are respectively node 

ectors; and x arc , z arc , u arc , w arc , and p arc are respectively arc vec-

ors. Furthermore, both node and arc vectors are formed by a col- 

ection of individual node vectors (·) i ∈ J , and individual arc vec- 

ors (·) l ∈ L . Before presenting such vectors, we exhibit Table 2 ,

n which we define the physical variable present in the network 

odel. 

The vector of an individual node i ∈ J is defined as follows. For 

ank nodes J T , there is: 

 i = 

[
V i 

]T 
, ∀ i ∈ J T , (22a) 
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Table 2 

Definition of the physical variables present in the network model. 

Symbol Unit Description 

γi N/m 

3 PW specific weight at node i , ∀ i ∈ J 
c i kg/m 

3 Concentration of dispersed oil at node i , ∀ i ∈ J W 
d i m 

3 /s Demand at node i , ∀ i ∈ J 
d o 

i 
kg/s Oil demand at node i , ∀ i ∈ J W 

h i m Liquid level at node i , ∀ i ∈ J T 
q l m 

3 /s Volumetric flowrate at arc l, ∀ l ∈ L 
p i Pa Pressure at node i , ∀ i ∈ J 
p r 

i 
Pa Reservoir pressure at node i , ∀ i ∈ J W 

p s 
i 

Pa Pressure at the surface of node i , ∀ i ∈ J T 
z i m Elevation at node i , ∀ i ∈ J 
z o m Reference elevation 

H i m Hydraulic head at node i , ∀ i ∈ J 
J i m 

3 /sPa Injectivity index at node i , ∀ i ∈ J W 
V i m 

3 Volume at node i , ∀ i ∈ J T 
W l W Hydraulic power demand at arc l, ∀ l ∈ L 

z

p

w  

t  

t  

d  

n

z

u

w

p

w  

o

z

p

w  

i  

f

z

w  

r

z

u

p

a  

t

v  

a  

h

t  

H

Table 3 

Elements present in 

each nodal-arc set. 

Sets Elements 

J T {1} 

J D {2} 

J W {3,4} 

L D {(1,2)} 

L P {(1,3), (1,4)} 

6
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 i = 

[
p i H i h i 

]T 
, ∀ i ∈ J T , (22b) 

 i = 

[
γi z i d i p s 

i 

]T 
, ∀ i ∈ J T , (22c) 

here V i is the volume at node i ; p i is the pressure at node i ; H i is

he hydraulic head at node i ; h i is the liquid level at node i ; γi is

he specific weight at node i ; z i is the elevation at node i ; d i is the

emand at node i ; and p s 
i 

is the surface pressure at the surface of

ode i . For discharge nodes J D , we have: 

 i = 

[
H i d o 

i 

]T 
, ∀ i ∈ J D , (23a) 

 i = 

[
d i 

]T 
, ∀ i ∈ J D , (23b) 

 i = 

[
c i 
]T 

, ∀ i ∈ J D , (23c) 

 i = 

[
γi z i p i 

]T 
, ∀ i ∈ J D , (23d) 

here d o 
i 

is the oil demand at node i , and c i is the concentration

f dispersed oil at node i . As for well nodes J W 

, 

 i = 

[
p i H i d i 

]T 
, ∀ i ∈ J W 

, (24a) 

 i = 

[
γi z i p r 

i 
J i 

]T 
, ∀ i ∈ J W 

, (24b) 

here p r 
i 

is the reservoir pressure at node i ; J i is the injectivity

ndex at node i . For an individual arc l ∈ L , we define its vectors as

ollows. For discharging lines L D , 

 i = 

[
H 

L 
l 

q l 
]T 

, ∀ l ∈ L D , (25a) 

here H 

L 
l 

is the headloss at arc l; and q l is the volumetric flow

ate at arc l. Lastly, for pumping facilities L P , 

 l = 

[
H 

L 
l 

W l 

]T 
, ∀ l ∈ L P , (26a) 

 l = 

[
q l 

]T 
, ∀ l ∈ L P , (26b) 

 l = 

[
γl 

]T 
, ∀ l ∈ L P , (26c) 

nd W l is the hydraulic power demand at arc l. We use the conven-

ion that removal of PW from node i is represented by a positive 

alue for demand ( i.e. d i ≥ 0 ), while a negative value would mean

ddition of PW ( i.e. d i ≤ 0 ). The same logic is applied for loss of

ydraulic head. Loss of hydraulic head at arc l is shown as a posi- 

ive value ( i.e. H 

L 
l 

≥ 0 ), while gain of hydraulic head is negative ( i.e.

 

L 
l 

≤ 0 ). 
8 
.2. Model and optimization 

The PWRI facility considered in this work can be seen in Fig. 2 .

n it, one can see that PW coming from upstream enters the de- 

asser, which is the last separation equipment. From there, PW can 

e discharged towards the ocean by flowing through the discharg- 

ng lines. In addition, it is also possible to re-inject PW at well 1 

nd 2. To do so, PW needs to go through the pumping facility. An- 

ther element shown in the image is the oil in water sensor, which 

s located downstream of the degasser as specified by regulations. 

he aforementioned facility is based on a real system currently in 

peration at the NCS. 

This system is described as a graph network G = (J , L ) , con-

aining 4 nodes and 3 arcs. It was considered that node 1 is a 

ank; node 2 is a discharge; and node 3 and 4 are wells. Moreover, 

e define arc (1,2) as a discharging line, and arcs (1,3) and (1,4) 

s pumping facilities. These definitions can be found in Table 3 , 

here the elements of the facility are described in terms of nodes 

nd arcs. 

We are mainly interested in investigating the inclusion of 

WMC to an EMPC framework. Therefore, the following simplifi- 

ations have been considered in the formulation of this system 

odel: 

1. PW is considered an incompressible liquid. Moreover, oil con- 

tent in PW density is neglected, implying that γ is constant. 

2. Energy balance is replaced by mechanical energy balance as it 

is assumed that PW does not suffer change of phases, there is 

no chemical reaction, and change in temperature is negligible. 

3. The hydraulic head H i is formed by pressure head, elevation 

head, and kinetic head. The kinetic head term is neglected as 

it is relatively smaller than the other terms. 

4. Inflow performance relationship (IPR) correlates the volumetric 

flowrate of PW re-injection with pressure in the near-wellbore 

area of a well. We assume a linear function for the IPR as it 

is observed in practice an almost-linear relationship for single- 

phase fluids ( Jansen, 2017 ). 

5. Each pumping system has one fixed-speed pump, one variable- 

speed pump and one throttling valve in series. The operational 

point of the pumping system is given by the intersection be- 

tween both pumping and system curve ( Gülich, 2014 ). We as- 

sume that the pumping system is not constraining the network 

operation. Thus, we disregard imposing restrictions from its op- 

erational envelope, and assume that it is possible to obtain the 

desired head during operation. 

It is desired to operate the PWRI facility with minimal energy 

onsumption. For that, we select an objective function based on 

he sum of the hydraulic power required by each pumping facility, 

= 

∫ ∑ 

(i, j) ∈ L P 
W (i, j) dt (27) 

here � is the objective function to be minimized, with hydraulic 

ower given by: 

 l = −γl H 

L q l , ∀ l ∈ L P . (28) 
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Fig. 2. Produced water re-injection system (PWRI). 
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Table 4 

Parameters for the nodes used in the case study. 

Variable Unit Bound Node 

1 2 3 4 

d m 

3 /s upper - inf 0.1389 0.255 

value −0 . 305 - - - 

lower - 0 0.0833 0.159 

H m upper inf inf inf inf 

value - - - - 

lower 0 0 0 0 

p kPa upper inf - inf inf 

value - 101.3 - - 

lower 0 - 0 0 

p s kPa upper - - - - 

value 103.3 - - - 

lower - - - - 

V m 

3 upper 52.60 - - - 

value - - - - 

lower 39.09 - - - 

h % upper 50 - - - 

value - - - - 

lower 40 - - - 

z − z 0 m upper - - - - 

value 323.25 310.193 40.2 0 

lower - - - - 

e

i

w

7

m

n

E

t

d
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b
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o  

a

v
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i

t

onitoring is performed through means of FWMC. This indica- 

or is traditionally used to estimate the discharged oil concentra- 

ion from a PWRI facility during a particular time-interval. In the 

CS, regulators enforce a calendar-month evaluation of the FWMC, 

hich is represented as follows, 

˜ 
 i (t m 

, t m +1 ) = 

∫ t m +1 

t m 
c i (t) d i (t) dt ∫ t m +1 

t m 
d i (t) dt 

≤ ˜ c ub 
i , ∀ i ∈ J D (29) 

here ˜ c i (t m 

, t m +1 ) is the fixed-time FWMC of dispersed oil in PW

ischarged at node i . Conservation of mass must be ensured at 

ach node J of the PW distribution network. While a tank has the 

apability of storing PW, the same cannot be said about the other 

odes. Therefore, their mass balances are given as, 

˙ 
 i = 

∑ 

i 	 = j j ∈J 

(
q ( j,i ) − q (i, j) 

)
− d i , ∀ i ∈ J T (30a) 

 = 

∑ 

i 	 = j j ∈J 

(
q ( j,i ) − q (i, j) 

)
− d i , ∀ i ∈ J \ J T (30b) 

The mechanical energy balance for the PWRI facility is fulfilled 

y applying the following relation at each arc L , 

 i − H j = H 

L 
(i, j) , ∀ (i, j) ∈ L, (31) 

here Eq. (31) states that arcs L are responsible for adding or re- 

oving energy from the PW. To use Eq. (31) , it is necessary to

efine the hydraulic head or piezometric head H i . The hydraulic 

ead H i represents the mechanical energy per unit weight of PW 

t node i . For tanks J T and other nodes J \ J T , the hydraulic head

 i can be obtained by using the relations below, 

 i = 

p s 
i 

γi 

+ (z i + h i − z o ) , ∀ i ∈ J T , (32)

 i = 

p i 
γi 

+ (z i − z o ) , ∀ i ∈ J \ J T , (33)

here z o is a reference elevation, which we assume to be given by 

he lowest elevation node i ∈ J . We stress that hydraulic head H i 

s calculated differently in Eqs. (32) and (33) as changes in the 

W content of tank nodes J T occur. As one may notice, equation 

30a) is in terms of volume, while Eq. (30b) is in terms of level. The

onversion between volume and level of liquid at a tank node J T 

an be done with the following equation, 

 i = f i (h i ) , ∀ i ∈ J T (34) 

here f i is the conversion map of liquid into volume at tank i . IPR

s commonly used to represent the relation between re-injected 

olumetric flowrate and the pressure in the near-wellbore area of 

 well ( Jansen, 2017 ). It can be obtained experimentally by opera- 

ors through injectivity tests, which are performed individually at 
9 
ach re-injection well. Thus, for well nodes J W 

we use the follow- 

ng expression, 

p i = p r i + 

d i 
J i 

, ∀ i ∈ J W 

(35) 

here p r 
i 

is the reservoir pressure; and J i is the injectivity index. 

. Case study 

In this paper, we study the problem of produced water manage- 

ent optimization in an oil and gas produced water re-injection 

etwork. We want to demonstrate the benefits of using the FWMC- 

MPC as a tool to manage the monthly oil content discharged to 

he ocean. The PWRI facility considered in this case study has been 

escribed in the previous section. Its configuration is shown in 

ig. 2 , and Table 3 . The objective is to minimize (27) . The system

ehavior is described by the set of variables (21) and Eqs. (28) –

35) . The parameters used in this simulation as well as the bounds 

f the decision variables are shown in Tables 4 and 5 . The demand

t each well is bounded due to requirements introduced by reser- 

oir engineers. Furthermore, all nodes must have a hydraulic head 

reater than zero. This is doable for two reasons: first, we are us- 

ng absolute pressure instead of barometric pressure; and second, 

he lowest elevation is chosen for reference. 
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Fig. 3. Disturbance profile of the concentration of dispersed oil in produced water (PW). The disturbance is shown in red line. The 30 mg/L regulation is shown as a dashed 

black line. The 15 mg/L regulation is shown as a dash-dotted black line. The 10 mg/L regulation is shown as a dotted black line. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 

Table 5 

Parameters for the arcs during this case study. 

Variable Unit Bound Arc 

(1,2) (1,3) (1,4) 

H L m upper inf 0 0 

value - - - 

lower 0 -inf -inf 

q m 

3 /s upper inf inf inf 

value - - - 

lower 0 0 0 

W W upper 0 inf inf 

value - - - 

lower -inf 0 0 
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Disturbances on the dispersed oil in PW are considered to 

ffect the process at the beginning of each day. Its profile is 

hown in Fig. 3 , where for reference we trace the limits for the

onthly FWMC according to three regulations: 30 mg/L; 15 mg/L 

nd 10 mg/L. During this time period, it is possible to see that 

he treatment facility delivers a wide range of different concen- 

rations of dispersed oil in PW. These concentrations range from 

alues below 10 mg/L to values above 30 mg/L. It is evident that 

he chosen regulation and the delivered concentration of dispersed 

il should have major influence over decisions taken by an op- 

imal control strategy. We formulate three case studies, where it 

s desired to operate with the monthly FWMC of dispersed oil 

n discharged PW below a particular threshold. These limits were 

elected based on the current regulation and on possible future 

egulations ( Steinar et al., 2016 ). This translates into case studies 

ith the following monthly regulations: 30 mg/L (reg 30 ), 15 mg/L 

reg 15 ), and 10 mg/L (reg 10 ). 

To benchmark the performance of the FWMC-EMPC controller 

eFWMC), we consider three other controllers. These controllers 

re referred to as: greedy EMPC (gEMPC); soft-constrained FWMC- 

MPC (sFWMC); and conservative EMPC (cEMPC). The gEMPC con- 

roller sets a lower limit, or floor, to the energy consumption as 

t was designed to present an ideal consumption of energy. To 

chieve that, the gEMPC controller ignores any constraint associ- 

ted with the environmental regulation. We refer to this optimal 

ontroller as OCP G , which is constructed with Eqs. (9a) –(9f) . The 

EMPC controller was designed to guarantee that criterion (i) of 

heorem 1 always hold without predictions for the expanding-time 
10 
WMC. In the cEMPC controller, a simple logic checks if c(t) ∈ 

˜ C . 

f this is true, OCP G is solved. Otherwise, OCP R is the one being 

olved. The sFWMC controller was developed partially based on 

he eFWMC controller. For instance the sFWMC controller solves 

nly the OCP S and does not use Algorithm 1 . Therefore, it is a 

irect competitor to the eFWMC controller. We compare the eco- 

omic and environmental performance of the closed-loop system 

nder each controller for the three aforementioned case stud- 

es. The performance is given by the metrics: total pumping en- 

rgy, total PW discharged, total oil discharged, and violation of 

egulation in months. We state that any viable control strategy 

hould lead to zero violations of regulation, and should lead to 

 total pumping energy that stays between the gEMPC and the 

EMPC controllers. To solve the OCP associated with each strat- 

gy, direct transcription is performed, generating a nonlinear pro- 

ram (NLP). For that, we use direct collocation with a third or- 

er Radau scheme. The NLP problems are developed in CasADi 

.3.5.1 ( Andersson et al., 2019 ) using Python 3.7.1 and solved with 

POPT ( Wchter and Biegler, 2006 ) version 3.12.3 with mumps linear 

olver on a 2.2Ghz workstation with 16GB memory. In the simula- 

ions, the plant system is integrated by using the IDAS integrator 

 Hindmarsh et al., 2005 ). The total time of simulation ( t sim 

) is 330

ays. In addition, for all the strategies, a 24 h prediction time and 1 

 time-step are considered. Moreover, process information is gath- 

red hourly through measurements. We assume that all states and 

isturbances are measured, that there is no plant-model mismatch 

nd that there is an ideal basic controller. 

. Results and discussion 

.1. Economic and environmental performance 

The economic and environmental performance of the closed- 

oop associated with strategies gEMPC, sFWMC, eFWMC and 

EMPC are shown in Table 6 . 

When considering all the simulated case-studies, one can see 

hat the gEMPC strategy uses the lowest amount of pumping en- 

rgy, and discharges the highest quantity of PW and oil towards 

he ocean. This was expected as the gEMPC strategy was formu- 

ated without any concern regarding the PW environmental reg- 

lation. The cEMPC strategy, different from the gEMPC strategy, 

equires the highest amount of pumping energy, and discharges 
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Table 6 

Comparison between the different case-studies considered in this work. We have total pumping energy, total produced water (PW) discharged to the ocean, 

total oil discharged to the ocean, and number of months when violation of the regulation has occurred. The time of simulation is 330 days. 

Case study Total pumping energy ( × 10 3 GJ) Total PW discharged ( × 10 3 m 

3 ) Total oil discharged ( × 10 3 kg) Violation of regulation (months) 

gEMPC 60.41 1790.15 32.55 (many) 

sFWMC 30 60.80 1766.95 31.59 0 

eFWMC 30 60.85 1763.82 31.49 0 

cEMPC 30 63.07 1630.36 25.71 0 

sFWMC 15 69.98 1212.00 16.66 3 

eFWMC 15 71.46 1121.37 14.94 0 

cEMPC 15 75.39 887.95 10.46 0 

sFWMC 10 80.14 600.30 7.35 7 

eFWMC 10 85.23 292.51 2.70 0 

cEMPC 10 86.65 209.05 1.58 0 

Fig. 4. Monthly comparison of the FWMC of dispersed oil in PW and the pumping energy consumption considering a 30 mg/L regulation. gEMPC 30 strategy is shown as 

green bars. sFWMC 30 strategy is shown as orange bars. eFWMC 30 strategy is shown as purple bars. cEMPC 30 is shown as magenta bars. (For interpretation of the references 

to colour in this figure legend, the reader is referred to the web version of this article.) 

t

m

f

t

t

m

e

t

d

r

e

s

P

d

r

v

F

i

s

t

s

b

a

c

o

s

o

s

e

s

p

t

c

M

a

t

c

i

t  

t

m

a

s

he least quantity of PW and oil towards the ocean. The perfor- 

ance of the remaining strategies can be placed within the per- 

ormance of the gEMPC and cEMPC strategies. We stress that while 

he sFWMC strategy shows a slightly better economic performance 

han the eFWMC strategy, the first also presents a worse environ- 

ental performance than the second. Moreover, the sFWMC strat- 

gy was unable to deal with the imposed environmental regula- 

ions for stricter cases. Simulation shows that a decrease in PW 

ischarges can only be achieved by re-injecting more PW in the 

e-injection wells. As expected, there is a trade-off between en- 

rgy consumption, and discharge of PW and oil. This trade-off

eems to follow a certain proportionality when it is related to the 

W discharge. Nevertheless, the same is not observed for the oil 

ischarges as the dispersed oil concentration have an important 

ole on quantifying the total oil discharge. We continue our in- 

estigation into the different strategies by considering the monthly 

WMC of dispersed oil in discharged PW, and the monthly pump- 

ng energy consumption for the 30 mg/L and the 10 mg/L case- 

tudies. These case-studies summarize well the different aspects of 

he considered strategies. We start by analyzing the 30 mg/L case- 

tudy. Then, continue with the 10 mg/L case-study. Fig. 4 displays 

oth the monthly FWMC of dispersed oil in discharged PW (a), 
11 
nd the monthly pumping energy consumption (b) for the 30 mg/L 

ase-study. Fig. 4 a shows that the minimum performance standard 

f 30 mg/L was successfully achieved for all strategies. It is pos- 

ible to see the impact of each strategy over the monthly FWMC 

f dispersed oil in PW. In general, we observe that the gEMPC 30 

trategy had the same performance as strategies sFWMC 30 and 

FWMC 30 for several months. On the other hand, cEMPC 30 is the 

trategy with the lowest values for the monthly FWMC of dis- 

ersed oil in PW. Regarding monthly pumping energy consump- 

ion, Fig. 4 b shows that the sFWMC 30 and eFWMC 30 strategies 

onsume more energy than the gEMPC 30 strategy in January and 

arch. For all the other months of the simulation, the sFWMC 30 

nd eFWMC 30 strategies consume the same amount of energy as 

he gEMPC 30 strategy. In addition, we highlight that the cEMPC 30 

onsumes more energy than the other strategies for most months. 

In Fig. 5 , the results for the monthly FWMC of dispersed oil 

n PW (a), and the monthly pumping energy consumption (b) for 

he 10 mg/L case-study are showed. It is observed in Fig. 5 a that

he gEMPC10 strategy achieves the minimum performance require- 

ent only once in eleven months. The sFWMC10 strategy fails to 

chieve the minimum standard performance in seven of the eleven 

imulated months. The remaining strategies have succeeded in sat- 



O.F. Ivo and L.S. Imsland Computers and Chemical Engineering 157 (2022) 107604 

Fig. 5. Monthly comparison of the FWMC of dispersed oil in PW and the pumping energy consumption considering a 10 mg/L regulation. gEMPC 10 strategy is shown as 

green bars. sFWMC 10 strategy is shown as orange bars. eFWMC 10 strategy is shown as purple bars. cEMPC 10 is shown as magenta bars. (For interpretation of the references 

to colour in this figure legend, the reader is referred to the web version of this article.) 
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sfying the environmental regulation. As no discharge has occurred 

n February for both the eFWMC10 and cEMPC10 strategies, we 

hose to set their values at 0 mg/L. Fig. 5 b shows the results re-

arding the monthly pumping energy consumption and, differently 

rom the 30 mg/L case-study, no similarity in performance is ob- 

erved for the gEMPC 10 , sFWMC 10 and eFWMC 10 strategies. In fact, 

he energy requirement of the eFWMC 10 and cEMPC 10 strategies 

re similar regarding pumping energy consumption. When com- 

aring the sFWMC 10 and the eFWMC 10 strategy, the energy con- 

umption of the former was either equal or lower than the lat- 

er. Admittedly, for May, the sFWMC 10 strategy was able to respect 

he environmental regulation, while reducing energy consumption 

onsiderably. 

The results from May shown in Fig. 5 are a clear example 

hat enforcing criterion (i) of Theorem 1 in the closed-loop system 

hrough the eFWMC strategy might provoke a negative impact in 

he closed-loop energy consumption due to conservatism of crite- 

ion (i). Despite that, strategy eFWMC is considered a viable strat- 

gy as no regulation was infringed, and its economic performance 

s within the performance of the gEMPC and cEMPC strategies. 

.2. On the piecewise expanding-time FWMC trajectory 

The PWRI facility manages where the treated PW should be dis- 

osed, but it has by no means any capability of reducing the con- 

entration of dispersed oil in PW. Nevertheless, we have shown in 

he previous section that, depending on how the re-injection fa- 

ility is operated, it is capable of reducing the monthly FWMC of 

ispersed oil in discharged PW. In this section, we want to elu- 

idate the behavior of the closed-loop piecewise expanding-time 

WMC (11e) , which is shown in Fig. 6 . The beginning of a month

 t m 

) is represented by hollow circles, while the end ( t m +1 ) is shown

s filled circles. Moreover, we have assigned the value 0 mg/L at 

imes in which the piecewise expanding-time FWMC is indetermi- 

ate. 

For the gEMPC strategy, the trajectory of ˜ c (t) remained the 

ame for each case study. This was expected as the gEMPC strategy 
12 
s insensitive to changes in both the FWMC regulation and in the 

oncentration of dispersed oil in PW. Therefore, the violation of the 

egulation depends exclusively on the performance of the PW sep- 

ration facility. In the sFWMC strategy, the OCP S is always being 

olved. In the beginning of a month, we have that V (t m 

, t) = 0 . As

iscussed earlier, this condition may lead NLP S to lose its LICQ. One 

an observe that in the beginning of a month, the sFWMC strat- 

gy starts either at the same point as the gEMPC strategy or at 

 mg/L. For the latter, a spike towards the gEMPC trajectory was 

oon observed, which is an indicative that the sFWMC strategy 

s sensitive at the beginning of a month. As seen in Fig. 6 b and

, these sudden spikes have caused ˜ c (t) to leave the feasible re- 

ion 

˜ C . Due to the presence of soft-constraints in NLP S , strategy 

FWMC tries to steer ˜ c (t) back to the feasible region 

˜ C . Although 

he sFWMC strategy succeeded for some months, this success de- 

ends on future realizations of the oil concentration in dispersed 

il delivered by the PW separation facility. For all case-studies, 

he eFWMC strategy has led ˜ c (t) to stay always within the fea- 

ible region 

˜ C . Algorithm 1 prioritizes solving OCP R while crite- 

ion (i) is not being satisfied in the closed-loop system. An indica- 

ive that OCP R is being solved is the overlap between the eFWMC 

nd cEMPC strategy at 0 mg/L, as observed in Fig. 6 . Once crite- 

ion (i) has been met for the first time, Algorithm 1 started solving 

CP F until a new month begin. Overall, the results presented above 

how the importance of Algorithm 1 for the success of strategy 

FWMC. 

.3. On states and control inputs trajectory 

We show the closed-loop behavior of the ocean discharge, re- 

njection at well 1 and re-injection at well 2 on Fig. 7 for the

5 mg/L case-study. We only focus on this case-study as it captures 

ell the behavior seen for other case-studies. 

For the gEMPC strategy, all the control actions are kept con- 

tant for the whole simulation period. Moreover, PW re-injection 

owrates are kept always at their respective lower bounds. When 

onsidering the cEMPC strategy, one may notice that it operates 
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Fig. 6. Closed-loop trajectory of the piecewise expanding-time FWMC of dispersed oil in produced water. The beginning and the end of each month is represented re- 

spectively with a hollow symbol and filled symbol. Strategy gEMPC is shown as a green solid line with circles; strategy sFWMC is shown as an orange dashed line with 

pentagons; strategy eFWMC is shown as a purple dash-dotted line with diamonds; and strategy cEMPC is shown as a magenta dotted line with triangles. All regulations are 

shown as a dash-dotted black line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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t extremes, with a bang-bang behavior. This occurs as there are 

requent changes between OCP G and OCP R for the cEMPC strategy 

ue to the logic switch. In addition, for both strategies, the tank 

olume was kept at its maximum. 

From the sFWMC strategy, one can clearly see that some spikes 

n ocean discharge occurred at certain months. As seen in the last 

ubsection, ˜ c (t) leaves the feasible region 

˜ C in the beginning of 

hose months. Once it becomes possible for ˜ c (t) to approach the 

easible region 

˜ C , strategy sFWMC increases ocean discharge dras- 

ically, causing the spikes observed in Fig. 7 a. As no addition PW 

s entering the facility, the sFWMC strategy uses the PW stored in 
13 
he tank to lead ˜ c (t) towards ˜ C faster. Nevertheless, this can only 

e done for a short time as the tank volume transits from its max- 

mum volume to its minimum volume. 

Generally, the eFWMC strategy has showed trajectories where 

he transition between maximum and minimum flowrates are 

moother than the cEMPC and sFWMC strategies. However, sharp 

ncreases in ocean discharge were observed for the eFWMC strat- 

gy whenever Algorithm 1 changed from OCP R to OCP F . Once NLP F 
as selected, flowrate trajectories became smoother as allowed 

ischarge is calculated implicitly due to the presence of the FWMC 

onstraints. 
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Fig. 7. Closed-loop trajectory of the ocean discharge, well 1 re-injection, and well 2 re-injection flowrates. Strategy gEMPC is a green solid line. Strategy sFWMC is shown 

as an orange dash-dotted line. Strategy eFWMC is a purple dashed line. Strategy cEMPC is a magenta dotted line. All re-injection bounds are shown as a dash-dotted black 

line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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. Conclusion 

In this work we developed a FWMC-EMPC framework to per- 

orm PW management at an offshore PWRI facility. The aim was 

o cope with environmental regulation while minimizing pump- 

ng energy consumption, even when disturbances affect the con- 

entration of dispersed oil in PW. The FWMC-EMPC strategy was 

enchmarked against three other control strategies; their closed- 

oop economic and environmental performance was obtained by 

imulating several case-studies with distinct environmental regula- 

ions. Overall, the FWMC-EMPC strategy shows several advantages 
14 
n comparison to the other strategies. First, it is robust as violation 

f environmental regulation does not occur. Second, it presents 

daptability as the control policy is adapted by using historical 

ata information and new concentration measurements. Third, it 

s flexible since its economic and environmental performance be- 

ave similarly to other strategies when circumstances dictate, such 

s the treatment facility performance and the considered regula- 

ion. In conclusion, the FWMC-EMPC framework has shown to be 

 relevant contribution to the oil and gas industry. Nevertheless, 

e stress that this framework can be particularly interesting for 

esearchers dealing with effluent disposal in other industries. 
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