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Abstract

Experimental methods are useful to study global responses of floating wind turbines under wind excitations. One

experimental technique is based on the regeneration of wind fields in open space in a hydrodynamic laboratory and

the use of the performance-matched rotor to produce the equivalent aerodynamic thrust force according to a target

wind field. However, for wind generation systems, due to small variations in the output of each fan and differences

among the fans, the obtained wind speed varies in space and time, making it difficult to generate the target ideal

uniform, constant or time-varying wind fields. For investigating the quality of the wind field in the experiment and

their effects on the global responses, numerical simulations under wind only conditions for the full-scale 10MW SPIC

wind turbine were compared with the upscaled responses from model tests. Because of the limitation in the generation

and measurement of the target wind field, and the model scaling issue for wind turbine aerodynamics considering

the TSR variation, there are uncertainties in interpreting the obtained responses. Numerical simulations were then

performed to investigate the effects of spatial and temporal variations in wind fields. Wind shear influences 1P and

3P responses. Below the rated wind speed, when the turbulence intensity increases, the average responses decrease

and the response spectra are dominated by low-frequency and 3P components. In Kaimal and Mann wind fields with

coherent structures, the generated power and pitch motion show fewer fluctuations than in uniform time-varying wind

field, while the nonuniform wind field excites greater 1P and 3P responses.

Keywords: Floating wind turbine, Experiment, Numerical simulation, Wind field generation, Spatial and temporal

variation, Coherent structure

1. Introduction1

Among renewable energy sources, wind energy is believed to be one of the most promising renewable resources,2

due to its cost-effectiveness, high technological level and low environmental impact [1, 2]. Compared with onshore3
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wind, some attributes make offshore wind more competitive, such as higher mean wind speed, more powerful electrical4

output, great area availability, and fewer visual or noise problems, etc [3]. Therefore, wind power is expected to move5

from land to intermediate and deep waters [4]. Bottom fixed wind turbines become less cost-attractive at a water depth6

above 40 meters, and floating wind turbines (FWTs) are considered a better alternative [5]. However, the levelized7

cost of energy (LCOE) of FWTs is still much higher than that of land-based wind turbines because of their higher8

transportation, installation, repair, and maintenance costs [6, 7]. Some strategies have been adopted to reduce the9

LCOE of FWTs, such as increasing the power capacity and rotor size and raising the height of the supporting tower10

[1]. For instance, the DTU 10 MW reference wind turbine [8] developed by Danmarks Tekniske Universitet has been11

widely studied. In addition, it is necessary to design floating foundations that are suited for the sea state and water12

depth of specific locations. The sea states and seabed conditions of Chinese seas are significantly different from those13

of European seas [9]. The continental shelves of China sea have extremely mild slopes [10], which means that the area14

suitable for floating concept wind turbines only has intermediate water depths [11]. Semi-submersible concept wind15

turbines are expected to be more competitive in terms of economic feasibility and good hydrodynamic behavior at16

moderate water depths (40 m-60 m) [12, 13]. However, most of the FWT concepts in existence are limited to operating17

in deep waters [11]. A semi-submersible FWT concept carrying the DTU 10 MW wind turbine designed by Cao et al.18

[14, 15], named the SPIC concept, is suitable for China’s intermediate water area. This is regarded as the research19

object in the following investigation.20

Unlike oil and gas platforms, the mean offset of the FWT is greatly influenced by the aerodynamic thrust force21

from the inflow winds [16]. For a wind turbine rotor with a larger swept area, the thrust increases linearly with the22

rotor area; and for a wind turbine tower with a higher height, the rotor is exposed to a higher wind speed, which also23

leads to an increasing wind force [17]. As a result of these changes, FWTs are exposed to progressively complex wind24

field conditions. In previous studies, it was common to use a rather simple constant and uniform wind field model to25

represent the wind characteristics in experimental studies [18]. Duan et al. [19] investigated the dynamic response of the26

OC3 spar FWT concept in the Deepwater Offshore Basin, where a 3×3 stacked square fan configuration was utilized to27

generate a constant and uniform wind field. For a 5 m/s wind velocity case, the turbulence intensity (TI) was generally28

approximately 20% within the rotor plane. This was induced by the unsteadiness of the wind generation system and had29

an influence on the wind-induced motions and loads. In the Triple-spar experiment conducted at DHI Denmark [20],30

the target constant wind was supplied by a 4 m × 4 m open jet wind generator that did not cover the lower part of the31

rotor swept area. The velocity in this area decreased to approximately 80% of the target value, and the TI reached 10%32

at the rated speed and reached 20% for the largest wind speed. No quantification of the spatial coherence was made in33

this model test. In the model tests of a tension leg platform (TLP) FWT in wind-only conditions by Madsen et al. [21],34

and the wind field generated by the six individual units was measured prior to the basin tests. The lower left corner of35

the wind field was exposed to low wind speed and high TI, which was caused by a slight nonuniformity of the guiding36

vanes in the lower left region of the wind generation system. These limitations of wind simulation may show less37

influence on the small turbines and fixed foundations, but when the wind turbine size becomes increasingly large, the38

2

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



variation of wind in time-scale and space-scale becomes crucial for the dynamic responses of FWTs [22]. Therefore,39

the effect of wind variation in time and space on the FWT has drawn the attention of researchers. Dolan and Lehn [23]40

gave an analytical formulation of the generated torque of a three-bladed wind turbine, considering the factor of wind41

shear. They proved that 3P pulsation could be induced by wind shear. Devinant et al. [24] conducted a wind tunnel42

test to obtain the aerodynamic properties of an airfoil used on a wind turbine when subjected to incident wind with a43

turbulence intensity of 0.5–16%. The results revealed that the aerodynamic properties of the airfoil can be significantly44

influenced by the turbulence level, qualitatively and quantitatively. Lubitz [25] showed that the turbulence intensity45

increased power production at low wind speeds while reduced power production at high wind speeds. Chamorro et al.46

[26] carried out a model test to investigate the turbulence effects on a full-scale 2.5 MW horizontal-axis wind turbine47

and concluded that the turbine power was modulated by turbulence in a complicated way. Li et al. [27] conducted48

wind channel tests to study how the power characteristics of a horizontal-axis wind turbine reacted to the turbulence49

intensity and wind shear. Li et al. [28, 18] simulated the power production and global responses of a FWT in a fully50

turbulent wind field through numerical simulations. Bachynski and Eliassen [29] investigated the global response51

of spar, semi-submersible and TLP concept wind turbines under the Mann uniform shear model and the Kaimal52

spectral and exponential coherence model using SIMA software from SINTEF Ocean. The standard deviations of53

low-frequency responses under operational conditions differ up to 30% to 40% under two different wind field models.54

In the study of Nybø et al. [22], the Mann model wind field and the Kaimal model wind field were compared with55

wind fields constructed from offshore measurements and obtained from large-eddy simulations. Although the effects56

of wind variation at the time-scale and space-scale on the dynamic responses of the FWT have been manifested in57

some previous studies, some of them were applied to bottom-fixed wind turbines or small-scale wind turbines, which58

may show differences from the large-scale 10 MW FWT system. The wind field show characteristics in time-scale59

(turbulence intensity) and space-scale (wind shear and coherent structure). The above three factors were always studied60

together in previous studies, but their individual effects should be investigated extensively.61

This study aimed to investigate the wind field effect through experimental and numerical methods. A fully coupled62

aero-hydro-servo-elastic numerical model of the 10 MW SPIC floating wind turbine concept was established, and63

numerical simulations were performed for the full-scale model, which were then compared with the upscaled dynamic64

responses from the model test in Section 5. A series of constant or time-varying winds were simulated in the model65

test, while it was not possible to generate the ideal target wind fields due to the limitations of the experimental facilities.66

In numerical simulation, it is inaccurate to only simulate the theoretical wind field, which will lead to inconsistency67

between the numerical and experimental external environmental conditions. The measured wind speed time history68

at multiple designated points was input into the numerical software, for reproducing the measured wind field as69

realistically as possible. The numerical wind field conditions which best reflects the simulated wind field in the model70

test were used to validate the numerical models. The difference between the numerical and experimental results could71

show the effects of spatial and temporal variations in the wind field. However, due to the limitation of the wind72

generation system in the model test, the details of such spatial and temporal wind field effects could not be studied73
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experimentally. Therefore, in Section 6, a numerical sensitivity analysis was performed to study how different responses74

such wind fields will cause. Four kinds of rated-speed wind fields with respect to temporal and spatial variations of75

the wind speed, namely “uniform and constant”, “shear and constant”, “uniform and spectral”, and “turbulent” were76

established to investigate the impact of wind shear, turbulence intensity and coherent structure of the wind fields.77

Moreover, the numerical and experimental comparison in Section 5 used the operation mode, which maintained the78

rotor speed and blade pitch angle at fixed values corresponding to the mean wind speed, as done in the model test.79

When studying the dynamic behavior of the FWT under realistic conditions in Section 6, the active rotor controller and80

blade pitch controller were used to give real-time feed back to regulate the aerodynamic force. The effects of these81

different operation modes were also studied in this research.82

2. SPIC concept description83

In this study, a 10 MW semi-submersible FWT concept, named SPIC [15], proposed for the characteristics of84

China’s seas, was regarded as the research object. This FWT system consists of the DTU 10 MW reference wind turbine85

[8], a redesigned tower, and a semi-submersible foundation with a simple structure. Its side columns are partially86

inclined outwards, which can significantly improve the stability of the FWT and make it suitable for intermediate water87

depths. The configuration of the SPIC concept floating wind turbine, as seen in Fig. 1 (a), has been illustrated in Cao88

et al. [30], and the main parameters of the FWT system are listed in Table 1. The mooring system proposed in this89

concept is shown in Fig. 1 (b). It is a hybrid mooring system consisting of clump weights and catenary lines, and the90

parameters are listed in Table 2.91

Figure 1: The configurations of (a) SPIC concept FWT and (b) mooring system (red markers indicate clump weights).
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Table 1: The dimensions and main parameters of the FWT system.

Parameter Value& Unit

Rated power 10 MW

Cut-in, rated, cut-out wind speed 4.0 m/s, 11.4 m/s, 25.0 m/s

Minimum and maximum rotor speed 6.0 rpm, 9.6 rpm

Gearbox ratio 50

Rotor diameter 178.3 m

Hub height above water line 119.0 m

Height of central column and pontoons 46.0 m, 7.0m

Height of upper and lower side columns 18.0 m, 20.0 m

Diameter of central column 8.3 m

Side length of side columns and pontoons 9.0 m, 9.0 m

Distance between central and upper side columns 50.0 m

Draft 30.0 m

Water depth 60.0 m

Waterplane area 297.10 m2

Displacement 1.64 E7 kg

Metacentric height 10.85 m

Center of gravity below MWL (CoG) 9.79 m
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Table 2: Properties of the hybrid mooring system.

Parameter Full-scale Model-scale

Number of mooring lines 6 6

Angle between each group of lines 120 deg 120 deg

Angle between adjacent lines 5 deg 5 deg

Fairlead above MWL 15 m 0.234 m

Anchor below MWL 60 m 0.938 m

Radius from platform center to fairleads 54.5 m 0.852 m

Radius from platform center to anchors 498.0 m 7.781 m

Length of mooring line 465.0 m 7.266 m

Outer diameter of mooring line 0.095 m -

Mass of mooring line in water 0.190 t/m 0.045 kg/m

EA of mooring line 7.788E5 kN 2.898 kN

The number of clumps on each line 10 10

Each clump weight in air 3.8 t 0.014 kg

Clump position from fairlead 180 m-15 m-315 m 2.813 m-0.234 m-4.922 m

Pretension 478.2 kN 1.780 N

Minimum breaking strength 7325 kN -
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3. Experimental method and calibration test92

Experimental methods were used to explore the effects of different wind fields on the performance and dynamic93

responses of the SPIC concept FWT. The model tests were conducted in the Deepwater Offshore Basin at Shanghai94

Jiao Tong University, as shown in Fig. 2. All of the experimental cases were carried out with a geometrical scaling95

ratio of 1:64 and a basin water depth of 0.94 m (corresponding to 60 meters at full-scale). A wind generation system96

was installed in the basin to meet the target wind conditions. In this section, the simulation of the wind field at the97

model scale and the model scaling method of each part of the floating wind turbine system are briefly introduced, and98

the detailed introduction may be found in Cao et al. [30]. The forces and motions responses of the FWT system were99

obtained through a variety of sensors. The measured responses including the forces on the tower-top and tower-base, the100

accelerations of the nacelle, and the 6DOF motions of the platform. All of these responses follow the coordinate system101

shown in Fig. 3. The accuracy of the load measurements can be proved through the strict check of the six-component102

force sensor. Taking the x-direction shear force as an example, the calibrated relationship between mass and voltage is103

given in Fig. 4. Then, some known masses were applied to check the accuracy of the measurement. The measured104

masses are shown in Fig. 4 and the relative errors are also given.105

Figure 2: Model-scale 10 MW SPIC wind turbine in the offshore basin.

Before carrying out the experimental and numerical tests of the SPIC concept in complex environmental cases,106

calibration tests of the wind generation system and FWT models were required, to ensure that the dynamic response107

characteristics could be captured properly and accurately.108

3.1. Wind generation system109

A purpose-built wind generation system composed of twenty variable-frequency axial flow fans was adopted in110

the model test, as shown in Fig. 5. The twenty axial flow fans are distributed in four rows and five columns, and the111

system has an effective wind area of 4.0 m × 3.2 m. It can control the generated wind speed in real time by adjusting112

the rotational speed of individual axial flow fans, realizing a wind speed variation range of 0-8 m/s. To increase113
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Figure 3: Definition of the global coordinate system and the 6DOF motions of the FWT system. The local coordinate systems of

tower-top and tower-base loads are also defined.

Figure 4: The calibrated and measured relationship between mass and voltage for x-direction load measurement (The percentage

data in red color indicate the errors between calibrated and measured values).
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the uniformity of the wind field, a honeycomb network was installed in front of the wind generation system. The114

rotational speed of each axial flow fan can be tuned together or individually. Constant and uniform wind fields can115

be approximated by setting the rotational speed of all twenty axial flow fans as a constant value. In addition, this116

wind generation system can be utilized to generate time-varying wind according to a certain wind spectrum. The117

rotational speed of the axial flow fan at each moment can be deduced according to the theoretical wind speed time118

history. Therefore, time-varying wind can be generated by giving a rotational speed change command to the wind119

generation system. It must be noted that the generated wind field does not perfectly match all the target wind fields, due120

to due to small variations among the fans and small variations in the output of each fan. Therefore, prior to the basin121

model test, the generated wind fields were checked and recorded on land, to obtain reliable wind speed measurements.122

Figure 5: Configuration of the wind generation system and the hot-wire anemometers (circled by orange dotted lines).

3.1.1. Method for wind field calibration123

The multi-channel hot-wire anemometer (HWA) was utilized to measure the wind speed. Before the wind field124

calibration, it is necessary to evaluate the accuracy of the HWA. During the calibration test, we used one probe to125

measure the wind speed at a certain point in the wind field 20 times. The sampling frequency was set to 100 Hz and the126

sampling time was three minutes. The mean values and turbulence intensities of these 20 tests are listed in Table 3, and127

then the random uncertainty can be evaluated through[31]:128

U =
s(xi)
√

n − 1
, (1)

where s(xi) is the standard deviation of n repeated tests. The random error of mean wind speed is 0.001 m/s, and the129

random error of turbulence intensity is 0.024%. The systematic error has not been assessed.130

A total of five probes were used to measure the wind field at the same time, so each measurement could obtain131

the wind speed time histories at five different points. The five probes, circled by orange dotted lines in Fig. 5, were132

installed on a movable device. By moving this device, the wind speed in x-direction at different locations in the wind133

field can be measured. The sampling frequency was set to 100 Hz and the sampling time was three minutes. The origin134
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Table 3: The mean values and turbulence intensities of wind speeds in 20 repeated tests.

Random R1 R2 R3 R4 R5 R6 R7 R8 R9 R10

Mean (m/s) 1.405 1.414 1.411 1.408 1.408 1.411 1.411 1.412 1.412 1.408

TI (%) 3.280 3.175 3.236 3.107 2.917 3.140 3.021 2.995 3.015 3.006

Random R11 R12 R13 R14 R15 R16 R17 R18 R19 R20

Mean (m/s) 1.406 1.410 1.409 1.410 1.409 1.402 1.412 1.410 1.409 1.408

TI (%) 2.997 3.075 2.998 3.121 3.097 2.824 3.094 3.098 2.976 3.053

of the coordinate system (o-xyz) of the wind field is at the center of the wind generation system. The positive direction135

of the x-axis is along the wind inflow, and the positive directions of the y-axis and z-axis are defined in Fig. 5. Because136

the rated wind speed of 11.4 m/s is an essential value, the corresponding model-scale wind speed of 1.4 m/s was used137

as the targeted wind speed to check the quality of the wind field.138

It was necessary to determine the proper location of the wind turbine model. First, to determine the location of139

the wind turbine model in the x-direction, the wind speed was measured at some points in the xoz plane. A group140

of measuring points was set every 0.5 m, from 0 m to 5.5 m. Each group of measuring points contained 9 position141

points. The wind speeds at these points were measured by moving the anemometer device several times. Therefore, the142

obtained results at different locations were not measured at the same time. The model-scale mean wind speeds and143

turbulence intensities in the xoz plane are shown in Fig. 6. The x-axis represents the distance relative to the outlet of144

the wind generation system, and the red dashed lines represent the boundary of the area covered by the rotor. It can be145

seen in the figure that the wind speed distribution was not uniform in the area close to the wind generation system. The146

average wind speed at each measurement point in the region within the range of 4 m-5.5 m from the wind generation147

system was basically equal to the target value of 1.4 m/s. This part of the area had relatively good uniformity and could148

be selected as the longitudinal position for the wind turbine model. On this basis, combined with factors such as the149

load-bearing structure at the basin bottom and the position of the mooring system in the basin model test, x=5.2 m was150

determined to be the most suitable distance.151

When the longitudinal position was determined, the wind field quality in the yoz plane corresponding to x=5.2 m152

was checked. The target wind speed of 1.4 m/s was also taken as an example. Eight-one (9×9) measuring points were153

evenly distributed in a square wind field with a side length of 3.2 m. When measuring, it was necessary to move the154

anemometer device several times to measure the wind speed on this plane. The model-scale mean wind speeds and155

turbulence intensities in the yoz plane are shown in Fig. 7. The red dashed circle represents the outline of the wind156

turbine rotor. In the rotor area, the mean wind speed and turbulence intensity at each measurement point were similar,157

which means that the uniformity of this plane was acceptable.158
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Figure 6: The model-scale (a) mean wind speeds and (b) turbulence intensities in the xoz plane. (Target wind speed is 1.4 m/s and

target TI is 0%.)

Figure 7: The model-scale (a) mean wind speeds and (b) turbulence intensities in the rotor plane. (Target wind speed is 1.4 m/s and

target TI is 0%.)

11

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



After checking the spatial uniformity of the plane where the rotor model was located, it was necessary to guarantee159

that the generated wind reached the target wind speed as accurately as possible at the selected plane. Therefore, the160

next step was to obtain the corresponding relationship between the wind speed in rotor plane Um and the rotational161

speed n of each axial flow fan. One of the five probes was placed at the center of the rotor plane, and four other probes162

were set around it. When the wind generation system was given different rotation speeds from 0 rpm to 1600 rpm, the163

wind speeds measured by these five probes were recorded. Taking the average of the measurement results of the five164

probes, the corresponding relationship can be obtained in Fig. 8. The corresponding relationship was linear, so the165

wind speed at the selected plane could be controlled by tuning the rotational speed of the wind generation system.166

Figure 8: Corresponding relationship between wind speed and the rotational speed of axial flow wind generation system.

3.1.2. Accuracy of generated wind field167

When the corresponding relationship between wind speed and the rotational speed of the axial flow wind generation168

system was obtained, the wind conditions used in this study could be simulated and checked. This study focused on169

a series of wind-only tests in Table 4. Rated wind speed conditions, below-rated wind condition, over-rated wind170

condition, and over cut-out wind condition were all taken into consideration. Wind fields in EC1-EC4 were all intended171

to be constant and uniform. Two rated wind conditions EC5-EC6 with target turbulence intensities (TIs) of 10.0% and172

14.6% were added to investigate the effect of temporal turbulence of wind. These tests were designed to have spatial173

uniformity. Due to the limitations of the model test, it was not possible to measure the wind speed time history of174

each spatial point in the wind field during the basin test under each environmental condition. Therefore, only the wind175

speeds at the position of hub center were measured and recorded under all six environmental conditions.176

For conditions with constant wind speeds, such as EC1-EC4, it was only necessary to set the corresponding constant177

rotational speed for the wind generation system. The time series of these four wind speeds at the position of hub178

center are measured and recorded. The calculated mean values and turbulence intensities are listed in Table 4. The179

“constant wind” generated in the model test showed accurate mean values. Only for rated condition EC1, the wind180

speed time history of 81 points in yoz plane were recorded in the calibration process. These measured values could181

give more direct results of the time-scale speed variation and space-scale speed coherency. In principle, all the 81182

measurement points can be used for the analysis of coherence. Here, nine points were selected on the hub point and183

positive y axis and z axis, as shown in Fig. 9 (a), to illustrate the wind spectra and coherence. The point at hub center184

was seemed as a reference point, and the points on the vertical and lateral directions with the distance of 25 m, 50 m,185

12

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



Table 4: Full-scale target and measured wind under six environmental conditions.

Target EC Wind speed Rotor rotational speed Target Measured

wind type (1P) mean speed & TI mean speed & TI

Constant and uniform EC1 Rated 1.0 rad/s 11.4 m/s & 0.0% 11.2 m/s & 3.1%

EC2 Below-rated 0.76 rad/s 9.0 m/s & 0.0% 9.2 m/s & 2.3%

EC3 Over-rated 1.0 rad/s 14.0 m/s & 0.0% 14.1 m/s & 3.3%

EC4 Over cut-out 1.0 rad/s 30.0 m/s & 0.0% 28.8 m/s & 5.2%

Time-varying and uniform EC5 Rated 1.0 rad/s 11.4 m/s & 10.0% 11.5 m/s & 10.7%

EC6 Rated 1.0 rad/s 11.4 m/s & 14.6% 11.6 m/s & 14.9%

Figure 9: (a) The position of nine selected points in the wind field; (b) Wind spectra of the nine selected points under EC1 (in

full-scale).

75 m and 100 m were also selected. The wind spectra of all of nine selected points are shown in Fig. 9 (b). Power can186

be seen at low-frequency range. The component in wind spectra looks like a white noise, and does not follow a specific187

spectrum type. During the rotation of the axial flow fan, the wind speed generated at each moment is not exactly the188

same. Therefore, there will be a little unavoidable turbulence for the “constant” wind conditions. The co-coherence189

and quad-coherence as functions of frequency, as shown in Fig. 10, was used to visualize the coherence between the190

reference point and the point with the given distance in the measured wind field. The definitions of co-coherence and191

quad-coherence are interpreted in Section 4.2.1. The co-coherence in the lateral direction is generally better than the192

coherence in the vertical direction. The co-coherence values are all between 0.7 and 1, which means the wind field193

generated by the wind generation system is relatively uniform. The quad-coherence values are all close to zero. The194

magnitude of the quad-coherence is fairly small for the across-flow separations, compared to the co-coherence. Fig. 9195

and Fig. 10 reflect the temporal and spatial characteristics of the wind field presented in Fig. 7 in a more detailed and196

quantitative manner. The overall quality of the wind generation for constant wind is acceptable, but not perfect.197
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Figure 10: (a) Co-coherence and (b) quad-coherence between the hub point and the point with the given distance under EC1 (in

full-scale).
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Figure 11: Targeted and measured wind spectra of two time-varying winds in (a) EC5 and (b) EC6 in full-scale.

In addition, time-varying winds in EC5 and EC6 generated by the wind generation system were measured before198

the model tests to check whether they follow the target IEC spectra. According to the calibration curve in Fig. 8,199

the rotational speed of the axial flow fan at each moment can be deduced according to the theoretical wind speed200

time history. Therefore, time-varying wind can be generated by giving a rotational speed change command to the201

wind generation system. The mean measured wind speeds of EC5 and EC6 are both approximately 11.4 m/s and the202

turbulence intensities are simulated close to the target values. Fig. 11 shows the wind spectra of two time-varying203

winds in EC5 and EC6. The low-frequency wind component increases with increasing turbulence intensity. The wind204

spectra were simulated correctly and accurately. To eliminate the interference of environmental factors as much as205

possible, it is necessary to ensure that the time history data of wind speed used in the numerical simulation are the206

same as those used in the experiment. Therefore, the wind speed data at hub center recorded during the calibration tests207

are input into the numerical simulation.208

3.2. Rotor model209

The rotor model, consisting of blade models and control system, decides the main aerodynamic forces acting210

on the FWT model. The Reynolds numbers of the model-scale blades decrease significantly compared with that of211

the prototype. However, when the Reynolds numbers are at this magnitude, the flow is still turbulent. To achieve212
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the targeted thrust and realistically simulate the aerodynamic performance of the wind turbine through experiments,213

thrust-matched blades [32] were used instead of geometry-matched blades. In this way, the model-scale blade at a low214

Re number can reach the target thrust of the prototype-scale blade under a high Re number. The Ct coefficients of the215

full-scale blade (modeled in FAST) and the performance-matched blade (in the model tests) are compared in Fig. 12.216

This comparison is for a fixed foundation, neglecting floater motions. When the mean wind speed is 11.4 m/s, the217

TSR=7.86. For the time-varying wind, the rotor speed ω and the blade pitch angles are always set to constant values.218

Therefore, the TSR (= ωR/V), which is only influenced by inflow wind speed, varies from 6.89 to 8.96. When this219

performance-matched blade was designed, Ct is basically satisfactory between this TSR range.220

Figure 12: Ct coefficients of the full-scale blade used in FAST and the performance-matched blade used in the model test.

A motor was installed inside the nacelle and there were three blade pitch angle adjusting devices. The motor221

installed in the nacelle can control the rotor to rotate at any speed, and the rotor speed can be fed back and monitored222

during the model test. There was an angle index on each blade root. The pitch angle of each blade can be manually223

adjusted before each model test according to the different working conditions. However, the blade pitch angle could224

not be varied actively during the model test. For example, if the mean wind speed was set as the rated wind speed,225

regardless of whether the relative wind speed was below, at or over 11.4 m/s, the rotor speed was maintained at 9.6 rpm,226

and the blade pitch angle was always 0 deg. To summarize, in the model test, the control system no longer converts227

wind energy into electrical power, but rather sets the blade pitch angle and rotor speed corresponding to the mean228

operational point.229

The aerodynamic thrust on the rotor under different inflow wind speeds should be checked. The rotor was placed230

in the plane of the calibrated wind field (x=5.2 m), and the hub center was located at y=0 m, z=0 m. Through a231

six-component force sensor, the nacelle was connected to a rigid tower that was fixed on land. Unlike the flexible232

stiffness-matched tower model used in the test process, a rigid tower with great wall thickness was used in the rotor233

thrust calibration to ensure that no deformation occurred. This was to make the tower-top shear force measured by the234

six-component force sensor equal to the aerodynamic thrust, not including the gravity component of the tower-top235

structure and inertial force, which were caused by the deformation of the flexible tower. Constant winds with different236
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speeds were generated in turn by the wind generation system and applied to the rotor. The aerodynamic thrusts caused237

by inflow winds were recorded and compared with the target thrusts for the prototype-scale DTU reference rotor238

[8] in Fig. 13. The mean values of the measured and targeted rotor thrust under different wind speeds show good239

agreement. The time series of the measured rotor thrust under three different wind speeds (9.0 m/s, 11.4 m/s and 14.0240

m/s) are shown in Fig. 14 (a), and it can be seen that the rotor thrusts show obvious vibrations. The PSD in Fig. 14 (b)241

shows thrust variations mainly at 1P and 3P, with small components in the low-frequency range and a component at242

approximately 0.4 rad/s under all three wind speeds. All of these responses are discussed in detail in Section 5.243
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Figure 13: The measured and targeted mean values of rotor thrusts for bottom-fixed rotor under different wind speeds in full-scale.
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Figure 14: Full-scale (a) time series and (b) power spectra of the measured rotor thrust for bottom-fixed rotor under EC1, EC2 and

EC3.

3.3. Tower model244

This study adopted a stiffness-matched tower [30] to ensure that the natural frequency and deformation of the tower245

model structure are similar to the prototype one (following Froude scaling). A hammer test was conducted to check the246

vibration properties of the stiffness-matched tower model, including the natural frequency and damping. In the hammer247

test, an accelerometer arranged at the middle of the flexible tower was used to measure the vibration acceleration of248

the model. The tower was connected to the platform through a six-component force sensor. The rotor model, nacelle249
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model and other sensors were all installed on the tower-top, to ensure that the mass of the tower-top was accurate. An250

impulse excitation was applied to the tower in the fore-aft direction by a hammer. The hammer test was conducted in251

water where the platform was floating and connected to the mooring system. The time series of the vibration-induced252

accelerations were recorded in Fig. 15. The decay frequency of 2.4 rad/s represents the damped natural frequency of253

tower vibration.254

The damping of the tower fore-aft vibration was tuned according to the results of the hammer test. The vibration255

acceleration was compared with the results from the experimental hammer test in water, and the tower 1st fore-aft256

mode structural damping ratio was adjusted until a match between the numerical and experimental decay time series257

was obtained. The vibration acceleration comparison between the experimental and numerical decay results is shown258

in Fig. 15. The calibrated damping ratio (1%) was used in the following simulations under a series of more complex259

environmental conditions, to see the high-frequency tower vibration responses.260
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Figure 15: Vibration acceleration comparison between experimental and numerical results in the hammer test in water.

3.4. Platform model and mooring model261

To correctly obtain the hydrodynamic force applied to the model, the platform model was scaled through Froude262

scaling rules, which means that it was geometrically-matched. By adjusting the weights and positions of the iron or263

lead ballast in the side columns and pontoons, the weight, center of gravity, and inertia of the FWT platform can be264

accurately modeled.265

For the mooring system, Fig. 16 illustrates the mooring line model used in the experiment, and the main parameters266

are given in Table 2. The iron chains and lead wires were used in the experiment to adjust the weight of the mooring267

line. A homogeneous iron chain was selected with the length of geometrical similarity, and lead wires were placed268

in certain places with the same interval, so that the wet weight of the model-scale and prototype-scale mooring lines269

matched. On this basis, a series of lead wires were arranged at each required position to correctly simulate the wet270

weights of the clump weights. The experiment did not scale the outer diameter of each line directly. The stiffness of271

the mooring line was adjusted by a spring, and a tensile test was conducted to ensure that the EA of the model-scale272

mooring line was correct.273

To calibrate the horizontal restoring stiffness of the mooring system, the relationship between the horizontal forces274

and offsets was obtained in both experimental and numerical simulations, as shown in Fig. 17. The numerical results275
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Figure 16: A produced mooring line model used in the experiment.

are in good agreement with the experimental results. The force-offset relationship is fairly linear for offsets less than276

10 m and slightly nonlinear for the offsets larger than 10 m.277

Figure 17: Horizontal restoring stiffness curve in the X-direction.

Free decay tests were conducted to calibrate the natural periods and viscous damping of the motions of the entire278

FWT system. The measured and numerical time series of decay tests for heave motion, surge motion, pitch motion and,279

yaw motion of the SPIC wind turbine concept are illustrated in Fig. 18 after tuning quadratic damping coefficients. The280

natural periods and damping of these motions were all simulated accurately by numerical software.281

4. Numerical model and simulations282

4.1. Fully-coupled wind turbine model and simulation283

In this research, time-domain dynamic response analysis of the FWT was realized using the FAST v8 code [33].284

The equation of motion in the time-domain is written as:285

[M + A(∞)] ẍ(t) +

∫ t

0
K(τ)ẋ(t − τ)dτ + Cx(t) = FWave + FAero + FDrag + FMooring, (2)

In the above equation, M represents the mass matrix; A(∞) refers to the high-frequency limit of the added mass286

matrix; C represents the linear-restoring matrix. Eq.(2) uses convolution integral to express the retardation effect of287

free surface. K(τ) refers to the retardation function. x, ẋ, and ẍ are the vectors of motion, velocity, and acceleration,288
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Figure 18: The time series of decay tests for (a) heave motion, (b) surge motion, (c) pitch motion, and (d) yaw motion.

respectively. F is the force applied to the floating wind turbine, including the hydrodynamic forces FWave, aerodynamic289

loads FAero, drag forces FDrag, and mooring forces FWave. The simulations were carried out in full scale. The290

hydrodynamic coefficients on the left side of the Eq.(2) were all provided by the frequency domain calculation in291

HydroD [34]. In this study, there are no incident waves, so the wave force FWave can be neglected. In general, this292

coupled aero-hydro-servo-elastic-mooring problem was solved through the Runge–Kutta method.293

4.1.1. Aerodynamic loads294

AeroDyn [35], from NREL, was adopted to calculate the aerodynamic loads acting on the rotor based on the blade295

element-momentum (BEM) theory [36]. Both the actuating disc model and the independent blade element model in the296

blade element-momentum method are based on some idealized assumptions, which are somewhat different from the297

actual conditions of the offshore FWTs. Prandtl’s tip loss factor and hub loss correction model were used to modify the298

traditional momentum theory to take the influence of the wake vortex near the blade tip and blade root into account. In299

blade element-momentum theory, when the axial induction factor exceeds a certain value, the predicted result calculated300

by Glauert correction is closer to the actual measured value. In addition, the dynamic inflow model considered the time301

delay before load equilibrium was reached. The Beddoes-Leishman (BL) dynamic stall model was used to correct302

the aerodynamic characteristics of the airfoil when the relative inflow was unsteady due to platform motion and wind303

turbulence. In addition, AeroDyn module also calculates the aerodynamic loads applied to the tower structure.304

4.1.2. Hydrodynamic loads305

Using the potential flow theory based panel model established in HydroD [34], the radiation and diffraction potential306

can be obtained by calculating the integral equation satisfying a series of boundary conditions. Then, the frequency-307

dependent hydrodynamic coefficients, including the added mass, potential damping, first-order and second-order wave308

force transfer functions can be obtained. The restoring force is influenced by the floating body motion and the restoring309
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matrix, which is determined by the properties of the wind turbine structure distribution. In addition, the viscous310

drag force acting on the floating platform which cannot be captured by the potential flow theory is calculated by the311

Morison’s equation. In the case of wind only analysis in this paper, the first-order and the second-order wave excitation312

loads are not considered, while the radiation and the drag loads are considered.313

4.1.3. Mooring system loads314

The MoorDyn module [37] was used to calculate the loads applied by the catenary mooring system. It is based315

on the lumped-mass discretization of a mooring line. Each mooring line is made up of a series of evenly distributed316

segments, each segment is divided into two parts, and the properties of each part are lumped to the two adjacent nodes.317

The segments are replaced by damper spring systems. The model considers the axial stiffness, damping force, weight,318

buoyancy and hydrodynamic forces from Morison’s equation (assuming still water so far), and vertical spring-damper319

forces from the contact with the seabed. MoorDyn adds point-mass and rigid-body objects to enable simulation of320

these hybrid-form mooring arrangements.321

4.1.4. Operation mode322

Table 5: Properties of two operation modes.

Item Operation mode A Operation mode B

Rotor speed Fixed Variable

Blade pitch angle Fixed Variable

Natural frequency of pitch controller - 0.13 rad/s

Application Considered both in model test and

numerical simulation, with the pur-

pose to compare the numerical and

experimental results, and to to study

the difference in responses from

mode B.

Not considered in model test due to

the limitation in experiment, but con-

sidered in numerical analyses to sim-

ulate the responses for realistic wind

turbine and to study the difference

in responses from mode A.

In this paper, two operation modes were introduced, as listed in Table 5. The operation mode conducted in the323

basin model tests was named “Mode A”. Mode A maintained the rotor speed and blade pitch angle at fixed values324

corresponding to the mean wind speed. In Section 5, operation mode A was utilized in the numerical tests to simulate325

different conditions for comparisons with the experimental tests, to compare the dynamic performances of the wind326

turbine more clearly. However, in the real power production mode of the DTU 10 MW wind turbine, the control system327

following “Mode B” is composed of a variable speed generator torque controller and a collective blade pitch controller,328
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which provide real-time feedback. The wind energy can be converted into electrical power. For “Mode B”, both the329

rotor speed and the blade pitch angles varied with the relative wind speed. When the relative wind speed was below the330

rated wind speed, the generator-torque controller actively adjusted the torque to tune the rotor speed, and the blade pitch331

angles were fixed at zero to maximize the capture of power. At over-rated wind speeds, the rotor speed was adjusted332

around 9.6 rpm through tuning the torque by the generator-torque controller, and the pitch angles were regulated by333

the blade pitch controller to trace constant power output at 10 MW. When the speed exceeded the cut-out wind speed,334

the rotor was controlled to be parked, and the pitch angle was set at 90 deg to minimize rotor thrust. The full-span335

rotor-collective blade-pitch-angle commands are computed using gain-scheduled proportional-integrals (PIs). The pitch336

controller used in Mode B reduced the natural frequency of the pitch controller from 0.38 rad/s (land-based) to 0.13337

rad/s by modifying the proportional gains KP and integral gains KI, such that blade pitch controller natural frequency338

is lower than the platform pitch frequency (0.24 rad/s). This avoids negative feedback effects in the platform pitch.339

4.2. Wind field model and simulation340

4.2.1. Theory background341

A common wind field used in most numerical and experimental simulations is a constant uniform wind field, in342

which the wind is constant in both time-scale and space-scale. However, the wind field in reality mostly has time-scale343

wind speed variation and space-scale inhomogeneity.344

Wind shear means that the wind speed varies vertically with the height. The power-law model is used to describe345

the wind profile.346

u(z) = u(
z

119
)α, (3)

where u(z) is a function of z, it is the mean wind speed at any height; u is the mean wind speed at hub height; z is the347

height above water level; α is an exponent parameter. The wind shear effect of the wind field is weaker as α decreases.348

When α decreases to zero, the wind profile becomes uniform.349

For a turbulent wind field whose wind speed varies with time, the time series of the longitudinal wind speed are350

commonly generated according to the wind spectrum in the longitudinal direction. This study utilizes the IEC Kaimal351

turbulence model [38]:352

S 1( f ) =
4σ2

1L1/u
(1 + 6 f L1/u)5/3 , (4)

where f is the frequency, u is the mean wind speed at hub height, σ1 is the standard deviation of the wind speed and L1353

is defined by the turbulence scale parameter. The turbulence intensity (TI) is expressed as σ/u · 100%. The turbulence354

level of the wind field is weaker as TI decreases.355

The wind field is described as nonuniform if there are spatial variations at a given time instant related to the356

fluctuating part of the wind velocity. This spatial characteristic can be represented by the coherence, which describes357

the correlation between two wind time series in the main wind direction at a certain separation distance in the lateral or358
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vertical direction at different frequencies:359

Cohi, j( f ) =
S i, j( f )√

S i( f )S j( f )
, (5)

where S i( f ) and S j( f ) are one-side auto-spectra of wind velocities at two points i and j, and S i, j( f ) is the cross360

spectrum between these two points. The coherence could be split into a real part called the co-coherence, and an361

imaginary part called the quad-coherence. The inhomogeneity of the wind field is more significant as the spatial362

coherence is closer to zero. When the spatial coherence increases to 1, the wind speed at each point in the wind field363

plane is totally identical at each time instant, and the wind field becomes a uniform one. Existing design standards for364

FWTs refer to the IEC-61400-1 standard [39], which suggests two possible models for generating space-scale turbulent365

numerical wind fields: 1) the Kaimal spectral and exponential coherence model (here called “Kaimal”) [40], and 2)366

the Mann uniform shear model (here called “Mann”) [41]. Both turbulent models, Kaimal and Mann, use the Kaimal367

spectrum in Eq. (4). The main difference between the approaches is related to the spatial coherence.368

1) The Kaimal spectrum and exponential coherence model369

The Kaimal spectrum and exponential coherence model recommended by the IEC utilizes a two-parameter370

exponential coherence model for the wind velocity in the mean wind direction. However, no coherence is modeled for371

the lateral and vertical velocity components. The coherence for the velocity in the mean wind direction is given as:372

Cohi, j( f ) = exp

−12

√(
f r
v

)2

+

(
0.12

r
Lc

)2
 , (6)

where f is the frequency, v is the mean wind speed at hub height, and r represents the distance between two points i373

and j. Lc is the coherence scale parameter.374

2) The Mann uniform shear model375

The Mann uniform shear model is based on a combination of rapid distortion theory (RDT) with assumptions376

that the isotropic energy spectrum is rapidly distorted by a uniform mean velocity shear. It uses a velocity spectral377

tensor to describe the coherence in three dimensions [41]. The Mann model is based on three parameters: αε2/3, l,378

and γ. The parameter αε2/3 is the Kolmogorov constant multiplied by the rate of the viscous dissipation of specific379

turbulent kinetic energy to two thirds, l is the isotropic turbulence integral scale parameter, and γ is the nondimensional380

parameter related to the lifetime of the eddies. The IEC standard [39] gives some guidelines regarding the input for the381

Mann model to obtain the Kaimal spectrum.382

4.2.2. Wind field simulation383

Some standard wind fields with different wind speeds and uniformity were simulated through the Turbsim [42] and384

Mann 64-bit turbulence generator [43]. The standard parameters can be adjusted including shear profile, mean wind385

speed, TI and spatial coherence. In the following simulation cases, the simulated time length was three hours. The386

first 720 seconds of the recorded data were removed to eliminate the transient part of the response. In TurbSim, all the387

wind field models were generated using the same grid height and grid width of 200 m. The wind fields were generated388
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at 32 grid points in the lateral and vertical directions with a spacing of 6.25 m. The time step in TurbSim was set as389

0.08 seconds. The hub height of 119 m was defined to set the grid center at this position. The Mann 64-bit turbulence390

generator was used to generate a wind field as a three-dimensional box with 131072 × 32 × 32 nodes and a grid size391

of 6.25 m in the vertical and lateral directions. Similar to TurbSim, the created Mann model wind field had enough392

grid points to cover the entire rotor area of the wind turbine. In the longitudinal wind direction, the grid size dx was393

determined by the mean wind speed and found as follows:394

dx =
T · ūx

Nx
, (7)

where ūx is the mean wind speed, T is the total time, and Nx is the number of grid points in the longitudinal direction,395

which should be 2n. To obtain a similar time step as TurbSim (0.08 s), an integer of 17 was chosen. The time step was396

given by dividing the simulation length of T by Nx, which resulted in a time step of 0.08 s.397

5. Comparisons of experimental and numerical results under different wind conditions398

The dynamic responses of the SPIC wind turbine concept in model tests and numerical simulations, including399

aerodynamic force, the tower-top shear force in the x-direction (TFx), tower-base bending moment around the y-axis400

(BMy), pitch motion and surge motion, nacelle acceleration in the x-direction (Naccx) are compared under the six401

wind-only conditions described in Table 4. The settings of the rotor speed (RS) and blade pitch angle (BP) under402

different conditions in model test and numerical simulation are listed in Table 6. The settings for experimental model403

are expressed in model-scale and the settings for numerical model are expressed in full-scale. And the temporal and404

spatial characteristics of the wind fields used in the numerical simulations are also given in this table, which would405

be interpreted in detail in the following sections. Each basin model test case lasted for approximately 25 minutes,406

corresponding to 3 hours for the prototype, and the sampling frequency was set to 25 Hz. The numerical test ran407

a 3-hour simulation with a sampling frequency of 3.125 Hz for each case. Numerical simulations were performed408

for the full-scale structure, which were then compared with the upscaled measurements from the model test. The409

measurements in the model test were upscaled to full-scale following Froude scaling, with the scaling ratio λ of 64.410

The scaling factors between model and prototype wind turbine system is different for various measurements, as seen in411

Table 7. In addition, since the actual floating wind turbine works in sea water and the model test is carried out in fresh412

water, so the density difference between sea water and fresh water should be taken into account. Generally, the density413

correction factor γ is 1.025. The data in the first 720 seconds were removed for both experimental and numerical414

results, to eliminate transients.415

5.1. Comparisons of aerodynamic thrust force416

The aerodynamic force obtained under each environmental condition was firstly compared with the model test417

results. The tower-top shear force was measured in the model tests. The measured data contain not only aerodynamic418
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Table 6: Experimental and numerical settings of the rotor speed (RS, unit: rpm) and blade pitch angle (BP, unit: deg); and temporal

and spatial characteristics of the wind field generated in numerical simulations.

Target EC Exp Num Temporal variation of wind speed Spatial variation of wind speed of the

wind type RS BP RS BP in numerical simulation main direction in numerical simulation

Constant EC1 76.8 0 9.6 0 Measured wind speed time series Wind speed at 81 points

&uniform at 81 points (in calibration test) +interpolation

Constant EC2 57.8 0 7.2 0 Measured wind speed time series Uniform

&uniform EC3 76.8 6 9.6 8.5 at hub point (in calibration test)

EC4 0 90 0 90

Time-varying EC5 76.8 0 9.6 0 Measured wind speed time series Uniform / Partially coherent (Similar

&uniform EC6 76.8 0 9.6 0 at hub point (in calibration test) coherence as EC1) / Incoherent

Table 7: Scaling factors of model scale measurements. (λ=64, γ=1.025)

Measurement Formula Scaling factor

Pitch motion φs/φm 1

Surge motion Ls/Lm λ

Tower top shear force Fs/Fm γλ3

Tower base bending moment Ms/Mm γλ4

Nacelle acceleration as/am 1

Time Ts/Tm λ1/2

Frequency fs/ fm λ−1/2
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thrust but also gravity components and inertial forces. Therefore, they should be separated from the measured force419

and then the aerodynamic force should be compared with the numerical results directly. In the model test, pitch420

motions were measured, so the gravity component of the tower-top can be estimated. The nacelle accelerations were421

also measured, so the inertial force of the tower-top can be calculated as well. Then the aerodynamic forces were422

approximately derived. The same measurements can also be realized through FAST. Then the aerodynamic thrust force423

under these wind-only conditions can be compared between the numerical and experimental conditions. The mean424

values, standard deviations and maximum values of the experimental and numerical aerodynamic force under EC1-EC6425

are shown in Table 8.426

Table 8: The mean values, standard deviations (STDs) and maximum values of the experimental and numerical aerodynamic force

under EC1-EC6.

Statistics Item EC1 EC2 EC3 EC4 EC5 EC6

Mean Exp 1.529E+03 9.660E+02 9.218E+02 1.460E+02 1.595E+03 1.571E+03

(kN) Num 1.499E+03 9.636E+02 9.181E+02 1.543E+02 1.541E+03 1.521E+03

STD Exp 1.123E+02 4.659E+01 1.572E+02 6.913E+01 2.084E+02 4.050E+02

(kN) Num 8.955E+01 3.012E+01 6.288E+01 5.366E+01 1.976E+02 3.856E+02

Maximum Exp 1.739E+03 1.097E+03 1.203E+03 3.802E+02 2.559E+03 3.034E+03

(kN) Num 1.800E+03 1.070E+03 1.190E+03 3.980E+02 2.560E+03 2.970E+03

5.1.1. Constant wind condition427

5.1.1.1. Rated wind condition428

Due to the importance of the rated wind condition, the wind speed time series at 81 points in the wind field of429

EC1 were recorded in the wind field calibration test introduced in Section 3.1. Fig. 9 and Fig. 10 indicate that the430

experimentally generated “constant” wind also had a small turbulence intensity at low-frequency range, and the wind431

field is not perfectly uniform but the co-coherence is close to one. When establishing the numerical model of the wind432

field, the measured wind speed time history of 81 points can be defined in Turbsim to realize more accurate wind433

field simulation, as expressed in Table 6. Then, numerical simulations were conducted under this wind field. The434

aerodynamic thrust force under rated wind-only conditions can be compared between the numerical and experimental435

conditions, as seen in Fig. 19. The mean thrust forces of the model tests and numerical simulations show agreement.436

However, the times series of the aerodynamic force do not totally match. One reason is that the wind speed time series437

input in the numerical simulation was measured in the calibration test, rather than in the basin test. Therefore, the438

power spectra comparison is relatively important. Because the wind in EC1 shows small low-frequency component,439
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the aerodynamic thrust force is also excited at surge and pitch natural frequencies. The dynamic responses of the440

experimental and numerical results shown in PSD are basically identical except for the component at 0.4 rad/s. The441

experimental realizations with wind show responses at 0.4 rad/s. Compared with some other wave-only cases or442

current-only cases, only cases with wind show this response. Additionally, the shutdown cases that will be mentioned443

later do not show this spectral peak. Therefore, the appearance of this peak at 0.4 rad/s is thought to be associated with444

the operation of the motor in the nacelle. During the model tests, a torque sensor was mounted between the motor and445

the rotor, and the PSD of the measured motor torques under EC1 is shown in Fig. 20. Considerable responses can be446

seen at 0.4 rad/s under rated wind conditions. The component excited by the motor as an external excitation is not447

captured by the numerical model, and can be considered to be special experimental factor.448
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Figure 19: Comparisons of time series and power spectra of the aerodynamic thrust force between the experimental and numerical

tests under rated wind condition EC1.
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Figure 20: Experimental power spectrum of the motor torque in EC1.

5.1.1.2. Below-rated and over-rated wind condition449

Two wind-only conditions with below-rated wind speed (9 m/s) and over-rated wind speed (14 m/s) were simulated450

in the model tests in sequence. Due to the limitation of the test time, the wind speeds at 81 points under EC2-EC5 were451

not all measured and only the wind speed at the hub point was recorded. Therefore, for these cases, the wind fields452

generated in the numerical model were assumed to be spatially uniform initially, and the wind speed at the hub point453

was input into InflowDyn. Then, the aerodynamic thrust forces were compared with the model test results in Fig. 21.454

For below-rated wind speed conditions, the aerodynamic thrust force was decreased by reducing the rotor speed for455
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Figure 21: Comparisons of time series and power spectra of the aerodynamic thrust force between the experimental and numerical

tests under (a) below-rated wind condition EC2 and (b) over-rated wind condition EC3.

the lower wind speed, and the mean value of aerodynamic thrust force was simulated accurately by a numerical model.456

The low-frequency responses caused by the slight turbulence of inflow wind are seen. In addition, the high-frequency457

responses caused by tower vibration are also obvious under constant below-rated wind condition. The differences in458

PSD also appear at frequency of 0.4 rad/s. Another significant difference between the experimental and numerical459

aerodynamic thrust forces appears at approximately 2.3 rad/s in Fig. 21 (a). The model test result shows a higher460

peak at a frequency of 3P. It is influenced by the nonuniformity of the experimental wind field as well. In a wind field461

with partial spatial coherence, each blade experiences fluctuations during the rotation process because of space-scale462

turbulence. Therefore, a 3P response is induced. For the uniform wind field, the wind speed at each point is identical at463

a certain time, but it varies in the time-scale. Therefore, in numerical simulation, if the wind field is modelled as a464

totally uniform one, a smaller 3P response can be captured. The 3P responses are larger when the wind field becomes465

less uniform.466

In Fig. 21 (b), the mean aerodynamic thrust forces in numerical simulations and model tests were verified to be467

equal under over-rated wind conditions. However, the numerical simulation did not capture the 1P responses seen468

in the experimental spectra. The 1P responses are not obvious in the rated and below-rated wind speed conditions.469

For over-rated wind speed condition, to decrease aerodynamic thrust, blade pitch angles are no longer set as 0 deg.470

In the model test, if the blade pitch angle of each blade is not totally identical because of the imperfect installation,471

some influences may be present at the rotating frequency. Two numerical cases with and without this individual blade472

installation error are compared to verify this effect. In Case1 (without individual blade installation error), the blade473
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pitch angles are all set as 8.5 deg, whereas in the Case2 (with individual blade installation error), the pitch angles of474

the three blades are set as 7.5 deg, 8.5 deg and 9.5 deg. The rotor speeds for the two cases are both fixed at 9.6 rpm,475

corresponding to a rotating frequency (1P) of nearly 1 rad/s. The effects of individual blade installation are present476

through an examination of the time series and PSDs of aerodynamic thrust force in Fig. 22. The effect of individual477

blade installation on the mean value of aerodynamic thrust force is not significant. Under a uniform but spectral wind478

field with a little turbulence, aerodynamic thrust force is slightly excited at the 3P frequency, which is caused by479

rotor rotation. When individual installation error occurs (Case2), that is, the pitch angles of the three blades are not480

exactly the same, the aerodynamic thrust force will be obviously excited at the 1P frequency. This is because different481

pitch angles among the three blades can induce different normal forces and tangential forces when applied to each482

blade in the rotation process. The change at 1P is induced by periodic changes in the moment of rotor thrust. In the483

numerical simulation, the pitch angles of the three blades are guaranteed to be equal and accurate at every moment, so484

1P responses cannot be captured. Therefore, this response difference at the 1P frequency is also caused by experimental485

factors, which are not present in the numerical model.486
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Figure 22: Effect of individual blade installation on (a) time series and (b) power spectra of the aerodynamic thrust force under

over-rated wind condition (Case1: Without individual installation error; Case2: With individual installation error).

5.1.1.3. Parked condition487

A wind-only condition with over-cut-out wind speeds was also simulated in the model test. The wind speed time488

series at hub point measured during the calibration test were input to the InflowDyn of FAST and the wind field was489

also set as a uniform wind field. For this over cut-out wind speed condition, the blade is feathered and the wind turbine490

is shut down, so the drag force of the wind acts more on the tower at this time. Therefore, a layer of foam ring was used491

to cover the tower outer surface. The outer diameter of the foam ring was directly scaled from the outer diameter of the492

full-scale tower. This may have a slight effect on the tower vibration natural frequency, but it will accurately simulate493

the drag force on the tower generated by the wind. The aerodynamic thrust force under EC4 was compared with the494

model test results in Fig. 23. By comparing the time series, the mean values of drag forces acting on the tower-top are495

simulated accurately. Under this extreme condition, the motor no longer provides any external excitation because the496

wind turbine is shut down. Therefore, the aerodynamic thrust force is not excited at a frequency of 0.4 rad/s. Because497
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the rotor speed is fixed at 0 deg, no 1P or 3P responses can be seen. Spectral peaks are significant at the pitch natural498

frequency and tower vibration frequency.499
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Figure 23: Comparisons of (a) time series and (b) power spectra of the aerodynamic thrust force between the experimental and

numerical tests under EC4.

5.1.2. Time-varying wind condition500

Two time-varying wind-only conditions (EC5 and EC6) of rated speed were simulated in the model tests. The501

wind speed measured at the hub point in the calibration test was input to the InflowDyn of FAST, and the wind fields502

were set as uniform at the first stage. These measured time-varying winds, as shown in Fig. 11, presented obvious503

low-frequency components. Then, the aerodynamic thrust forces under EC6 were compared with the model test results504

in Fig. 24. The dynamic responses shown in PSD are different between the experimental and numerical results. Except505

for the different responses at 0.4 rad/s and 3P, obvious differences mainly appear in low-frequency responses. The506

low-frequency component of aerodynamic thrust force is induced by the low-frequency excitation of wind loads. The507

numerical results show larger low-frequency responses than the experimental results when the wind field was set508

as uniform. Based on this difference, some works were conducted to investigate what causes the difference in the509

comparison of aerodynamic thrust force. This might be related to two factors:510

5000 6000 7000 8000
Time (s)

0

2000

4000

6000

A
er

od
yn

am
ic

 f
or

ce
 (

kN
)

(b)

Exp
Uniform (coherence=1)
partially coherent
Incoherent (coherence=0)

0 1 2 3 4
Frequency (rad/s)

0

5

10

15

PS
D

 (
kN

2 ·s
/r

ad
)

105

(a)

 
 

Exp
Uniform (coherence=1) 
partially coherent 
Incoherent 
(coherence=0)

Figure 24: Comparisons of (a) time series and (b) power spectra of the aerodynamic force among experimental and numerical tests

under three wind fields with different spatial coherence (Mean wind speed=11.4 m/s, and TI=14.6%).
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a. Wind loads on the model-scale turbine model.511

The Ct coefficients of the full-scale blade used in FAST and the performance-matched blade used in the model test512

are compared in Fig. 12. When this performance-matched blade was designed, Ct is mainly satisfactory under the rated513

condition. Therefore, under some other TSRs, Ct is still a little smaller. Under the time-varying wind, the relative wind514

speed varies all the time. In Fig. 12, the Ct of the full-scale rotor varies more than that of the performance-matched515

rotor, which means that in FAST, the aerodynamic thrust can be expected to show a higher spectral peak than in the516

model test. Therefore, this factor also influences the low-frequency aerodynamic thrust force.517

b. Wind field generation.518

The wind field is also an essential factor that affects the aerodynamic excitation force. It has been proved that519

the influence of the wind speed randomness can be eliminated. As mentioned above, the wind field in the numerical520

calculation was approximated as uniform field in the first step of this study. However, in conditions such as EC5 and521

EC6, the wind field generated by the wind generation system is not totally uniform because of some difference between522

each fan. Thus, in the next step, the effect of the wind field spatial coherence on the aerodynamic thrust force was also523

investigated. The rated wind condition EC6 with a TI of 14.6% was taken as an example. Three different wind fields524

were generated by TurbSim: (1) uniform wind field (spatial coherence=1); (2) turbulent wind field (partially coherent);525

and (3) completely incoherent wind field (spatial coherence=0). For wind field with partial coherence, the spatial526

coherence parameter “SCMod1” was set as GENERAL coherence model in Turbsim, and the coherence parameters527

were set to make the coherence similar to the value of EC1. For completely incoherent wind field, “SCMod1” was set528

as the NONE coherence model in Turbsim. Also, in these wind fields, the measured wind speed time series at hub point529

were defind as the input wind speeds. Then, these wind fields were input into InflowDyn to make simulations. Fig. 24530

illustrates the effect of spatial coherence on the aerodynamic thrust force. As shown, the mean thrust forces of the531

numerical simulations is decreasing slightly when the coherence is closer to 0. The low-frequency responses increase532

substantially when the points in the wind field become completely coherent with each other. In two nonuniform fields,533

the wind speed at each point varies around the mean level of 11.4 m/s. Due to the phase difference, the speeds at some534

points are higher than 11.4 m/s, whereas others are lower. In this circumstance, the variation in the average wind speed535

seen by the rotor is relieved due to the phase lag at different points. The average wind speed across the rotor plane is536

close to 11.4 m/s, although it also varies with time. In contrast, the wind speeds at all points are in phase with each other537

for the uniform wind field. If the speed at the reference point (hub center) exceeds 11.4 m/s, then the speeds at all other538

points are higher than 11.4 m/s. Apparently, the inflow seen by the rotor is more unsteady in the presence of complete539

coherence. The low-frequency variations in the thrust force increase when coherence increases, as the rotor-averaged540

wind speed varies more. The 3P variations in the thrust decrease when coherence increases as the turbulence sampling541

effect disappears. In Fig. 24, when the wind field is regarded as a partially coherent one, the low-frequency and 3P542

components of numerical results and experimental results are the most similar. It can be concluded that the wind field543

in the model test is not uniform and that the spatial coherence indeed has a significant influence on the low-frequency544

aerodynamic thrust force.545
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5.2. Comparisons of other dynamic responses546

The above content analyzes and explains the differences between the aerodynamic thrust obtained from the model547

tests and the aerodynamic thrust obtained from numerical simulations under six wind-only conditions. After the548

simulations of aerodynamic properties were verified, some other essential dynamic responses, including the tower-top549

shear force (TFx), tower-base bending moment (BMy), pitch motion, surge motion, and nacelle acceleration (Naccx),550

were also calibrated. Through the above analysis, it can be obtained that the average thrusts are simulated accurately551

by the numerical model, and the differences between the thrust spectra obtained by the numerical simulation and the552

experimental simulation are mainly caused by the difference in wind fields, the external excitation of the motor, and the553

individual blade installation error. Among them, the external excitation of the motor and the blade imperfect installation554

are test factors, which are not considered in the following numerical simulations. However, some adjustments have555

been made to the wind field models in the numerical simulations. The wind fields in time-varying wind conditions556

EC5 and EC6 were generated using the partially coherent model. On this basis, the mean values of the tower-top shear557

force, tower-base bending moment, pitch motion, surge motion, and nacelle acceleration (Naccx) under EC1-EC6 are558

obtained and listed in Table 9, and the power spectra are compared in Fig. 25 - Fig. 30.559

Table 9: Comparisons of the mean values of tower-top shear force (TFx), tower-base bending moment (BMy), pitch motion, and

surge motion between the experimental and numerical tests under EC1-EC6.

Measurement Item EC1 EC2 EC3 EC4 EC5 EC6

TFx Exp (kN) 2.349E3 1.342E3 1.400E3 1.813E2 2.295E3 2.254E3

Num (kN) 2.324E3 1.348E3 1.424E3 1.766E2 2.307E3 2.276E3

Relative error (%) -1.064 0.447 1.714 -2.592 0.523 0.976

BMy Exp (kN·m) 2.334E5 1.358E5 1.457E5 1.228E4 2.303E5 2.278E5

Num (kN·m) 2.382E5 1.366E5 1.471E5 1.215E4 2.383E5 2.305E5

Relative error (%) 2.057 0.589 0.961 -1.059 3.474 1.185

Pitch Exp (deg) 5.085 3.028 3.133 0.252 5.015 4.852

Num (deg) 5.049 3.058 3.176 0.247 5.053 4.894

Relative error (%) -0.708 0.991 1.372 -1.984 0.758 0.866

Surge Exp (m) 6.953 5.011 5.629 3.970 6.937 6.814

Num (m) 6.977 5.036 5.633 3.958 6.954 6.833

Relative error (%) 0.345 0.499 0.071 -0.302 0.245 0.279
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Figure 25: Comparisons of power spectra of (a) tower-top shear force (TFx), (b) tower-base bending moment (BMy), (c) pitch

motion, (d) surge motion, and (e) nacelle acceleration

between the experimental and numerical tests under EC1.
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Figure 26: Comparisons of power spectra of (a) tower-top shear force (TFx), (b) tower-base bending moment (BMy), (c) pitch

motion, (d) surge motion, and (e) nacelle acceleration

between the experimental and numerical tests under EC2.

6. Numerical analysis of the wind field effect on the SPIC wind turbine concept with the real operation mode560

By carrying out an in-depth calculation and analysis of the dynamic responses of the SPIC concept 10 MW FWT561

under several different wind conditions, the comparison between the numerical simulation and the experimental results562

verified the validity of the numerical calculation model. However, there are some limitations from model tests, so it is563

necessary to conduct a series of numerical simulations to further see how large differences are when using different564

wind field models. This section conducts the numerical analysis for the dynamic responses and power generation565

performance of the SPIC concept FWT in four kinds of rated-speed wind fields, namely, “uniform and constant566

wind field”, “shear and constant wind field”, “uniform and spectral wind field”, and “turbulent wind field”. This can567

investigate the impact of wind shear, turbulence intensity and coherent structure of the wind fields, and enhance the568

performance verification of the SPIC wind turbine concept under more complex wind conditions.569
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Figure 27: Comparisons of power spectra of (a) tower-top shear force (TFx), (b) tower-base bending moment (BMy), (c) pitch

motion, (d) surge motion, and (e) nacelle acceleration

between the experimental and numerical tests under EC3.
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Figure 28: Comparisons of power spectra of (a) tower-top shear force (TFx), (b) tower-base bending moment (BMy), (c) pitch

motion, (d) surge motion, and (e) nacelle acceleration

between the experimental and numerical tests under EC4.
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Figure 29: Comparisons of power spectra of (a) tower-top shear force (TFx), (b) tower-base bending moment (BMy), (c) pitch

motion, (d) surge motion, and (e) nacelle acceleration

between the experimental and numerical tests under EC5.
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Figure 30: Comparisons of power spectra of (a) tower-top shear force (TFx), (b) tower-base bending moment (BMy), (c) pitch

motion, (d) surge motion, and (e) nacelle acceleration

between the experimental and numerical tests under EC6.
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6.1. Influences of different operation modes570

In this section, the operation mode in the numerical model needs to be adjusted first. It is well known that the571

wind turbine controller affects the dynamics of floating offshore wind turbines. To investigate the influences of two572

different operation modes mentioned in Section 4.1.4, discussions concerning the response differences under these two573

control mechanisms are to be achieved through numerical simulations before investigating the wind field effect. This574

study utilized the validated numerical model with Modes A and B to predict the dynamic responses of the SPIC wind575

turbine under turbulent rated wind condition EC6, respectively. The comparisons of the time series and power spectra576

of aerodynamic thrust force and pitch motion between two different control modes under EC6 are shown in Fig. 31.577
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Figure 31: Comparisons of the time series and power spectra of (a) aerodynamic thrust force and (b) pitch motion between two

different operation modes under a turbulent rated wind condition EC6.

Under EC6, the average values of aerodynamic thrust force and pitch motion for Mode B are smaller than those for578

Mode A. This is easy to understand because under Mode B, the aerodynamic thrust is decreased by the blade pitch579

controller when wind speed is over the rated value, and thrust is also decreased by the generator torque controller580

through the reduced rotor speed when wind speed is below the rated value. For spectral wind condition EC6, the effect581

of operation modes on the power spectra is significant. The influence can be seen in both the low-frequency range and582

high-frequency range. The aerodynamic thrust force and pitch motion show large peaks at the platform surge and pitch583

frequency, which are more pronounced for Mode B. In Mode B, the frequency of the pitch controller is smaller than the584

pitch natural frequency, which means that the pitch controller is detuned to avoid negative feedback. Mode A is an585

extreme detuning: The natural frequency of the blade pitch controller in Mode B is 0.13 rad/s, and this value is as low586
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as zero under Mode A. This means that the blade pitch mode in Mode A does not react to the changes in relative wind587

speed. According to the same logical analysis, Mode A can provide greater active damping than Mode B. Therefore, it588

can be seen that the low-frequency response under Mode A is smaller. In contrast, the variation in 3P is decreased by589

Mode B. Mode A has a fixed rotor speed, and thus a single 3P frequency, while Mode B gives variable 3P and more590

diffuse thrust variation.591

6.2. Numerical analysis for wind field effect592

In all subsequent numerical simulations, Mode B was chosen as the operation mode in the numerical model.593

Numerical analysis of wind field effects on the dynamic responses of the SPIC wind turbine concept is conducted594

under seven wind fields, as explained in Table 10. A uniform and constant wind field was seen as a reference wind595

field, which showed rated-speed at any moment and position. Two shear and constant wind fields with different power596

law exponent parameters, namely, “Shear1” and “Shear2”, were used to study the wind shear effect. Two uniform597

and spectral wind fields with different turbulence intensities, namely “Turb1” and “Turb2”, were chosen to see the598

turbulence intensity effect. Two turbulent wind fields with different spatial coherence models, namely, “Kaimal” and599

“Mann” were utilized to show the coherent structure effect. The detailed characteristics of these seven wind fields are600

introduced in the respective subsections.601

Table 10: The properties of wind shear, turbulence intensity and coherent structure of seven simulated wind fields.

Wind field Uniform and constant Shear1 Shear2 Turb1 Turb2 Kaimal Mann

Wind shear α=0 α=0.15 α=0.25 α=0 α=0 α=0 α=0

Turbulence intensity TI=0% TI=0% TI=0% TI=10.0% TI=14.6% TI=14.6% TI=14.6%

Coherent structure Uniform - - Uniform Uniform Kaimal Mann

6.2.1. Wind shear effect602

Three wind fields with different wind profiles were selected to investigate the effect of wind shear. The first one is a603

uniform and constant one, with a wind speed of 11.4 m/s at every point and moment. The other two wind fields are604

constant but shear, with a wind speed at hub height of 11.4 m/s. The power law exponent α is set as 0.15 and 0.25,605

respectively.606

Table 11 gives the mean values and standard deviations of the blade-root flapwise bending moment (BRM), tower-607

top shear force (TFx), generated power, and pitch motion under these three conditions. Although as the exponential608

parameter increases, the average value of each response decreases, the wind shear effect is limited. When a certain609

blade experiences a high-speed wind region above the hub height, other blades simultaneously experience a low-speed610

wind region below the hub height. Since the operation mode is collective blade pitch control, the resultant force611

39

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



generated by the three blades is relatively stable. However, because the thrust is maximum when the wind speed is612

close to the rated speed, the thrust will be slightly larger when the exponential parameter is smaller. Therefore, the613

effect of shear force on the mean values of the blade-root bending moment, tower-top shear force, and pitch motion can614

be interpreted. An individual blade experiences wind speed variations during the rotation process in the shear wind615

field. Therefore, the tower-top shear force and blade-root bending moment experience increased fluctuation when the616

wind shear is more significant. Fig. 32 shows the power spectra of these responses. The effect of wind shear on the617

blade-root bending moment is seen at the 1P frequency, and the effect on the tower-top shear force is present at the 3P618

frequency. For generated power, the difference of mean values among three wind-only conditions is relatively larger.619

When the blade experiences a high-speed wind region above the hub height, the aerodynamic thrust is larger, while620

the generated power is maintained at 10 MW. When the blade is rotating to the low-speed wind region below the hub621

height, the generated power is smaller than 10 MW. Therefore, such a combined effect will make the total power have a622

smaller average value under a more sheared wind field. The generated power is also influenced by the wind shear effect623

at the 3P frequency, which is induced by the blade rotation.624

Table 11: Comparisons of the mean values and standard deviations of blade-root bending moment (BRM), tower-top shear force

(TFx), generated power, and pitch motion under seven different wind fields.

Measurement Statistics Uniform and constant Shear1 Shear2 Turb1 Turb2 Kaimal Mann

BRM Mean 2.994E4 2.899E4 2.855E4 2.470E4 2.293E4 2.486E4 2.332E4

(kN·m) Std.dev 1.070E3 1.081E3 2.066E3 4.401E3 5.772E3 4.191E3 4.732E3

TFx Mean 2.081E3 2.034E3 2.016E3 1.695E3 1.569E3 1.707E3 1.595E3

(kN) Std.dev 2.306E1 2.540E1 4.119E1 3.694E2 4.947E2 3.772E2 4.511E2

Power Mean 9.999 9.856 9.740 9.365 8.930 9.408 9.723

(MW) Std.dev 0.003 0.007 0.008 1.613 2.315 1.348 1.044

Pitch Mean 4.544 4.541 4.538 3.673 3.392 3.699 3.443

(deg) Std.dev 0.002 0.002 0.002 1.157 1.593 0.009 0.009

6.2.2. Turbulence intensity effect625

The effect of turbulence intensity is examined by comparing the FWT performance among three rated wind626

conditions with different TIs (0%, 10%, and 14.6%). The red lines in Fig. 11 show the theoretical wind spectra of the627

two turbulent winds. For all three wind inflows, the power law exponent is set as 0 and the spatial coherence is set as 1,628

to eliminate the effects of wind shear and coherent structures.629

Table 11 shows the mean values and standard deviations of the blade-root bending moment (BRM), tower-top shear630
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Figure 32: Comparisons of power spectra of (a) blade-root bending moment, (b) tower-top shear force, and (c) generated power

under three wind-only conditions with different wind shears.

force (TFx), generated power, and pitch motion under three conditions. It is easy to identify that the mean values of all631

these responses decrease when the turbulence intensity increases. Although the mean wind speeds of the three wind632

inflows are identical, the wind with greater turbulence deviates more from the rated wind speed at each moment. When633

the wind speed is lower or higher than the rated wind speed, according to the real-time operation mode, the generated634

thrust is less than the rated thrust, as shown in Fig. 13. The larger the turbulence intensity is, the greater the range635

of thrust variation, and therefore the smaller the average value. Then, the decreasing trend of the average blade-root636

bending moment, tower-top shear force, and pitch motion can be interpreted. For the power generated, it decreases as637

the wind speed decreases when the wind speed is less than the rated value, and it is maintained at 10 MW when the638

wind speed is greater than the rated value. Therefore, its mean value is also smaller when wind speed varies more in639

time. Nevertheless, the standard deviation is augmented significantly by increasing inflow turbulence. To illustrate the640

turbulence intensity effect in more detail, Fig. 33 shows the power spectra of the blade-root bending moment, tower-top641

shear force, generated power, and pitch motion under three wind-only conditions with different turbulence intensities.642

Under constant and uniform wind condition, almost no power is excited at each frequency. Under turbulent wind643

conditions, all of the spectra are dominated by the low-frequency component, which is induced by the slow variation of644

wind speed in time-scale. The responses at the surge natural frequency and pitch natural frequency are significantly645

augmented when TI increases. In addition, 3P responses can be seen in the TFx spectra under two turbulent conditions646

due to the inflow velocity fluctuation during the rotation, and the responses are larger under more turbulent conditions.647

For power generation, the torque controller is operating to maximize the power generation in the below-rated condition648

and the blade pitch controller regulates the power generation at 10 MW in the over-rated condition. Therefore, the649

generated power is sensitive to the wind speed variation as well.650

6.2.3. Coherent structure effect651

The inhomogeneity of a wind field is also caused by spatial coherence, that is, the phase difference between two652

points in one wind field. The wind speeds are not uniformly distributed at each time instant for the partially coherent653

wind fields. This research selected two possible models for generating space-scale turbulent numerical wind fields: 1)654
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Figure 33: Comparisons of power spectra of (a) blade-root bending moment, (b) tower-top shear force, (c) generated power, and (d)

pitch motion under three wind-only conditions with different turbulence intensities.

the Kaimal spectral and exponential coherence model (here called “Kaimal”), and 2) the Mann uniform shear model655

(here called “Mann”). As introduced in Section 4.2.1, both turbulent models, Kaimal and Mann, use the Kaimal656

spectrum in Eq. (4). The main difference between the approaches is related to the spatial coherence. The mean value of657

the wind speed time series of any point in these two wind fields is always 11.4 m/s, and the turbulent intensity is 14.6%.658

TurbSim and Mann 64-bit turbulence generator were used to generate the target “Kaimal” and “Mann” wind fields,659

respectively. The settings were described in detail in Section 4.2.2.660

These two wind fields need to be studied before fully coupled numerical analysis. The two wind fields were661

compared in time-scale first. The hub center was selected as a reference point, and the wind speeds at the reference662

point of these two comparative wind fields are illustrated in Fig. 34. The wind speed time series differ greatly, but their663

mean values are identical. The power spectra are similar between the two different wind fields in the low-frequency664

range.665

Then, the two wind fields should be compared at the spatial scale. The co-coherence mentioned in Section 4.2.1 was666

used to visualize the comparison between the generated Kaimal and Mann model wind fields as a function of frequency.667

The co-coherence of the wind speed component in the direction of the main wind direction (longitudinal component) at668

rated wind speed was assessed for both lateral and vertical directions at two different separation distances r defined669

by the rotor diameter D of the wind turbine: approximately 1/4 D and 1/2 D. The separation distances were chosen670

as 40 m and 80 m, respectively. Fig. 35 (a) illustrates the co-coherence comparisons between the Kaimal model and671
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Figure 34: Comparisons of (a) time series and (b) power spectra between “Kaimal” wind and “Mann” wind.

Mann model. Some phenomena can be summarized. In terms of lateral co-coherence, the Mann model gives lower672

values than the Kaimal model regardless of the separation distance. The lateral co-coherence shows a decreasing673

trend when the separation distance increases, and the co-coherence of the Mann model falls more obviously than that674

of the Kaimal model. For vertical co-coherence, the values of two models are relatively closer to each other, and675

the co-coherence does not decrease drastically with the increasing separation distance for both two models. It can676

also be observed that the co-coherence of the Mann model is negative at some reduced frequency ranges, which is677

induced by an opposite phase of the longitudinal wind component for some frequencies. The dynamic loads acting on678

the wind turbine blade or rotor can be changed significantly by this effect. Fig. 35 (b) illustrates the quad-coherence679

comparisons between the Kaimal model and Mann model. The Kaimal model gives quad-coherence values close to680

zero regardless of the direction and separation distance. The wind velocity fluctuations are considered to be in the same681

phase. However, relatively larger quad-coherence values are observed for Mann model, especially in vertical direction.682

The corresponding phase shifts between two time series separated in space are expected to influence the responses of683

FWT.684

To compare the coherent structure quantitatively, the proper orthogonal decomposition (POD) method [44] was685

also introduced to decompose these two wind fields. The POD method considers the longitudinal, lateral and vertical686

components (u,v,w) of wind velocity u. The POD mode shape φk is associated with energy levels, and the lower modes687

contain higher energy. The first six POD modes for 3-hour realizations of the wind at 11.4 m/s are shown in Fig. 36 for688

the Kaimal model and in Fig. 37 for the Mann model. The colour in the figures represents the POD mode shape φk in689

the longitudinal wind direction. The positive or negative values of the POD mode shape only represent relative sense.690

The black circle represents the outline of the wind turbine rotor. The POD mode shape in the rotor covered range should691

be considered. It can be observed in the figure that the first POD mode, which is also the most energetic mode, of both692

the Kaimal model and Mann model wind fields is composed of a main coherent structure. Compared with the Mann693

model, the main coherent structure of the Kaimal model is more uniformly distributed across the entire rotor plane.694

However, the contour of the Mann model is relatively smoother. And for higher modes, more patterns that are present695
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Figure 35: (a) Co-coherence and (b) quad-coherence of the wind speed component in the direction of the main wind direction

(longitudinal component) at 40 m separation and 80 m separation distance for lateral separation and vertical separation comparing

the “Kaimal” and “Mann” wind fields. (Dashed lines denote 40 m separation and solid lines denote 80 m separation.)

as peaks and valleys can be seen, which means that the inhomogeneity of the wind field is more significant. Therefore,696

the different coherent structures of these two models should influence the dynamic responses of the wind turbine.697

To verify the influence of the coherent structure, a completely coherent wind field, whose phase difference between698

any two points is zero, was used as a reference wind field. However, the turbulence of this wind field still exists in time699

scale. The “Turb2” wind field described in Section 6.2.2 meets this condition. It has a mean wind speed of 11.4 m/s700

and turbulence intensity of 14.6%. The wind speed of each point is identical at any time instance, and the time series701

of every point satisfies the Kaimal spectrum in Eq. (4), so it was used as a reference wind field to compare with the702

Kaimal wind field and Mann wind field. Fig. 38 shows the power spectra of the blade-root bending moment, tower-top703

shear force, generated power, and pitch motion under three wind-only conditions with different coherent structures.704

For the blade-root bending moment and tower-top shear force, one big difference can be seen at the low-frequency705

range. Although the low-frequency components of the inflow winds are identical among the three wind field models706

since they follow the same wind spectra, the “Turb2” model sees the largest low-frequency responses, and Mann model707

shows relatively smaller responses compared with the Kaimal model in Fig. 38. For the uniform but spectral wind708

field “Turb2”, the wind speeds at all points are in phase with each other. If the speed at the reference point (hub center)709

exceeds 11.4 m/s, then the speeds at all other points are higher than 11.4 m/s. In this circumstance, the variation710

in the average wind speed seen by the rotor in time-scale is severe due to the lack of a phase lag at different points.711

Because the average wind speed across the rotor plane deviates more from the rated wind speed, the generated thrust is712
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Figure 36: First six proper orthogonal decomposition (POD) modes (longitudinal direction, normalized), Kaimal model.

Figure 37: First six proper orthogonal decomposition (POD) modes (longitudinal direction, normalized), Mann model.
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expected to decrease significantly and fluctuate severely due to the relationship shown in Fig. 13. Therefore, the mean713

values of the blade-root bending moment and tower-top shear force under wind field “Turb2” are smallest among the714

three wind fields as shown in Table 11, while the low-frequency component seen in Fig. 38 is largest for the “Turb2”715

model. The spectral difference seen at the low-frequency range between the other two models is relatively smaller716

because they are both partially coherent. Due to the phase difference, the speeds at some points are higher than 11.4717

m/s whereas the speeds at other points are lower than 11.4 m/s. The average wind speed of the wind grid is close to718

11.4 m/s, though it also varies with time. Apparently, the inflow seen by the rotor is less unsteady in the presence of a719

coherent structure. It can be seen in Fig. 35 that the Kaimal model shows higher lateral co-coherence values than the720

Mann model, which represents more correlated wind at lateral separations. The result is that the rotor will be subject to721

relatively more violent loads under the Kaimal model wind field. This effect on the thrust force directly has an influence722

on the generated power. Fig. 36 and Fig. 37 also show that the main coherent structure of the Kaimal model is more723

uniformly distributed across the entire rotor plane compared with the Mann model. The Kaimal model consistently724

results in more severe low-frequency variation of platform pitch motion. Therefore, in a partially coherent wind field725

which is more realistic, the generated electric power and the platform pitch motion tend to show fewer fluctuations.726

The coherent structure also influences the 1P and 3P responses. Large differences at these frequencies are observed727

in the blade-root bending moment and tower-top shear force. Because the Mann model is the least spatially uniform728

model among the three wind fields, the blade rotating in this wind field model experiences the most thrust variation,729

leading to the largest 1P and 3P responses. These responses are obviously smaller under the completely coherent wind730

field “Turb2”.731

7. Conclusions732

The purpose of this paper is investigating the quality of the wind field generation in model test and their effects on733

the global responses of 10 MW SPIC floating wind turbine concept by comparing the experimental measurements and734

numerical simulations. Numerical simulations were performed for the full-scale structure, which were then compared735

with the upscaled measurements from the model test. A series of wind-only conditions including constant rated wind,736

below-rated and over-rated wind, over-cut out wind, and rated wind spectra were simulated in both basin model tests737

and numerical simulations, to calibrate the numerical model parameters and to assess the accuracy of it. In the model738

test, due to the small variations in the output of each fan and the slight differences among the fans of the wind generation739

system, the obtained wind speed varies in space and time, and it is not possible to generate an ideal uniform, constant740

or time-varying wind field. The wind speeds around the hub center were recorded before the formal tests in the basin,741

and they were input to the numerical simulation to maximize the consistency of external environmental conditions.742

Operation mode A, which maintained the rotor speed and blade pitch angle at fixed values corresponding to743

the mean wind speed, was utilized in the numerical model for comparisons with the experimental tests, to compare744

the dynamic performances of the wind turbine more clearly. The mean aerodynamic thrusts of the model tests and745
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Figure 38: Comparisons of power spectra of (a) blade-root bending moment, (b) tower-top shear force, (c) generated power, and (d)

pitch motion under three wind-only conditions with different coherent structures.

numerical simulations show agreement under all conditions. However, for rated wind spectra conditions, the numerical746

results show larger low-frequency responses than the experimental results. The Ct of the full-scale rotor varies more747

than that of the performance-matched rotor under TSR variation, which means that the aerodynamic thrust in FAST748

shows a larger spectral peak than that in the model test. Moreover, the wind field in the model test is actually spatially749

coherent, and the space-scale inhomogeneity indeed reduce the low-frequency component of aerodynamic force. In750

contrast, the 3P responses are larger when the wind field is less uniform. For over-rated wind speed condition, the 1P751

responses are obvious. In the model test, if the blade pitch angle of each blade is not totally identical because of the752

imperfect installation, the responses at 1P can be induced by periodic changes in the moment of rotor thrust, which will753

not be present in the establishment of the numerical model.754

Based on the limitation of the model test, numerical simulations were performed under realistic Operation Mode B755

to investigate the effects of spatial and temporal variation in the wind field, and to study how different responses such756

wind fields will cause. The numerical analysis for the dynamic responses and power generation performance of the757

SPIC concept FWT was conducted in four kinds of rated-speed wind fields, namely, “uniform and constant wind field”,758

“shear and constant wind field”, “uniform and spectral wind field”, and “turbulent wind field”. This can investigate759

the impact of wind shear, turbulence intensity and coherent structure of the wind fields, and enhance the performance760

verification of the wind turbine in more complex wind conditions. Operation mode B, with variable rotor speed and761

blade pitch angles, was used in the numerical analysis, and the natural frequency of the blade pitch controller was tuned762
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to 0.13 rad/s. The wind shear effect on the mean values is limited. When a certain blade experiences a high-speed763

wind region above the hub height, other blades simultaneously experience a low-speed wind region below the hub764

height. Since the operation mode is collective blade pitch control, the resultant force generated by the three blades765

is relatively stable. The effect of wind shear is mainly present at 1P and 3P frequencies. When turbulence intensity766

increases, the mean values of all mentioned responses decrease. Under turbulent wind conditions, all of the spectra767

are dominated by the low-frequency component which is induced by the slow variation of wind speed in time-scale.768

In addition, 3P responses can be seen in the TFx spectra under two turbulent conditions due to the inflow velocity769

fluctuation during the rotation. The inhomogeneity of a wind field is also caused by spatial coherence, that is, the phase770

difference between two points in one wind field. This research selected two possible models for generating space-scale771

turbulent numerical wind fields: 1) the Kaimal spectral and exponential coherence model, and 2) the Mann uniform772

shear model. The power spectra of wind speed at hub center show that the power concentrated in the low-frequency773

range is similar between two different wind fields. The co-coherence, quad-coherence and POD modes of the two wind774

fields were compared to present the coherent structures. Compared with the uniform model and Kaimal model, the775

Mann model has lower lateral co-coherence, and the main coherent structure of the Mann model is less uniformly776

distributed across the entire rotor plane. In a partially coherent wind field, which is more realistic, the generated electric777

energy and the platform pitch motion tend to show fewer fluctuations. However, the partially coherent structure excites778

great 1P and 3P responses.779
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