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Figure 1. PST framework 

 

 

Figure 2. PST extended framework 
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The two largest universities in Norway started a new joint 

international master's program called "Music, communication 

and technology" (MCT) in 2018. MCT constitutes the 

framework for developing a new shared learning space (The 

Portal) for physical-virtual interaction, musical 

communication, and collaboration.  

The COVID-19 pandemic has illuminated several 

challenges within hybrid teaching concerning the design of 

learning spaces and related pedagogical and technical issues. In 

our case, we identify challenges in delivering a hybrid learning 

space with spatial audio and discuss a method to implement 

such a solution in the context of spatial audio and ambisonics 

workshops developed for the MCT master's program. We 

propose a stable but flexible technical solution for decoding 

higher-order ambisonics audio in two remote physical locations 

and into virtual environments in real-time, creating a 

continuum between the physical, hybrid, and online learning 

spaces mediated by technology. 
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I. INTRODUCTION  

After years of planning, the Norwegian University of 
Science and Technology (NTNU) and the University of Oslo 
(UiO)  started their first joint master's program called MCT 
[1] in 2018. With the universities located 500km apart, 
challenges appeared to deliver a learning space facilitating 
the sense of working and learning together across distance. 
Therefore, there was a need to develop a novel shared 
learning space with the working title "the Portal." Designed 
to support synchronous cross-campus/University teaching 
and learning activities, a laboratory for network-based 
musical communication [2].  

The various technologies in the Portal enable merging 
two physical workspaces into one shared immersive learning 
environment, creating a sense of shared presence 
independent of physical location. Thus, the MCT Portal 
represents a hybrid arena for physical-virtual interaction [3]. 
Together, students and teachers build, explore, and evaluate 
pedagogical [4], spatial, and technical solutions [5]–[8], 
reflecting on this shared presence's theoretical and practical 
possibilities and limitations [9]–[13].  

The iterative Portal design process and functionality 
originate from the Pedagogy-Space-Technology framework  
[14], as illustrated in Figure 1. The pedagogy focuses on 
cross-campus activities, projects, and workshops based on 
collaborative or flipped learning [15], [16]. The space is a 
combo of physical, hybrid, and online spaces. The 
technology delivers a range of functions and features, 
mediating the interconnections and activities between the 
rooms and remotely connected participants. In other words, 
the Portal represents an extended PST framework where the 
Pedagogy must apply to a shared/hybrid space mediated 
through technology, as illustrated in Figure 2. 

Providing a shared listening platform/surface and general 
communication platforms/work surfaces is vital for the 
immersive qualities of the MCT Portal. Participants can 
share music, 3D audio, environmental sounds, and other 
audio content across the network to facilitate an enhanced 
mode of presence through shared listening platforms.  

 Creating immersive and shared audio spaces is 
particularly challenging within scenarios practicing hybrid 
teaching over commercial videoconferencing software. 
Applications like Zoom, Google Meet, and Teams are 
multifaceted platforms, often focusing on stability over 
quality and handling low bandwidth and unstable networks. 
Moreover, many automated features run as default to 
"enhance" the audio quality—for instance, compression, 
bandwidth adjustments, and background noise cancellation. 
Hence, the options for controlling and delivering high-
quality audio sharing are limited. However, in search of 
remedies for fatigue [17] and other unwanted side-effects of 
prolonged virtual interaction, several commercial and open-



 

 

 

Figure 3. Technical design overview 

 

Figure 4. MIDAS M32 Internal routing suggestion 

source video conferencing software are currently exploring 
the possibilities of implementing spatialized and positional 
audio features [18]–[21].  

 Spatial audio is also getting more attention as an essential 
factor in research [22], [23] and development to improve 
Audio-Visual solutions and the experiences within extended 
reality(XR), virtual reality(VR), augmented reality(AR), and 
gaming [24], [25]. Furthermore, within the pedagogical 
framework of our MCT workshops, spatial audio is 
considered an umbrella term for techniques and methods for 
creating 3D sound experiences around a listener, including 
surround sound, binaural, and ambisonics; the full-sphere 
surround format and technique for recording, mixing and 
playing back three-dimensional sound [26]. 

This paper explores the development of a high-quality 
shared listening platform for hybrid learning scenarios 
designed to accommodate spatial audio workshops in the 
MCT portal. We present a technical solution developed 
during the COVID-19 pandemic, which delivers high-quality 
spatialized audio to two remote physical locations and virtual 
environments in real-time.  

II. TECHNICAL CHALLENGES 

 We define the main challenges of facilitating a shared 
listening platform for spatial audio in a hybrid environment 
to be the following:  

1. To enable multi-channel spatial audio signals to be 
decoded over separate loudspeaker arrays in two 
physical locations in real-time.  

2. Expand the space described in point nr.1, enabling 
the virtual attendees to listen to the spatialized audio 
signal over commercial video conferencing 
software in real-time. 

3. To enable virtual participants to share spatial audio 
with all attendees. 

Further, we present a stable solution for the above 

challenges, using: 

  

 One primary laptop running Digital Audio 

Workstation (DAW) to playback spatialized audio 

 A system for transmitting multi-channel audio over 

the network between the two physical endpoints of 

the Portal 

 A separate videoconferencing system (Zoom Client) 

for AV communication and audio sharing 

 Dedicated hardware for rendering multi-channel 

spatial audio over loudspeaker arrays and 

headphones.  

III. TECHNICAL SOLUTION 

The central hub of the solution is a MIDAS M32, an 
audio mixer that can act as a 32-channel audio interface. To 
solve the first technical challenge, we began with the basic 
Portal setup and connected the two physical locations via 
Lola, a software for uncompressed multi-channel audio and 
video [20]-[22]. Second, we connected the primary laptop to 
the 32-channel audio interface. 

We used the Zoom Client as a carrier for binaural spatial 
audio signals to tackle technical challenges number two and 
three using Zoom's high-fidelity stereo feature for audio 
sharing [27]. The binaural format is spatial audio decoded for 
stereo listening (2 channels) on headphones. Therefore, by 
connecting the audio in/out from the Zoom Client to the 32-
channel mixer, we effectively integrated support for binaural 
audio transmission to all virtual participants via the primary 
laptop. Conversely, by using a headphone amplifier with the 
32-channel mixer, virtual participants could share binaural 
audio with participants in the Portal. Now, students could 
join the proposed extended classroom from any location, 
listening through headsets or loudspeaker arrays. 

IV. DISCUSSION 

We intended to keep the network audio transmission 
system, personal laptop for playback of the spatialized audio, 
and the videoconferencing system as separated as possible to 
ensure increased stability and payload/system stress 
reduction. However, the setup could be more straightforward 
with an all-in-one system with a uniquely defined function. 
On the other hand, troubleshooting and maintenance are 
more manageable when functions and hardware represents 
separate building blocks or modules within a system 
solution. Furthermore, this approach is better from a 
pedagogical viewpoint and eases students' comprehension.   
Nevertheless, the system is high-maintenance and requires 
lots of preparation and constant audio engineering before and 
during sessions, and even for audio engineers, it is not easy 
to manage ambisonics, binaural, and teleconferencing 
systems simultaneously. 

Based on course reviews and student feedback, there is 
still room for improvements in designing and managing these 
technically advanced physical-virtual workshops. First, there 
is a lack of practical troubleshooting and hands-on 
experience working with highly complex AV systems with 
virtual participation. Second, the flipped learning approach 
requires a large production of theoretical material, providing 
flexibility and different learning paths for understanding the 
complex setup. Therefore, the material must contain various 
types of media like instructional videos, software simulators, 
and relevant articles to provide clear links between 
theoretical and practical exercises. Third, the quality of 
experience within a hybrid environment depends on physical 
surroundings, internet connection, and available technical 



 

 

resources. For instance, client-side decoding of the binaural 
signals could enable participants to use individual head-
related transfer functions (HRTF) and headphone calibration 
features, thus rendering a higher spatial resolution. 
Unfortunately, these factors are often forgotten or not 
considered when involving remote users partaking in these 
shared environments.   

 Within the PST extended framework context, the 
described mediating technology enables a shared listening 
surface for spatial audio, delivering the same auditive 
experience to local and remote participants. Furthermore, a 
possible future implementation of spatial audio for a shared 
work surface or Unified Collaboration and Communication 
(UCC) platform creates an opportunity set that eases and 
scaffolds social interaction, collaboration, communication, 
and a shared presence in a more extensive scope toward 21st-
century skills [28], needed to thrive in a future workplace.  

V. CONCLUSION 

A vital element of the MCT master's program is 
educating students on advanced AV communication 
platforms' technical design and functionality and reflecting 
on the theoretical, practical, and pedagogical challenges and 
possibilities. 

This article addressed the need for more enhanced hybrid 
and shared learning spaces by proposing a way to create a 
shared listening platform to accommodate spatial audio and 
3D audio workshops in the MCT Portal. Our method 
improved the auditive interface towards hybrid learning 
arenas by delivering multi-channel spatial audio to two 
remote physical locations over loudspeakers and into virtual 
environments over binaural, in real-time.  

 Furthermore, the suggested extensions of the mediating 
technology to support spatial audio within general 
communication platforms/work surfaces will scaffold better 
communication and social interaction needed in flipped 
learning and team-based pedagogical approaches. 

Physical and online/virtual learning spaces are merging 
elements in a continuum joint by a hybrid learning space. 
This continuum will cluster new educational activities and 
related experiences for all stakeholders. As a result, new 
interconnections, interactions, and intersections will appear, 
challenging our former habits and behavior within physical-
virtual, student-teacher, student-student, formal-informal 
activities—Universities without walls [29].  

VI. FUTURE WORK 

 First, accommodating more remote practical experience, 
or "virtual hands-on" by delivering various hybrid interfaces 
allowing users to monitor, control, and observe shared 
resources from remote locations.  

 Second, designing and improving hybrid interfaces for 
more natural dynamics within the collaboration, 
communication, interaction, and sharing of resources. These 
measures may positively impact environmentally and 
socially sustainable practices and facilitate pools of easily 
accessible shared resources, both human, technical, and 
pedagogical.  

All future work must support Universal Access to 
provide the same possibilities and learning experience to all 
participants within a hybrid environment. 
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