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Abstract

Recent innovations in the smart city domain have led to the proposition of a new mode of transportation utilizing Autonomous
Passenger Ships (APS) or ferries in inland waterways. The novelty of the APS concept influenced the cyber risk paradigm
and led to different considerations regarding attack objectives, techniques as well as risk management approaches. The main
factor that has led to this is the autoremote operational mode, which refers to autonomous operations and remote supervision
and control in case of emergency. The autoremote operational mode influences the risk of cyber attacks due to the increased
connectivity and reliance on technology for automating navigational functions. On the other hand, the presence of passengers
without crew members imposes a safety risk factor in cyber attacks. In this paper, we propose a new cyber risk management
approach for managing the cyber risks against cyber physical systems in general and Autonomous Passenger Ships in particular.
Our proposed approach aims to improve the Defense-in-Depth risk management strategy with additional components from the
Threat-Informed Defense strategy allowing for more evolved cyber risk management capabilities. Moreover, we have utilized
the proposed cyber risk management approach for the proposition of a cybersecurity architecture for managing the cyber risks
against an APS use case named milliAmpere2. Additionally, we present our results after conducting a Systematic Literature
Review (SLR) in cybersecurity evaluation in the maritime domain. Then, the findings of the SLR were utilized for a suitable
evaluation of the proposed risk management approach. Our findings suggest that our proposed risk management approach
named Threat-Informed Defense-in-Depth is capable of enriching several risk management activities across different stages
in the system development life cycle. Additionally, a comprehensive evaluation of the cybersecurity posture of milliAmpere2
has been conducted using several approaches including risk evaluation, simulation, checklist, and adversary emulation. Our
evaluation has uncovered several limitations in the current cybersecurity posture and proposed actions for improvement.

Keywords Autonomous Passenger Ship - Cybersecurity architecture - ATT&CK - Defense-in-Depth - Cyber risk
Management

1 Introduction form of a drastic decrease in passengers in 2020 compared
to 2019 [2]. At the same time, to adjust to the post-pandemic

In a constantly evolving globe, technological advances  normal, the development of innovative technologies and ser-

improve every aspect of modern life. In the maritime domain,
automation and digitalization are constantly evolving leading
to drastic changes in business models, processes, as well as
technology [1]. The impact of the current pandemic has been
observed clearly in the maritime transportation sector in the
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vices for the transportation community has been proposed.
It is already undergoing in the maritime industry to make
it greener, cheaper, and more efficient. The pandemic has
even emphasized that role [3]. Also, the US Bureau of Trans-
portation Statistics has argued that the increasing demand for
extending the capacity and flexibility of transportation sys-
tems has fueled the development of innovative technologies
and services [4].

Recent innovations in maritime logistics when meeting
activities related to smart city development have led to the
creation of innovation in the field of inland passenger trans-
portation through the proposition of Autonomous Passenger
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Ships (APS) (i.e., ferries). Domestic water transportation
in Norway has witnessed the largest increase in passengers
during the period between 2015 and 2019 [5]. In that direc-
tion, multiple projects have been recently initiated toward
the development of autonomous passenger ferries in three
regions in Norway [6]. Among these projects is a project
named Autoferry which aims to develop an all-electric APS
for inland water transport in the city of Trondheim [7]. The
work presented in this paper originated from and is part of
the Autoferry project. The targeted APS is planned to be
autonomous with remote control and monitoring capabili-
ties leading to an unconventional mode of operation in the
maritime domain which is referred to as “autoremote” [8].
Although the new operational mode is expected to improve
the provisioning of navigational services, it introduced a
range of cyber threats with potential safety impacts. Toward
addressing such issues, several system-specific requirements
have been established during the authors’ earlier work [9].
The established requirements were communicated by the
identified APS stakeholders with a prime focus on commu-
nication reliability and cybersecurity toward safe operations.
Toward addressing these requirements, a communication
architecture for the APS has been proposed to satisfy the
communication-related requirements [10]. This paper on the
other hand addresses the cybersecurity requirements through
the development of a cybersecurity architecture complement-
ing the previously proposed communication architecture.

The identified stakeholders’ requirements and concerns
related to cybersecurity can be addressed by a cybersecu-
rity architecture that provides risk management functions,
including risk analysis, treatment, and monitoring. More-
over, autonomous ships are expected to include a group
of industrial control systems (ICS) and cyber physical sys-
tems (CPS) participating in the provisioning of autonomous
and remote control and monitoring functions. For this, the
concept of layered defenses; formally known as Defense-
in-Depth (DiD) is a proposed security strategy for risk
management in critical systems [11] and in autonomous
and remotely controlled vessels [8, §11]. Despite that, some
concerns have been raised regarding the ability of DiD to
withstand sophisticated attacks [12] as well as its lack of a
Cyber Threat Intelligence (CTI) component that allows orga-
nizations to continuously enhance their defenses to match
the ever-changing threat landscape [13]. At the same time,
CTI is one of the components of another cybersecurity strat-
egy named Threat-Informed Defense [14]. In this paper, we
investigate the utility of combined implementation of the
Threat-Informed Defense and DiD as a risk management
strategy in a maritime use case that is the APS.

The contributions in this paper can be summarized as fol-
lows:
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e We propose a new risk management approach named
Threat- Informed Defense-in-Depth that combines com-
ponents from two cybersecurity strategies, namely Threat-
Informed Defense and Defense-in-Depth.

e We present a cybersecurity architecture for APS that is
an outcome of the Threat-Informed Defense-in-Depth
approach.

e We present the results of our SLR regarding cybersecurity
evaluation in the maritime domain highlighting different
aspects and approaches.

e We present the results of the conducted cybersecurity eval-
uation processes for an operational ferry that is a prototype
implementation of APS.

e We discuss the observed challenges in carrying cyber risk
management functions in the context of the autoremote
operational mode.

2 Background
2.1 Maritime cyber risk management

The International Maritime Organization (IMO) has issued
resolution MSC. 428(98) [15] regarding the consideration of
cyber risk management within the safety management sys-
tems of the different entities in the maritime industry. In this
direction, IMO issued guidelines for cyber risk management
[16]. The guidelines suggest several relevant frameworks
and resources including the Framework for Improving Crit-
ical Infrastructure Cybersecurity by the National Institute of
Standards and Technology (NIST) [17]. Additionally, several
entities in the maritime domain have discussed approaches to
cyber risk management, BIMCO; a global organization for
shipowners, charterers, ship brokers, and agents, and DNV,
a member of the maritime classification society. The concept
of layered defenses known as the Defense-in-Depth (DiD) is
the agreed-upon and encouraged strategy among these insti-
tutions.

DiD is defined by NIST as an “Information security
strategy integrating people, technology, and operations capa-
bilities to establish variable barriers across multiple layers
and dimensions of the organization” [18]. A survey of cyber
reference architectures and frameworks conducted by Savold
et al [19] highlighted that DiD as a security design pat-
tern that is observed in several security frameworks such
as the Cisco SAFE [20], Oracle Reference Architectures
[21], and Northrop Grumman Fan. [22]. Nevertheless, dif-
ferent DiD implementations focused more on Information
Technology (IT) systems with the tendency to overlook
Operational Technology (OT) systems. For that sake, the
department of homeland security in the united states has
issued a document for recommended practice as guidance
for developing a DiD security program for environments with
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industrial control systems (ICS) [23]. The document provides
a detailed description of the DiD strategy from several view-
points referred to as defense layers. Also, BIMCO provided
guidelines for cyber risk management on board ships and
discussed the strategy of DiD as well as Defense-in-Breadth
(DiB); referring to the consideration of different technology
domains, namely IT and OT in the cyber risk management.
BIMCO proposed a risk management approach including a
group of defense layers [24]. Additionally, DNV has sug-
gested the adoption of a DiD strategy for the cybersecurity
of autonomous and remotely controlled vessels and discussed
several components of a cybersecurity management system
that can be adapted to support the strategy [8, §11].

After surveying the literature regarding cyber risk man-
agement approaches in the maritime domain, the adoption
of layered defenses has been observed. To mention a few,
Svilicic et al [25] proposed and conducted a novel cyber risk
assessment on board a vessel. The authors surveyed the ves-
sel cybersecurity management system consisting of several
defense layers including, physical access, patching, access
control, and others. Grigoriadis et al [26] proposed a group of
defenses for improving the cybersecurity of ports including
vulnerability assessment, communication authenticity, weak
password protection, and binary protection. Kavallieratos
et al [27] leveraged the STRIDE and DREAD risk analy-
sis techniques to assess cyber risks in cyber-enabled ships,
which include autonomous and remotely controlled ships.
The authors then followed the ISO 31000 risk management
process [28] to propose baseline controls to mitigate the iden-
tified risks. The authors relied on the controls suggested by
the Guide to industrial control systems (ICS) security [29].

Rajaram et al [30] have proposed guidelines for cyber
risk management for shipboard systems with more focus
on operational technology. The authors proposed a checklist
approach for determining the cyber hygiene of vessels. The
approach introduced the concept of security tiers which are
aligned with risk priority levels, specifically, low, medium,
and high. The concept of security tiers reflects the necessity
for implementing security controls to address certain levels
of risk.

However, the observed works lacked a clear implementa-
tion of the DiD strategy for ensuring that all layers of defenses
are systematically considered. Therefore, in this paper, we
utilize the DiD as an architecture framework during cyber-
security architecture development. The defense layers are
collected from several sources including the DiD guidelines
for ICS in [23], DNV [31], and BIMCO [24]. Additionally,
some works in the literature provide valuable artifacts includ-
ing candidate non-developmental items (NDIs), architectural
elements’ properties, features as well as their interconnec-
tions.

2.2 The ATT&CK framework

The Adversarial Tactics, Techniques, and Common Knowl-
edge from MITRE, shortly known as the ATT &CK frame-
work [32], is a recent, widely adopted framework in both
academia and the cybersecurity industry. Currently, it encom-
passes three technology domains which are referred to as
matrices, namely enterprise, mobile, and industrial control
systems (ICS). The enterprise matrix covers Information
Technology (IT) systems observed in enterprise networks.
The mobile matrix covers handheld or mobile devices with
Android or I10S. The ICS matrix covers networks and sys-
tems with Operational Technology (OT). This inclusion of
several technology domains makes A7 7 &CK suitable in a
wide range of use cases including the composition of these
technologies. Additionally, the AT T &C K terminologies are
utilized for mapping adversarial activities by many organiza-
tions such as the European Union Agency for Cybersecurity
(ENISA) in their annual threat landscape report [33]. More-
over, the ATT&CK terminologies are integrated within
several Security Incidents and Event Management (SIEM)
systems [34,35] and cybersecurity testing frameworks such
as Atomic Red Team [36] aiding the cybersecurity personnel
in monitoring, detecting, and emulating adversarial activi-
ties in their network. Our risk management approach aims
to integrate the AT T &CK framework within the different
risk management processes, starting from the risk assessment
process, during the cybersecurity architecture development
up until the evaluation of the proposed architecture. We argue
that this provides a clearer description and traceability of the
risks of the organizations as the identified risks in the risk
assessment are mapped with the security controls intended
to mitigate them and evaluated during the architecture eval-
uation.

In this direction, a risk assessment approach for the cyber
physical system has been proposed in our earlier work [37].
The approach is based on a design-level Failure Modes
Effects and Criticality Analysis (FMECA) [38] which uti-
lizes the common knowledge encoded withinthe AT T &CK
framework. The ATT &CK framework was chosen due to
its comprehensive and low-level abstraction of adversarial
tactics and techniques compared to other high-level mod-
els observed in the literature such as STRIDE [39] and the
cyber Kill Chain [40]. Provided with a system description and
stakeholders’ risk thresholds, the approach begins with iden-
tifying the possible failure mechanisms (i.e., cyber threat) for
each system component. Then, the likelihood of these failure
mechanisms is estimated utilizing the Common Vulnerabil-
ity Scoring System (CVSS) [41]. The likelihood estimation
also considers the existing mitigation methods. Afterward,
the impact of the possible failure modes is estimated for each
system component considering the occurrence of the failure
mechanism. The AT T &C K framework provides the logical
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mapping of failure mechanisms and failure modes within its
threat model. The estimation of the impact relies on a group
of metrics including ones that utilize the concept of centrality
from graph theory which aids in reducing the effect of biased
estimation [42]. These metrics are calculated using a graph of
the system. Then, the detectability is calculated which refers
to the degree to which the risk of the identified attacks is
reduced by the existing controls. Finally, a risk priority num-
ber (RPN) is calculated considering the likelihood of failure
mechanisms, the impact of the failure mode, and the exist-
ing risk reduction measures. The risk is later characterized
according to the stakeholders’ risk thresholds. In addition to
calculating the risks, this approach utilized ATT&CK for
suggesting suitable risk mitigation methods for each threat
against each system component. These mitigation methods
are later forwarded for developing a suitable cybersecurity
architecture. The reader may refer to our original work [37]
for more information regarding the risk assessment approach.

2.3 Evaluation of cybersecurity controls in the
maritime domain

In this paper, we investigate the state of the art of cybersecu-
rity control evaluation in the maritime industry considering
the perspectives of both the academic community and rele-
vant organizations including the classification society. The
perspective of the academic community is captured through
a Systematic Literature Review (SLR) which is discussed in
Sect.3.2.3. On the other hand, the perspective of the relevant
organizations is captured through the collection and analysis
of their publications regarding cybersecurity. The organiza-
tions were chosen based on the references in the literature.
This includes, IMO, BIMCO, ENISA, and DNV.

The International Maritime Organization (IMO) guide-
lines for cyber risk management [15] refer to the need for
evaluating a cyber risk management regime using effective
feedback mechanisms without further description.

BIMCO guidelines [24] refer to the evaluation of cyberse-
curity controls within the risk assessment process through the
assessment of residual risk when considering the existence of
security controls. Also, the document refers to the third-party
risk assessment process as means of performing accurate
risk assessments by identifying whether the defense level
matches the accepted level established in the cybersecurity
strategy. The document refers mainly to penetration testing
as a common approach but argued that it can be intrusive,
risky, largely expensive, and requires an understanding of
networks and assets. Therefore, other alternative approaches
are proposed including asset discovery and inventory, audit-
ing network architecture and design as well as vulnerability
assessments.

DNV, another classification society in the maritime indus-
try, refers in their class guidance for cybersecure systems to
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the evaluation and assessment of security controls during the
acceptance stage for newly built and alteration projects [31].
They highlighted the roles of different stakeholders involved
in the cybersecurity system testing and assessment of con-
trols during the different system development stages.

Another documentation by DNV discusses resilience
management of systems onboard ships and mobile off-
shore units [43]. The document discusses three approaches
for assessing the cybersecurity of a system, namely high-
level assessment, focused assessment, and comprehensive,
in-depth assessment. The document refers to cybersecurity
controls as barriers or safeguards. Comparing the current
safeguards with the target is conducted through detailed
checklists used in interviews with experts and relevant staff
and users. After the assessment stage, a verification and vali-
dation process is needed to clear any discrepancy between the
expected state and the actual state. The document suggests
monitoring and testing the barriers at the level of the individ-
ual components as well as the system level. The discussed
approaches include vulnerability assessment, technical veri-
fication such as load testing, network storm simulation (i.e.
flooding), fuzz testing, actively provoking failures, and pas-
sive measurements. Penetration testing is discussed as a
possible approach to systematically employ different meth-
ods. Moreover, the document discusses the verification of
the information security management system by accredited
third parties through audits and suggests a direction toward
certification.

ENISA has published a report regarding cyber risk man-
agement for ports [44]. The report refers to assessing the
maturity of cybersecurity posture following the maturity
levels approach. Each maturity level is described, and the
organizations are left to self-assess their position within dif-
ferent levels according to their own risk assessment.

In summary, the evidence collected from the published
material by different relevant organizations suggests the
existence of well-established and flexible methods and
approaches for the evaluations of cybersecurity controls.
Penetration testing is a commonly suggested approach, yet
its discussed challenges pave the way for other possible
approaches. However, the increased reliance on the human
element within the evaluation process is observed, either
through interviews, surveys, or relying on human evaluators.
We argue that in autonomous vessels, human involvement
is going to be reduced. This motivates the development
and integration of automated processes for the evalua-
tion of cybersecurity controls within different cyber assets
involved in the autonomous vessels. In this work, we will
investigate the suitability of the identified methods in the lit-
erature for the evaluation of cybersecurity architecture for an
APS. Moreover, the increased reliance on sensor data sup-
porting systems employing machine learning and artificial
intelligence algorithms in the navigation functions exposes
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3.1 Cyber risk management strategy

The first question in this paper is, “What is a suitable strat-
egy for managing the cyber risks of an autonomous passenger
ship?”. For this, a comprehensive literature survey was con-
ducted to capture the state of the art in cyber risk management
in the maritime domain. The perspectives of both the clas-
sification society and academia were considered. For this,
academic databases, namely Scopus and Google Scholar,
were queried for academic resources while the websites of
relevant stakeholders were utilized for extracting documents
relevant to maritime cyber risk management. As discussed
in Sect.2.1, the concept of layer defenses formalized as the
DiD is the observed approach in maritime risk management.
However, its effectiveness against sophisticated attacks has
been questioned [12]. Based on that, we are proposing a new
cyber risk management approach in this paper. Our proposed
approach is described in Sect. 4.

3.2 Cybersecurity architecture development

The second question is “How a cybersecurity architecture
can be developed to support the cyber risk management strat-
egy?”. There is a lack of discussion in the literature regarding
this topic in the maritime domain. Therefore, we followed a
standard system engineering process for the development of
the cybersecurity architecture. It is based on a pre-specified
set of requirements and concerns. It addresses the analyzed
risks and includes components that allow updated risk moni-
toring and treatment capabilities. To realize this architecture,
the system development followed the ISO 15288:2015 tech-
nical processes for defining an architecture and its design.
Later, the developed design is subject to different system
analysis processes to evaluate it. Figure 1 depicts an overview
of the methodology followed for the development of the
cybersecurity architecture as a system of systems (SoS).
Moreover, guidelines from ISO 42010:2011[45] are utilized
for the description of the architecture. The figure also reflects
the input artifacts as well as the output for each process. Fur-
ther details are discussed in the following sections.

3.2.1 Architecture definition process

The DiD strategy (section 2.1) is utilized as an architec-
ture framework guiding the development of required defense

| Model kinds [__AADL Model [ Analysis Decisions ]

Fig. 1 Overview of the cybersecurity architecture development
methodology

layers also known as viewpoints. The defense layers were
defined after studying the documents issued by department
of homeland security [23], DNV [31], and BIMCO [24]
regarding implementing a DiD risk management approach.
Later, and following a top-down approach, the system con-
text, interfaces, and interactions with external entities are
defined (Sect.6.1). Then, the architectural entities and their
relationships toward the satisfaction of stakeholders’ require-
ments are defined. Afterward, each architectural entity is
allocated relevant properties, concepts, etc. For this sake, a
use case of the APS is presented to facilitate the description
of the aforementioned concepts (Sect.5). Then, a detailed
description of architectural entities including any required
system decomposition is conducted, depicting the interfaces
and interactions between the different system elements. The
aforementioned resources for DiD guidelines, the literature,
and our conducted risk analysis [37] were consulted for use-
ful artifacts during this stage. The outcome of these activities
is discussed in detail in section 6. The modeling techniques
utilized during these activities are preliminary data flow dia-
grams and adjacency matrices.

3.2.2 Design definition process

Architecture modeling is utilized to allocate system require-
ments to system elements (Appendix B), establish the struc-
ture of system elements (system, process, connection, etc.),
defining interfaces among them as well as among external
enabling systems. The later activities are achieved through
the formalization of a model developed using Architecture
Analysis and Design Language (AADL) [46] and OSATE,
an open-source tool that supports it [47]. AADL is utilized
to facilitate the architecture description and analysis con-
sidering that the underlying communication architecture is
modeled using the same modeling language [10]. More-
over, AADL which can extend SysML has been utilized
for analyzing critical systems due to its ability to describe
information related to hardware, operating system, and code,
allowing it to be applied at different stages during system
development life-cycle [48,49]. Afterward, the assessment
of possible NDIs is performed toward the selection of the
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preferred solutions. The literature including DiD guidelines
and our conducted risk analysis [37] were consulted regard-
ing the possible NDIs to be integrated. Finally, the model is
completed, and this paper completes the description of the
architecture and its design describing the rationale for the
different design decisions (Sect. 6).

3.2.3 System analysis process

The last question is “How the developed architecture can be
evaluated ?”. For this, a Systematic Literature Review (SLR)
was conducted following the guidelines for conducting an
SLR as proposed by Okoli and Schabram (2010) [50]. The
proposed process consists mainly of four phases, planning,
selection, extraction, and execution.

During the planning phase, the purpose of the review
is defined. In this paper, the aim is to capture the state of
the art in evaluating cybersecurity controls in the maritime
transport domain, focusing on objectives, approaches, and
relevant variables. The study aimed also to identify the rel-
evant safety considerations as well as considerations related
to the autonomous mode of operations.

Afterward, the selection phase entails the establishment
of the parameters and criteria used to search the literature
and filter the results. The following search query was used
across three digital libraries, IEEE Xplore, and Scopus (with
the appropriate syntax):(ship OR vessel OR maritime) AND
(cyber OR ”information security”) AND (risk OR threat)
AND (evaluate OR assess OR validate). The results were
filtered to only include works after 2011, English as a lan-
guage, and only considering documents of types (Conference
Paper, article). The choice to only include works that were
published in the last 10 years was based on the desire to stay
updated. In total, 33 articles were identified. A clear criterion
has been established for deciding either to include or exclude
articles from further steps. The inclusion criterion is to only
include works that targeted the evaluation, testing, assess-
ment, or validation of cybersecurity controls in a system that
is part of the maritime transport infrastructure.

Later, the extraction phase entails a deeper understand-
ing of the resulted works to perform a quality appraisal and
extract relevant data including other relevant articles. The
results included a broad range of articles related to the evalua-
tion of cybersecurity in maritime and other relevant domains.
The main objective of this work is to identify works that
have addressed the evaluation of cybersecurity controls in a
maritime transport system. Other works that target systems
outside this scope such as marine renewable energy systems
were dropped. Additionally, works that targeted the anal-
ysis or assessment of the cybersecurity of certain systems
without considering the evaluation of security controls were
also dropped. The final list of articles proceeded for the next
step was 18. Cybersecurity control evaluation is approached
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in this paper as a system analysis process. Therefore, the
data extraction step relies on the ISO 15288 standard to
map the observed artifacts in the literature to the relevant
aspects in the system analysis process in the standard. For
each screened work, the following aspects were captured:
the process, approach, method, analysis questions, relevant
stakeholders, scope, objectives, enabling systems, assump-
tions, quality and validity, discussion of corrective actions,
and the venues for communication of results.

Finally, the SLR is executed through an overall synthesis
of the found literature in addition to discussing and docu-
menting the results and findings. The extracted artifacts from
the studies during the data extraction stage are utilized for the
identification and classification of evaluation approaches in
order to identify those which are suitable for adoption in the
evaluation of the cybersecurity controls in the APS. Then,
the generation of the final document that is this paper is to
be leveraged as a source of knowledge reflecting the current
state of the art in the declared scope.

4 Threat-informed defense-in-depth

Although DiD is a widely adopted strategy and its useful-
ness against unsophisticated attacks has been demonstrated,
critical discussions have been raised regarding its ineffec-
tiveness against targeted sophisticated attacks [12]. This can
be linked to the lack of a Cyber Threat Intelligence (CTI)
program, one of the missing elements of DiD [13]. CTI
enables defenders to constantly tune their defenses to manage
the risks targeting their assets considering the current threat
landscape [51]. CTI is one of the three main pillars of the
Threat-Informed Defense strategy in addition to defensive
engagement of the threat and focused sharing and collab-
oration [52]. The three pillars interact together to provide
the ATT &CK framework [32] which can be used as an up-
to-date resource for encoded common knowledge regarding
adversarial behavior. We argue that aligning the ATT &CK
framework and DiD layers would allow more evolved cyber
risk management capabilities. So, in this paper, we propose
a cyber risk management approach that integrates elements
from the two strategies, namely the Threat-Informed Defense
from MITRE [14] (i.e., Threat-Based Defense [52]), and
Defense-in-Depth [23]. In the remainder of the paper, we will
refer to cyber risk management simply as risk management.
The approach is aligned with the risk management process
in ISO 15288:2015 [53] as shown in Fig.2 including four
stages, planning, managing risk profile, analyzing the risks,
and risk treatment and monitoring.

During the planning stage, the scope of the risk manage-
ment process is defined. This entails the provisioning of a
detailed system description including its operational context,
stakeholders, requirements, components, their properties,
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Fig.2 Threat-Informed Defense-in-Depth risk management approach

and connections. Then, the stakeholders’ risk thresholds are
derived and established from their concerns and require-
ments. Additionally, results of earlier risk analysis and
assessments are to be maintained in the risk profile. After
that, the risks in the system are analyzed and assessed to iden-
tify the required risk controls. For this step, we propose the
utilization of the AT T &C K framework [32] for facilitating
the risk assessment process. ATT&CK is an integral com-
ponent in the Threat-Informed Defense strategy as it provides
a common knowledge repository for adversarial tactics and
techniques drawn from several CTI sources. Additionally,
ATT&CK suggests tailored defensive mechanisms for each
technique. Such an approach is demonstrated in our previous
work in which we proposed an FMECA-based risk assess-
ment approach utilizing AT T &C K [37]. Based on a system
description and risk thresholds, the risk assessment process
identifies risks and proposes the required controls to mitigate
them. Later, a cybersecurity architecture for supporting the
risk management approach is developed. The architecture
development relies on the proposed controls from the risk
assessment process in addition to the stakeholders’ require-
ments.

The DiD elements form architectural viewpoints for
guiding a systematic architecture development process. For
this, a mapping between the security controls suggested by
ATT&CK and the DiD viewpoints is needed. The pro-
posed mapping is depicted and discussed in Appendix A. The
system development follows the ISO 15288:2015 technical
processes for defining an architecture and its design. Later,
the developed design is subject to different system analysis
processes to evaluate it.

At the design stage, a suitable analysis process is a model-
based risk evaluation. Several works have been observed
to implement a similar approach [54,55]. The risk assess-

ment process is conducted in several iterations against the
system model considering different possible defensive strate-
gies. The overall risk reduction (i.e., residual risk) for each
defensive strategy is calculated in order to choose the opti-
mal one. First, the cumulative risk of all the identified risks
is aggregated and then the ratio of risks of each defense
strategy compared to the base strategy (no controls) is calcu-
lated. To facilitate this analysis process, we have developed
a defense strategy comparison algorithm. The algorithm
extends the risk assessment algorithm proposed in our ear-
lier work [37] for comparing the risk reduction in different
defensive strategies. The strategy comparison algorithm is
shown in Algorithm 1. A defense strategy is modeled using a
mapping between the ATT&CK controls and the architec-
tural components which are within the scope of the control
function.

Algorithm 1 Strategy Comparison Algorithm (SCA)

1: procedure SCA(Threat information, Components information, Mitigation mea-
sures information.)

2 for each defense strategy do

3 for each component do

4: AttackList <« IdentifyRelevantAttacks

5: for each attack in AttackList do

6: Likelihood <« Cal.AttackLikelihood

7 Tmpact < Cal.AttackImpact

8 Detectability <« Calc.Attack Detectability

9 RPN <« Likelihood x Impact x Detectability

10: MitigationList <« GetAttackMitigation

11: end for

12: end for

13: StrategyOverallRisk < Sum.ofAl11RPNs

14:  end for

15:  returnRiskReduction, AttackLists, RPNs and MitigationLists for each defense

strategy
16: end procedure

In order to demonstrate our approach, we will utilize a use
case of an APS during different system development stages,
namely an APS model which has been developed in our ear-
lier work [10] as well as an implemented APS prototype
named milliAmpere2.

5 Use case: autonomous passenger ship

The Autoferry project [7] aims to develop an APS use case
named the milliAmpere2; An autonomous ferry capable of
carrying 12 passengers across the Trondheim city canal pro-
posed as an alternative to a high-cost bridge [56]. The ferry
is designed to operate autonomously with human supervi-
sion. Supervision is carried from a Remote Control Center
(RCC) encompassing monitoring APS operations and hav-
ing the ability to intervene at any moment. The operation of
the APS relies heavily on its communication architecture.
Many stakeholders are involved in the design, develop-
ment, and expected operations of the APS. The requirements
for secure and reliable communication architecture have
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Fig. 3 MilliAmpere2 ferry with an illustration of its main cyber com-
ponents

been collected and adopted from each stakeholder’s per-
spective [9]. The requirements for reliable communication
included aspects related to redundancy for high availability,
resiliency, network segregation, and others. The communi-
cation requirements have been addressed in the design and
development of the communication architecture presented
in [10]. On the other hand, the requirements related to the
cybersecurity of the APS are addressed in this paper with
the milliAmpere2 as a use case. A photograph of the mil-
liAmpere2 ferry during a test run is shown in Fig. 3 including
an illustration of its main cyber components.

A sufficient level of understanding of the communication
architecture is needed to understand the needs and methods
for implementing the security practices. An overview of the
APS communication architecture in Fig. 4 shows the dif-
ferent architectural components and their interconnections.
The proposed architecture connects the APS with its opera-
tional context through several communication channels. The
entities in the operational context include a Remote Control
Center (RCC), an Emergency Control Team (ECT), other
ships, Vessel Traffic Services (VTS), and others (more details
in [9], [10]). The APS communicates externally through
several communication modules. A Mobile Communication
Module (MCM) connects the APS to the internet through a
mobile network using suitable technology (e.g., 5G). The
APS-RCC module provides direct point-to-point commu-
nication between the RCC and the APS through a suitable
technology such as long-range Wi-Fi or mobile communica-
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tion through a different service provider. The traffic module is
required for ship-to-ship communication by broadcasting and
receiving broadcast navigation messages such as ships’ posi-
tions, speed, headings, etc. Automatic Identification System
(AIS) is a candidate for implementation for the traffic mod-
ule. Two modules for emergency purposes are integrated into
the architecture. One is responsible for providing emergency
navigation and control capabilities by the ECT while the other
is to transmit emergency signals when passengers press on
an emergency push button in case of incidents (e.g., passen-
ger falling from the APS). Finally, the last group of modules
is related to positioning and timing. Two Global Navigation
Satellite System (GNSS) receivers are implemented one is
connected to the traffic module and the other is connected to
the GNSS system. Additionally, a single Real-time kinematic
(RTK) receiver is connected to the GNSS system providing
data for positioning correction.

The internal network of the APS connects different sys-
tems needed to carry out the expected functions including
navigation, machinery systems, and others. The naviga-
tion system is responsible for collecting navigation data
from arrays of sensors as well as the GNSS system for
determining safe routes through an Autonomous Naviga-
tion System (ANS). The Machinery system is responsible
for the ship’s movement through active thrusters and a
Dynamic Positioning (DP) system which is managed through
an Autonomous Engine Monitoring and Control (AEMC).
All the aforementioned components in the different systems
are interconnected through an Ethernet network consisting
mainly of Layer-3 switches. A compatible arrangement is
proposed on the RCC to facilitate communication with the
APS network. The three communication modules, namely
MCM, APS-RCC, and traffic modules are expected to be
similar to their pairs on board the APS. Also, a Remote
Navigation System (RNS) supports the APS navigation sys-
tem, in addition to a Remote Engine Monitoring and Control
(REMC) for steering the ship.

The architecture model has been input to the developed
defense strategy comparison algorithm (Sect.4). Table 1
depicts the outcome of the algorithm for calculating the risk
reduction percentage for each considered defense strategy.
The strategy that provides the highest risk reduction is Strat-
egy 5 which is based on BIMCO guidelines. However, the
results suggest that it might be avoided in case of a reduced
budget since Strategy 3 addresses a large portion of the iden-
tified risks with a lower amount of controls. Another aspect
to consider is if satisfying the stakeholders’ requirements
is pursued, then Strategy 4 provides the optimal choice. It
addresses the requirements as well as the identified risks
while achieving a competing risk reduction score compared
to other strategies. Therefore, the architecture development
in the following section shall address controls based on Strat-
egy 4. It is worth mentioning that the financial aspect of the
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Fig.4 Overview of the APS communication architecture (adapted from[10])

Table 1 Risk reduction in different defense strategies

Strategy Risk reduction (%) Description
1 0,84 The included controls in the current system
model
2 80,22 The suggested or mandated controls in the
stakeholders’ requirements
3 69,72 The controls suggested after the risk
assessment process while considering
the current system model
4 81,94 The controls suggested after the risk assess-

ment process while considering the stake-
holders’ requirements as bases for defense

85,35
69,26
65,74

The controls suggested in the BIMCO guidelines [24]
The controls suggested in the ICS DiD guidelines [23]
The controls suggested in the DNV guidelines [31]

strategy comparison is outside the scope of this paper and
can be an item of future work.

6 Cybersecurity architecture

In this section, a cybersecurity architecture is presented
which is an outcome of our risk management approach. It
describes the different cybersecurity functions carried by
different architectural components across the APS opera-
tional context, namely the ferry, the RCC, and the ECT.
The architecture is modeled using AADL [46], thus enabling
an extended analysis on the one hand and design modifi-
cations in the future on the other. The model code can be
accessed through an online repository [57]. It presents the
architecture through a group of views encompassing the
entire System-of-Systems (SoS) layout (i.e., facilities), the

logical view (i.e., service), and the structure view (i.e., Sys-
tem elements). The following sections discuss different views
and present the outcome of the architecture development
processes mentioned in Sect.3 by providing the rationale
behind the different architectural and design decisions as
well as attempts to provide a sufficient level of traceability
among different viewpoints, system elements, stakeholders,
concerns and requirements.

6.1 Context view

The objective of the cybersecurity architecture is to address
stakeholders’ concerns regarding managing the risks against
the APS systems [10]. An overview of the Narrowest system
of interest (NSol) is depicted in Fig.5. We will refer to the
NSol throughout the paper as the APS ecosystem. This view
captures the highest level of abstraction concerning different
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Fig.5 Overview of the Narrowest system of interest

architectural components. It captures the System of Systems
(SoS) in the operational context that collectively addresses
the system objectives. Each SoS is hosted in a dedicated facil-
ity, APS SoS is hosted onboard the autonomous ship, RCC
SoS is hosted in a Remote Control Center, and ECT SoS
is hosted in a nearby boat carrying an emergency control
team. Each SoS integrates additional components or utilizes
components within the pre-defined communication architec-
ture discussed in Sect. 5. Additionally, the APS and RCC
are expected to utilize enabling systems hosted in remote
locations accessed through the internet (e.g., updates). This
view aids the understanding of various interacting entities in
the context of the cybersecurity architecture; explicit details
related to each architecture viewpoint and its relevant system
components in the operational context are discussed in the
following subsections.

6.2 Risk management

After January 1,2021, all ship owners must address cyber risk
management in their safety management systems for com-
pliance under the ISM code [58]. To aid the efforts toward
compliance with these regulations, the need for an Integrated
Security, Safety, and Ship Management System (IS3MS)
that applies an up-to-date risk management framework has
been proposed in our earlier work [9]. Several cyber risk
management approaches or frameworks have been cited in
the literature, including DNV class guidelines [31], BIMCO
guidelines [24], and ICS DiD guidelines in [23]. However,
the discussed frameworks are generic and pose no restrictions
on the applied methods. So, our proposed risk management
approach (Sect.4) includes activities that are aligned with
all of them as shown in Table 2. Moreover, our proposed
approach does not replace organizations’ risk management
processes. It can be utilized to complement them by identi-
fying existing gaps to rectify them.

The scope of the IS3MS extends the scope of the
cybersecurity architecture to include safety-related functions
including monitoring and alerting. The development of an
IS3MS architecture is a target study for future work. The
concept includes the provisioning of different risk manage-
ment functions by a centralized component. In the scope
of this paper, the IS3MS is expected to include the follow-
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ing sub-components each addressing specific requirements
or concerns:

6.2.1 Asset and user inventory

A regularly updated inventory of system users and compo-
nents is required for the planning stage to define the scope
of the risk management process. For the APS, at the design
stage, this inventory includes an architecture model. During
advanced stages in the development life cycle, this inventory
can be conducted through other architecture scanning tech-
niques. Additionally, a User Account Management (UAM)
component is included in the architecture to support user
inventory activities (more details in Sect. 6.6.4).

6.2.2 Risk assessment

Periodic risk analysis and assessment activities are required
for maritime risk management proposed by the International
Maritime Organization (IMO) in Resolution MSC. 428(98)
[15] and constitutes an established requirement from the reg-
ulators’ perspective in the APS system. This component is
proposed to facilitate the conducting of this periodic pro-
cess. It can be utilized to maintain the risk profile, aid in
the identification of threats, assesses their risks, and propose
controls. Our developed algorithm that supports risk assess-
ment for cyber physical systems [37] has been integrated
into this module. Our algorithm provides an assessment
of the current threat landscape utilizing feeds from active
Cyber Threat Intelligence programs delivered through the
ATT&CK framework. This adds to the architecture the
capability to identify weak points as well as directions for
improvement. As mentioned in Sect. 4, we extended the algo-
rithm in this paper to facilitate the comparison of different
defensive strategies.

6.2.3 Policies and procedures

The establishment of policies and procedures is a com-
mon practice related to cyber risk management with varying
focus areas. DNV’s guidelines refer to policies related to
personnel security, information classification, change man-
agement, and removable media [31]. BIMCO refers to crews’
personal devices, use of administrative privileges, and equip-
ment disposal. DiD guidelines in [23] focus on policies and
procedures that are related to the human element.
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Table2 An alignment of our risk management approach with existing relevant approaches proposed by DNV [31], BIMCO [24], and DiD guidelines

in [23]
IEC 15288 (6.3.4) [53] Our approach DNV [31] ICS DiD [23] BIMO [24]
Plan risk management Specify assets Inventory assets
Categorize asset criticality
Manage risk profile Specify risk thresholds
Analyze risks Identity failure modes Identity risks Identity security risks Identity threats

Identify controls

Identify effects of failure Analyze risks

modes
Identify failure causes

Estimate likelihood of fail-
ure causes

Evaluate risk
Identify Actions

Risks treatment and moni- Develop
toring architecture

cybersecurity Treat risks

Evaluate risks

Determine potential impact

Identify vulnerabilities

Assess risk exposure
Identify and tailor controls

Implement security controls Develop protection and

detection measures
Monitor and adjust Establish response plans

Respond to and recover from
incidents

6.3 Physical security

Controlling physical access to the facilities and components
is an agreed-upon defense layer. However, no communicated
cybersecurity requirements related to it were identified. In
our previous work [9], the requirements were elicited by
reviewing stakeholders’ publications and documents with
a focus on cybersecurity and communication requirements.
Physical security is discussed within the realm of safety
and security conditions [59, §2.2.2] and access control [8,
§4.2.3.2] and [8, §6.4.4]. This suggests that physical secu-
rity is outside the scope of the cybersecurity architecture of
the APS, yet, it is a very important element that is required
as an enabling system.

6.4 Training and awareness

The autoremote operational mode will change the traditional
human role in maritime. The need for training regarding
cybersecurity policies for APS personnel is a communicated
concern and is a common defense layer. This includes per-
sonnel who are stationed in the RCC, among the ECT, or
any other personnel that may access the APS system includ-
ing service providers. Moreover, the risk analysis process
has identified a group of threats that can be mitigated with
cybersecurity training for both system developers and oper-
ators as well as the attack techniques that leverage user
actions. Special considerations should be described regarding
the implementation of security procedures in ICS to protect
mission-critical systems. Training personnel and increasing

their awareness regarding IT and OT security threats is an
integral aspect to limit opportunities for compromising the
systems and enabling the personnel to identify signs of com-
promise. This component aggregates the management of the
aforementioned activities.

6.5 Network architecture

The segmentation and segregation of the APS network are
an established requirement. The network has been designed
with segmentation in mind to satisfy a segmentation pol-
icy related to communication reliability [9]. Nevertheless,
security segmentation considers a different perspective. A
network architecture for ICS is proposed in DiD guide-
lines in [23]. The architecture is described through different
zones and levels. The proposed zoning architecture divides
the network into six network levels across three zones each
connecting a group of components with a specific set of func-
tions.

The zones are the enterprise security zone, the manufac-
turing security zone, and the Demilitarized Zones (DMZ).
The enterprise security zone hosts mostly IT systems that are
expected to communicate with external entities. The manu-
facturing security zone on the other hand hosts mostly OT
systems responsible for local or remote control and pro-
cessing components as well as sensors and field devices.
Furthermore, several network security levels reside within
each security zone. Table 3 depicts the proposed distribution
of components across different security zones.
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Table 3 Proposed network architecture by DiD guidelines in [23]

Security zone

Security level

Systems description

Example (APS use case)

Enterprise

DMZ

Manufacturing

5

Perform communication and security manage-
ment with a required overlook over the entire
local network and communication with exter-
nal entities

Perform mostly functions related to internal
system management such as DNS and data
backup

Systems with expected external access (e.g.,
internet access)

Perform central processing and control opera-
tions

Perform local control over systems in the same
segmented network

Perform translation of commands coming from
systems in level 2 to the end devices or
expected to receive data from lower-level
devices and forward processed data to systems
at higher levels

Data flow sources or sinks

Intrusion Detection System, Security Inci-
dent and Event Monitoring

Backup Server, User Access Management,
Asset and User Inventory

Jump Server
Navigation and Machinery monitoring and
control

Dynamic Positioning System

Sensor Processing Units, I/O cards

Sensors, and Thrusters

Remote access is expected and has been identified as a
possible risk; therefore, a secure network architecture should
consider the external communications links arriving at the
network through insecure networks (e.g., mobile network or
wireless medium). For this sake, a DMZ within the APS
network is considered to host servers with expected exter-
nal access (e.g., internet access) including the jump server.
Access to the DMZ should be secured using Access Con-
trol Lists (ACL). No requirement for a DMZ at the RCC has
been identified at this stage. Systems in level 3 are considered
among the biggest targets for intruders aiming at affecting a
critical infrastructure system according to a “peel-the-onion”
analysis due to the ability to control and oversee the con-
trol systems residing in lower levels as well as the ability to
suppress potential alarms rising from their malicious actions
[23]. A similar conclusion has been drawn from the con-
ducted risk analysis [37]. The remote functions in the APS
create additional challenges to the security in level 3 systems.
Several systems outside the ship are involved in time-critical
processing and control operations on the RCC facility, such
as remote navigation and machinery monitoring and con-
trol. Such systems are not expected to have external access
according to DiD guidelines in [23] nor is this operational
mode addressed in the guidelines by DNV or BIMCO. Nev-
ertheless, these systems provide crucial functions for safety
and regulatory reasons [9]. Therefore, an additional layer
of protection is expected between level 3 systems in dif-
ferent facilities. A proposed solution using VPN tunnels is
discussed in Sect. 6.6.3.

Multiple VLANSs are suggested to realize the expected net-
work zones with appropriate Inter-VLAN routing and ACL
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rules. These configurations can be implemented at the net-
work switches to route traffic between the appropriate zones
securely and reliably. The switches act as security domain
authorities enforcing the security policies of each security
zone.

6.6 Network perimeter security

Additional measures should be put in place to secure com-
munications between different network security zones in
different facilities, namely the APS, the RCC, and the ECT.
Achieving this can be accomplished by including both phys-
ical and logical controls. The physical controls are related
to physical security which is outside of the scope of this
paper. On the other hand, logical controls can be considered
concerning the communication boundaries which are repre-
sented by the network gateways. Each gateway should be
monitored by a firewall or another security barrier enforcing
a security policy for securing the perimeter. The discussed
focus areas for perimeter security are discussed in the subse-
quent sections.

6.6.1 Firewalls

A group of firewalls is placed at the edge of each network
security zone in each facility to establish domain separa-
tion. Two dedicated network firewall devices are proposed,
at the APS and the RCC, respectively, to handle external
connections passing through two IP-based gateways (MCM
and APS-RCC Module) such as connections with vendors
over the Internet. Additional firewall capabilities for internal
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networks can be achieved through ACL implemented in the
Layer 3 switches. Moreover, utilizing host-based firewalls
can extend the borderline of perimeter security by extend-
ing the network firewall functionality to the hosts which
strengthen the ability to protect the network from malicious
intruders [23]. An illustration of the firewalls architecture is
shown in Fig. 6. This suggested architecture dictates that no
component can contact another component within or outside
its network security domain unless authorized by a security
domain authority.

6.6.2 Non-IP communication

Regarding non-IP traffic carried across the remaining gate-
ways, perimeter security is discussed through a group of
security solutions distributed among different gateways. The
first gateway, (Traffic Module), carries data related to ships’
traffic management (AIS messages). AIS is known for several
vulnerabilities including ones that invade passengers’ privacy
and launch collision attacks [60]. Additionally, jamming or
denial of service, and spoofing have been identified as pos-
sible risks during the risk assessment [37]. The proposed
mitigation techniques against AIS attacks are not imple-
mented at the firewall since the external interface of the
traffic module employs VHF communication. But, the inter-
nal interface can encapsulate AIS messages using an [P-based
protocol (e.g., TCP). The suggested mitigation methods in
the literature include the use of cryptography [60-63] and
anomaly analysis [64—66]. Therefore, solutions for AIS secu-
rity are considered for future work. The second gateway is
the emergency gateway that connects the backup naviga-
tion system with the emergency controller in the ECT and
carries non-IP traffic for navigating the APS during emer-
gencies. A proposed solution to the security of this link is to
establish “Communication Authenticity” so that only authen-
ticated devices can establish communication over this link.

Firewall

=

A solution using security monitoring is proposed in Sect. 6.8.
The third and fourth gateways are the RTK and GNSS mod-
ules. The GNSS and RTK receivers provide the system with
data needed for positioning measurements. RTK signals are
not known to be a medium for attacks. GNSS signals on
the other hand are susceptible to several known attacks.
GNSS jamming and spoofing have been identified among the
threats against the APS operations and the existing mitiga-
tion methods are classified by the conducted risk analysis as
insufficient. Jamming attacks are proposed to be mitigated in
the APS use case through redundant functional components
such as other sensors (e.g., lidars, video, etc.) and backup
GNSS systems. This has been considered and discussed in
the conducted risk assessment [37]. Several solutions have
been observed in the literature relying on anomaly detection
using machine learning [67], and specification-based detec-
tion [68,69]. We have addressed this issue in our other work in
which we have conducted an anomaly analysis and proposed
detection rules for detecting simple and sophisticated attacks
against GNSS systems communicating using the NMEA pro-
tocol (National Marine Electronics Association) [69]. The
development of a dedicated anomaly detection solution is an
item for future work.

6.6.3 VPN

The risk assessment process identified an important mitiga-
tion method through the encryption of sensitive information
in transit. Moreover, Virtual Private Network (VPN) tunnels
are suggested by DiD strategy to be implemented between
systems in the same security level in different facilities
for maintaining perimeter security [23]. For instance, the
autonomous navigation component in L3 in the APS is
expected to communicate navigational information to the
remote navigation system in L3 in the RCC; this commu-
nication passes insecure mobile and/or broadband networks
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and may contain passenger-related data (e.g., video stream).
Therefore, VPN is suggested to be implemented to secure
these communication flows. As shown in Fig.7, VPN tun-
nels are proposed to be integrated into the APS and RCC
dedicated firewalls using router-based IPSec protocol [70]
to reduce firewall management. Otherwise, client-based fire-
walls using PPTP (Point-to-Point Tunneling Protocol) [71]
provide another implementation option.

6.6.4 Access management

The conducted risk analysis process has proposed consid-
erations to be integrated into the access management com-
ponents including a password policy, multi-factor authenti-
cation, and software and device authentication techniques.
An overview of the access management services in the APS
architecture is depicted in Fig.8. At the higher level of
abstraction, the facilities hosting different SoSs are expected
to be registered on a common platform. This is a commu-
nicated requirement for having a ship registry component
within the system operational context. Moreover, within
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the same facility (e.g., RCC), the operator can access
components through a User Access Management (UAM)
component that implements a password policy. User access to
components in another facility requires a multi-factor authen-
tication process (MFA) integrated with the UAM component.
Hardware component-to-component access is controlled by
ACL while software component-to-component access is con-
trolled by a functionality integrated into different Application
Programming Interfaces (API) which we refer to as API
Access Control (API-AC). A group of security requirements
is expected to be communicated to the providers of the
enabling systems regarding the access management solutions
such as the implementation of secure protocols related to
Authentication, Authorization, and Accounting (AAA).

DiD guidelines [23] suggest implementation options for
the UAM and APIs. Regarding UAM, centralized access
management for each facility is favorable over a distributed
approach. Lightweight Active Directory Protocol (LDAP)
is a possible protocol for implementation as it can provide
Role-Based Access Control (RBAC) which is the recom-
mended approach proposed according to the conducted
risk analysis. Remote Authentication Dial-In User Service
(RADIUS) or Terminal Access Controller Access-Control
System (TACACS) are both valid implementation options
for the UAM [23]. However, the centralized approach intro-
duces a risk if the authentication server gets compromised
therefore, strict security controls should be applied to pro-
tect this server as well as establish redundancy. Also, remote
connectivity is required for maintenance due to unmanned
operations and jump servers hosted in the DMZ are pro-
posed for this sake. Remote access to the jump server should
be secure and MFA is proposed for that. Regarding APIs,
they are widely popular in ICS and suffer from a wide range
of security issues [23]. Therefore, great attention should
be spent on the development of the API-AC component.
This observation will be forwarded to other project mem-
bers responsible for the development of APIs.

Further complications regarding access control and authen-
tication are expected in ICS networks due to the provisioning
of systems by different manufacturers not necessarily imple-
menting the same authentication mechanisms. Therefore,
local authentication and authorization policies and proce-
dures should exist in these components.

6.7 Host security

Considering the viewpoint of host security, several aspects
of interest have been identified through implementing the
DiD strategy as well as the learned from the conducted risk
analysis. These aspects are detailed in subsequent sections.
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6.7.1 Patch and vulnerability management

Keeping up-to-date software with security patches is a strong
countermeasure to many cyber threats. Integration of compo-
nents for patch and vulnerability management (PVM) is an
agreed-upon mitigation method according to the conducted
risk analysis process and different DiD strategies. Moreover,
a PVM component supports the satisfaction of established
requirements regarding updates and security analysis. At the
same time, the impact of a system patch should be evalu-
ated before implementing the patch on the operating APS to
ensure ongoing operations, especially regarding the opera-
tion of critical components.

6.7.2 Malware protection

The integration of the endpoint malware protection com-
ponent within the APS architecture is a communicated
requirement. Additionally, DiD guidelines suggest malware
protection tools for supporting host security. Moreover, the
risk assessment process has identified anti-malware among
the required risk mitigation measure. Therefore, malware
protection software is to be integrated into the relevant archi-
tectural components.

6.7.3 Application isolation and sandboxing

Identified as a risk mitigation method through the conducted
risk assessment to mitigate against high risk imposed by
scripting threat. The utilization of virtual machines, docker
containers, and other forms of application and component
separation is encouraged. Nevertheless, each implementa-
tion imposes different security threats and therefore, relevant
security controls should be integrated. DiD strategies suggest
considerations for the application of virtualized host compo-
nents. This risk mitigation method is of particular relevance
to centralized components hosting autonomous and remote
control and navigation functions as well as other components
for system and network management and security. The appli-
cation of virtualization has been proposed in the architecture
design earlier [10] and is also adopted in the scope of this
cybersecurity architecture.

6.7.4 Backup

Data backup has been identified as the most important risk
mitigation method during the conducted risk analysis to miti-
gate several attack techniques such as defacement attacks and
loss of availability [37]. Also, a specific requirement exists
concerning the availability of backup facilities for protection
and recovery functions following a backup policy. Moreover,
remote backup facilities have also been suggested during the
risk analysis and the RCC is proposed to host such facilities.

For this purpose, two backup servers are proposed, a server
on board the APS and another hosted in the RCC. Regarding
the APS backup server, the requirement dictates that an early
alert indicating storage capacity exhaustion should be imple-
mented and the ability to transfer the data to shore should be
made available [9].

6.7.5 System hardening

Referred to by BIMCO as “Secure configuration of hardware
and software” [24], this component is proposed to address a
group of concerns identified through the risk analysis pro-
cess. It is a required activity to perform several tasks as
risk mitigation measures against the high, medium, and low
risks including scripting, system timer attacks, and block
reporting messages attacks. This component is expected to
manage such operations including static network configura-
tion, restrict file and directory permissions, and others.

6.8 Security monitoring

Intruders are expected to gain access somehow as observed
in many attacks against highly secured industrial control
systems [72,73]. A specific requirement exists to integrate
monitoring capabilities to detect unusual activities within the
network and hosts. Proposed solutions according to different
DiD guidelines and the risk analysis are the application of
Intrusion Detection and Prevention Systems, security infor-
mation and event management (SIEM) systems as well as
security audit logging.

6.8.1 Intrusion detection and prevention systems

Intrusion Detection Systems (IDS) and or Intrusion Pre-
vention Systems (IPS) are vital elements for maintaining
the security of the APS network. Similar to a typical ICS
network, the network traffic within the APS network is pre-
dictable, the communicating hosts, I[P and MAC addresses,
ports, protocols, etc should be known. Strong rules to detect
unusual traffic should be feasible, but care must be paid
when utilizing IPS since they may stop ongoing vital time-
critical operations. Therefore, passive IDS are more favorable
than IPS. At the same time, IPS can be utilized to take
action against events with high confidence malicious ratings,
especially during autonomous operations to reduce human
involvement.

IDS are commonly utilized in vehicular systems includ-
ing maritime vessels as indicated in a survey conducted by
Loukas et al. [74]. However, the focus of such systems is
mainly on GNSS spoofing and anomalies related to CAN
bus protocol. The placement of IDS/IPS according to the DiD
strategy is advised to be located in high traffic locations (i.e.,
connected to network switches) or between security bound-
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Fig.9 proposed IDS/IPS architecture in the APS network

aries (i.e., connected to a firewall) [75]. Figure9 depicts a
proposed arrangement of IDS in the APS ecosystem. In the
APS network, all traffic between the cell security zone (i.e.,
L2,L1, and LO) and L3 should be sent to the internal IDS/IPS
with the main focus on inter-system traffic that should
be predictable to some extent. Additionally, the conducted
risk analysis has identified the need for special host-based
IDS/IPS units hosted on the backup ANS and the backup
AEMC to monitor traffic from the emergency controller
onboard the ECT. Moreover, a main IDS/IPS on each of the
APS and the RCC is expected to monitor and possibly con-
trol the traffic received from the gateways connected to the
enterprise security zone. The IDS/IPS is expected to include
capabilities for mitigating a group of identified threats. Such
capabilities include Data Loss Prevention (DLP), Endpoint
Denial of Service, Restrict Web-Based Content, and others.

6.8.2 Security incident and event monitoring

Logging and monitoring of security-related events are an
integral aspect to detect and identify malicious attacks and
is among the communicated requirements. Therefore, it is
important to enable the logging feature on all the devices
within the APS network and facilitate the collection of this
information for processing through host-based agents. This
feature can be used as one of the data sources for centralized
Security Incident and Event Monitoring (SIEM) compo-
nents. The role of each SIEM component includes but is
not limited to monitoring and logging; it can even include
detection and post-incident preparation [76]. The centralized
SIEM can also receive IDS/IPS data to correlate with other
data sources for the detection of possible security events. A
possible implementation option is through the utilization of
open source Elastic stack instruments [77]. Elastic stack has
been proposed in the literature for providing SIEM function-
ality and more [78,79].

During the system analysis process, we have evaluated
different possible placements of the STEM component within
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the APS ecosystem. The first considered option as shown in
Fig. 10a, is one node at the RCC overseeing the APS net-
work. This option, although it provides a single management
location and reduced SIEM cost, has several shortcomings.
First, all data collected from the host-based agents at the
APS will need to be transferred over the network to the RCC
which will consume valuable bandwidth required for crit-
ical functions. Second, some components within the APS
are not expected to have external connectivity and therefore
will not be managed by the SIEM at the RCC. Finally, the
APS can be managed by different RCCs at different times;
this setup will require re-configuration whenever the RCC in
command is changed. The other option is shown in Fig. 10a,
a dedicated SIEM at each of the APS and the RCC. Both
nodes are configured to collect all the required information
from the other components within their respective network
through the host-based agents. This option limits the occu-
pancy of the communication link for SIEM data require no
re-configuration at changing the RCC, and offline compo-
nents are still managed by the local SIEM. At the same time,
the shortcomings of this option are the increased manage-
ment locations as well as increased SIEM cost.

Moreover, the APS is expected to host several components
that are maritime-specific such as the AIS, NMEA speaking
components, etc. The inclusion of such components within
the coverage of the SIEM component would require vari-
ous adaptations and domain-specific rules and alerts. This is
proposed as an item for future work.

6.9 Vendor management

Considerations regarding vendor management have been
communicated in our previous work [9]. In the same direc-
tion, several policies and procedures are proposed by dif-
ferent DiD guidelines including security in supply chain
management, outsourcing, and leveraging cloud services.
Establishing security requirements at early stages during the
procurement process is proposed to be conducted to control
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the provisioning of services by third parties [23]. For exam-
ple, a set of requirements could be specified when purchasing
gateways to provide VPN capabilities, firewall capabilities as
well as anti-spoofing capabilities. Additionally, several pro-
cedures are proposed through the conducted risk analysis to
manage the risk in this direction. Such procedures include
application vetting, updating software, audit, code signing,
vulnerability scanning, and boot integrity. This component
is proposed to aggregate the management of these activities.

6.10 Incident response

The formulation of Incident response plans is a communi-
cated requirement for the APS. Additionally, several DiD
guidelines suggest activities related to incident response such
as establishing contingency plans [24,31], and data recovery
[24]. Moreover, the conducted risk analysis has identified
the utility of out-of-band communication channels as backup
channels during incident response or in case of communica-
tion failure. This component is proposed to manage different
activities and aspects related to incident response such as the
provisioning of appropriate incident response plans.

7 Cybersecurity evaluation

The conducted SLR has captured the state of the art for the
evaluation of cybersecurity controls in the maritime domain.
We have identified existing approaches, aspects, scopes, and
objectives. In this section, we will summarize our findings
and utilize the observed approaches and aspects for evaluat-
ing the proposed risk management approach and its produced
cybersecurity architecture.

7.1 Evaluation approaches

Several approaches have been observed with a distinct
scope and varying levels of rigor. Table 4 depicts the
observed approaches and evaluation environments. Com-
monly, approaches are combined for improving the evalu-
ation process. Surveys through checklists and questionnaires
are the most common method. Surveys focus on aspects
including market research; quality and cost of controls
[54], stakeholder engagement [26], usability and quality of
risk assessment frameworks [80,81], existence, revision and
awareness of controls [25]. Risk evaluation including risk
and residual risk estimation and assessment is usually com-
bined with another approach such as assessing the risks in
scenarios using a game-based approach [82] or through ques-
tionnaires [54,81]. Some works evaluate the performance of
target systems to assess their security or the impact of security
controls on their operation. This is observed to be achieved
through emulating the behavior of adversaries (i.e., adversary

emulation) [66,83] or testing the functionality of a specific
functional unit (i.e., unit testing) [26,82,84,85]. Other works
target the exiting vulnerabilities in the system as an indi-
cator of the efficiency of its security posture [25,86]. Kuhn
et al [87] carried out an exercise for assessing the risk per-
ception of participants for evaluating their decision-making
capabilities in cyber incident response. McCready et al [88]
researched relevant standards and regulations for evaluating
the utility, feasibility, and aspects of a maritime compliance
regime as an organizational control for improving the cyber-
security posture of organizations in the maritime domain.
The authors also indicated the importance of record-keeping
for the evaluation of the cybersecurity posture for audit pur-
poses.

Moreover, the approaches vary based on the system devel-
opment life cycle of the target system of evaluation. This is
reflected in the environment used for evaluation. Some works
addressing high-level controls such as compliance regimes
[88], and risk assessment frameworks [80,86] utilize abstract
descriptions of the target systems including relevant organi-
zations, facilities, and utilized technologies for qualitative
evaluation. Other model-based approaches tend to be the-
oretical with the capacity for simulation [54,55]. On the
other hand, in more advanced system development phases,
approaches tend to consider more realistic settings reaching
the ability to evaluate the real target system [25,26] and on
some occasions simulating certain elements in the environ-
ment [89,90]. Additionally, some works address the software
source code, middleware and hosting operating system for
evaluating its security [82,84,85].

All the observed approaches rely on a specific threat model
encompassing several elements such as target system, threat
or attack, mitigation methods, and others. Some approaches
are more defensive as they mostly address the established
risk mitigation measures or the existence of vulnerabilities
in the target system [25], in other words, blue team activities.
Other approaches are more offensive as they aim to evaluate
the behavior of the target system against specific adversarial
activities [66,83], in other words, red team activities. Other
approaches consider both perspectives [54], similar to the
concept of purple teaming, aiming to establish a wider view
of the cybersecurity posture of the target system and its risk
management capabilities.

7.2 Aspects, scopes, and test objectives

A wide range of aspects has been observed encompassing
security, privacy, functional, cost, and governance aspects.
Table 5 depicts a summary of the observed aspects, their
scope, and the test objectives of the system analysis. Regard-
ing the scope, some works have addressed the entire security
posture of the organization including the organization, stake-
holders, systems, and services. Other works target a certain
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Table 4 Evaluation approaches and environments

Method References

Environment References

Risk evaluation [54,55,81,89]

Survey [25,26,54,80,81]
Vulnerability scanning and assessment [25,86]
Performance evaluation [26,82,84,85,90]
Unit testing [26,82,84,85]
Exersize [87]
Gamefication [87,89]
Research [88]

Record keeping [88]

Adversary emulation [66,83]

Simulation/system model [54,55,83,87]

Real system [25,26]

SW [82,84,85]
Simulation/real systems [66,89,90]
Abstract [80,81,86,88]

system such as a ship or the navigation system with or with-
out knowledge of the included security controls. Others target
specific security controls such as incident response, policies,
and procedures. Regarding the targeted aspects of evaluation,
several security aspects are observed including effectiveness,
existence, awareness, and revision of controls, the existence
of vulnerabilities, requirement satisfaction, and recommen-
dations. Testing the effectiveness of controls is the main goal
of evaluation with varying objectives. Some works targeted
quantitative metrics such as detection quality, number of vul-
nerabilities over time, and successful logins. Others targeted
qualitative aspects such as the effect of experience on inci-
dent response, or how the security control would respond to
attacks. Also, evaluating the satisfaction of the stakeholders’
requirements related to security and privacy is a common
objective. Additionally, the functional aspect is addressed by
several works focusing on the behavior of the system under
attack, the integration of controls within the system, and the
usability, feasibility, and applicability of the security controls
assessed by the system stakeholders. Moreover, the finan-
cial and operational cost of controls during different system
development life cycles is also addressed. Finally, aspects
related to governance such as roles and responsibilities, the
obligation of application, penalties of non-compliance, and
assessment frequency have also been investigated.

7.3 Cybersecurity evaluation of the APS use case

Considering the current technology readiness level of the
APS use case, there are several aspects and test objectives
that are relevant for evaluation. The scope of the evaluation
extends to the proposed risk management strategy (Sect. 3),
and the security architecture produced after its application
(Sect. 6).

Proper evaluation of the risk management strategy can
be conducted over time by observing the efficiency of the
developed cybersecurity architecture. However, its feasibil-
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ity and usability have been evaluated. The risk management
process was initially conducted against a system model of the
APS; this has led to the development of the security archi-
tecture in Sect. 6. Moreover, another iteration of the process
was conducted against the implemented prototype which is
the milliAmpere2. The risk assessment process identified a
group of risks and required controls that were later integrated
into the ferry and the RCC. This reflects the suitability of the
process for applications in different system life cycle stages.

The next subject of evaluation is the proposed cyberse-
curity architecture. The evaluation was conducted again for
the developed model as well as the implemented ferry. The
evaluation was conducted using several methods, namely risk
evaluation, simulation and checklist, and adversary emula-
tion.

7.3.1 Risk evaluation

We have implemented our proposed risk assessment approach
[37] for the estimation of residual risk before and after the
integration of the security controls. The risk evaluation was
conducted for two system definitions. The first one is the
model of the APS communication architecture discussed in
Sect. 5. The other one is for a model of the implemented mil-
liAmpere2 ferry. The cybersecurity architecture can improve
the risk reduction from 0.84 to 81.94% for the APS commu-
nication architecture model, and from 58.37 to 85.72% for
the milliAmpere?2 ferry. The deficiency in the risk reduction
value is mostly related to risks with no existing or limited
controls such as resource hijacking and radio jamming; this
is inferred from the fact that the AT T &C K framework des-
ignated such risks to have no or limited existing controls. The
risk reduction in the milliAmpere2 before the cybersecurity
architecture is due to the existence of controls such as net-
work segmentation, physical security, firewalls, and several
others. However, the existing controls weren’t sufficient for
addressing critical to medium risks.
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7.3.2 Simulation and checklist

An observed method for evaluating the cybersecurity archi-
tecture is to check its satisfaction with the cybersecurity
requirements. Yi and Kim [84] discussed the evaluation
of naval ship combat software against a set of specified
technical requirements related to accuracy and adequacy.
Additionally, Grigoriadis et al [26] reached out to stake-
holders for evaluating their risk assessment process against
security, privacy, operational, and usability requirements. As
mentioned before, we have identified a group of cybersecu-
rity requirements for the APS [9]. These requirements are
then utilized for evaluating the security architecture based
on the verification criteria defined during the architecture
design (Sect.3.2.1). The evaluation was conducted against
two system definitions, namely a simulated cybersecurity
architecture, and the implemented milliAmpere?2 ferry.

In this paper, simulation is utilized to verify the feasi-
bility of integrating the cybersecurity architecture within
the underlying communication architecture and to facilitate
later security analysis. A prototype implementation of the
IP-based components is provided using the GNS3 simulator
[91]. GNS3 (Graphical Network Simulator-3) is a platform
for emulating appliances (network, endpoints, etc.) using vir-
tualized images. It enables the configuration, testing, and
development of networks with flexibility and lower cost [91].
Later, cybersecurity controls proposed in the cybersecurity
architecture in Sect. 6 were integrated using a variety of open-
source and off-the-shelf controls to evaluate their feasibility
and suitability for the autoremote operational mode. Later,
the simulated architecture is evaluated for its satisfaction
with the requirements. A summary of the verification process
including the design-level and implementation-level verifi-
cation criterion as well as details regarding the supporting
components and conducted processes is shown in Table 7 in
Appendix B. Detailed description of the simulated network,
integrated controls, and attack trees used for evaluation is
presented in Appendix D. Access to our simulated network
can be provided upon request.

The design-level verification is of low fidelity and only
intended to verify the feasibility of the cybersecurity architec-
ture in the APS design model and simulated implementation.
It demonstrated the feasibility of the model for implemen-
tation and shed some light on the considerations regarding
the provisioning of risk management functions within the
autoremote operational mode. More details are discussed in
Sect. 8.

On the other hand, the implementation-level verification
has shown some limitations in the cybersecurity posture of
the milliAmpere2 ferry. Due to the involvement of several
technology and service vendors, some cybersecurity controls
have implementation gaps and limited information regarding
their details. The most critical issue observed is related to

regular software updates. A high-priority requirement exists
to enforce regular software updates for components in the
APS network. However, our evaluation uncovered that some
components have outdated software versions and no exist-
ing process for updating them. Another issue that has been
identified is related to the lack of training exercises related
to cybersecurity. Efforts are planned in this regard and are
expected to be items for future work. Moreover, the inclusion
of some security controls has been found to be not feasible in
the current implementation. Some components are protected
from manipulation through agreements with vendors which
limited the ability to install agent software for a dedicated
SIEM and HIDS software. Therefore, reliance on NIDS is
considered an alternative. Furthermore, a requirement exists
related to the network topology to avoid including compo-
nents used for navigation and control in the same network.
However, it was found that this requirement is not satisfied.

In summary, the simulation was useful in reducing the
cost of implementation at the real ferry as well as for trying
out several implementing options at a lower cost. How-
ever, contextual information such as access limitations to
some components was not considered during the simulation.
The checklist approach uncovered several limitations in the
implemented cybersecurity architecture of the ferry allowing
for future improvements.

7.3.3 Adversary emulation

Having access to the implemented ferry allows for conduct-
ing hands-on adversary emulation; a security assessment
process applying realistic attack scenarios which emulate
the capabilities of real threat actors [32]. Several works
in the literature have applied it in demonstrating and eval-
uating the security of maritime systems. Balduzzi [66]
conducted various attacks against AIS protocol and some
of its implementation to evaluate its security. Also, Hem-
minghaus [83] proposed a tool for automating several attacks
against integrated bridge systems to evaluate the established
security controls. Adversary emulation is another instrument
of the Threat-Informed Defense strategy that utilizes the
ATT&CK framework for mapping the adversarial behavior
of a specific set of Advanced Persistent Threat (APT) groups.
Conducting adversary emulation against the implemented
ferry is intended as an evaluation process for the imple-
mented cybersecurity architecture. Additionally, we aimed to
understand the impact of the autoremote operational mode
on cybersecurity functions and how would they withstand
realistic cyber attack techniques. Based on that, we define a
group of tests consisting of different AT T &CK tactics (i.e.,
kill chain phase) and techniques against different components
for achieving a comprehensive evaluation.

The tests are intended to be comprehensive, covering
all the attackers’ objectives (i.e., tactics) proposed in the
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ATT&CK framework and a wide range of techniques and
software to implement them. For each tactic, at least one test
was planned and developed. The tests were prioritized based
on those identified as critical to medium risks and those which
are technically feasible for testing. A summary of the planned
and conducted tests is depicted in Table 8 in Appendix C.
Several tests were not allowed to be carried out due to access
limitations by the network vendors. The conducted tests have
yielded useful information that will be used for improving the
cybersecurity posture of the ferry ecosystem. This includes
the discovery of critical vulnerabilities and a large number
of open network services. Utilizing the ATT &CK frame-
work enriched the adversary emulation process by enabling
the development of atomic tests in a systematic manner. Still,
a wide range of tests is needed to evaluate the entire archi-
tecture.

The utility of the adversary emulation process has been
demonstrated. Conducting it at several iterations is needed
to maintain accurate risk awareness. However, it comes with a
high costin time and resources. Therefore, efforts to automate
some of the tests and expand their scope are items for future
work.

8 Discussion

In this section, we present our reflections after conducting
the different research activities presented in this paper. We
discuss the challenges and limitations observed in differ-
ent applied approaches. Also, we present our observations
regarding the provisioning of risk management functions
within the autoremote operational mode.

Starting with the risk management strategies. The DiD and
the Threat-Informed Defense as risk management strategies
are evaluated in this work through the integration of differ-
ent elements in the strategies toward the development of the
cybersecurity architecture of the APS. The DiD has been
challenged previously for its ineffectiveness against sophis-
ticated attacks [12]. These findings are confirmed in this work
when discussing protocol-specific controls related to Non-IP
communication in Sect. 6.6.2. We have identified the need for
a dedicated anomaly detection solution for the NMEA pro-
tocol since traditional IDS systems are not tuned to detect
anomalies for this specific protocol. This supports the argu-
ment that a DiD approach that relies on stacking up controls
without proper evaluation of the threat landscape would risk
the protected system against sophisticated attacks. Addition-
ally, using simulation we have evaluated and demonstrated
the utility of the proposed cybersecurity architecture in with-
standing several cyber attacks. We have observed limited
discussion regarding system hardening activities in several
DiD guidelines while several suggestions in this direction are
provided by the AT T & C K -based risk assessment. Addition-
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ally, the Threat-Informed Defense strategy provided several
instruments that enriched the risk management process and
aided the development of the cybersecurity architecture.
These instruments include the ATT &C K framework, and
the defensive engagement of threats using adversary emu-
lation. Both instruments are constantly updated from CTI
feeds which allows the architecture to constantly evolve in
order to match the latest threat landscape. However, some
limitations are observed in the defensive functions pro-
posed in ATT&CK such as the lack of clear interfaces
between threats and incident response functions as well as the
lack of high-level risk management elements such as roles
and responsibilities. These findings indicate that our pro-
posed Threat-Informed Defense-in-Depth risk management
approach does provide improved risk management capabili-
ties by combining both strategies.

Regarding the cybersecurity evaluation. The difference in
the evaluation results between different evaluation methods
highlights the importance of diversifying evaluation pro-
cesses. Some approaches are less costly to implement (e.g.,
risk-based evaluation); however, their fidelity and accuracy
have been questioned. An instance of this has been observed
in this work. The risk evaluation assumes that if a mitigation
method exists, it is sufficient to reduce the risk. However,
the adversary emulation process has uncovered several dis-
crepancies. For instance, a password policy exists regarding
default credentials, during the risk assessment this infor-
mation has rendered all relevant threats to be of negligible
risks. During the adversary emulation process, 2 devices
with default credentials were found. Hence, inaccurate risk
assessment. This issue showcases a usability issue of the risk
assessment process; it requires a lot of information that is
not easily and readily available, such as the correct status
of cybersecurity control coverage for all components in the
network. Without active adversary emulation, knowing this
with high confidence is not possible for all threats.

The simulated cybersecurity architecture implemented
during the system analysis stage has highlighted several chal-
lenges in conducting the security functions in the context of
the autoremote operational mode. The systems onboard the
APS will need to be managed remotely due to the crew-less
nature of the APS. This dictates the need to enable a remote
management solution. One example is implemented through
the installation of a remote desktop service for all compo-
nents to facilitate their maintenance. This has been observed
to be the case in the implemented milliAmper2 ferry. Another
solution may include the utilization of Secure Shell Protocol
(SSH). However, these particular solutions make the APS
susceptible to remote attacks if the proposed cybersecurity
architecture is not adopted. From the perspective of the secu-
rity solutions, it has been observed that solutions that only
function through a graphical user interface (GUI) are chal-
lenging to manage when integrated within the APS network.
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So, solutions that provide Command Line Interface (CLI)
are more suitable to facilitate their automation and remote
management. Additionally, the proposed network architec-
ture by DiD is challenged in the context of the autoremote
operational mode (refer to Sect. 6.5). Therefore, we proposed
the utilization of VPN tunnels to extend the perimeter of
network security levels to span across different facilities.
Further analysis of the impact of this proposition on the
control and monitoring functions in the APS is within the
scope of future work. Moreover, the GNS3 has provided very
useful capabilities to demonstrate the feasibility of imple-
menting and integrating different components. However, we
have observed drastic network latency and packet loss which
is linked to the nested virtualization capabilities. This draw-
back has led us to consider migrating the implementation to
another platform for future work.

Finally, we acknowledge the following limitations in our
proposed approaches and their application:

— Defense strategy comparison algorithm: The comparison
is only based on the risk reduction without considering
the cost of implementation. Also, the calculation relies on
the controls inthe AT T &C K framework. Some controls
in DiD do not map to a clear control in the ATT&CK
framework. Therefore, some controls do not account for
a risk reduction such as “Establish contingency plans”
(Other examples are found in Table 6).

— Cybersecurity evaluation: The simulation of the cyberse-
curity architecture relied on a group of commonly used
open-source or free tools. Some tools are referenced in
the literature such as the elastic stack for the SIEM com-
ponent while others were chosen only for practical and
compatibility reasons. On the other hand, the adversary
emulation processes were restricted to allowed and feasi-
ble tests against the ferry which is only a small subset of
the required tests for effective and comprehensive eval-
vation. Future works can investigate solutions to such
limitations.

9 Conclusion

The ongoing digital transformation in the maritime domain
has produced novel technologies and modes of operation. An
instance of this is the proposition of Autonomous Passenger
Ships (APS) for inland transportation. The APS technol-
ogy is projected to operate under autoremote operational
mode, autonomous when possible, remotely controlled when
needed. With the recent calls for introducing cyber risk
management capabilities in the maritime domain, investi-
gating suitable means for the provisioning of cyber risk
management functions for APS is a raising need. This paper
investigates cyber risk management for the APS technol-

ogy. Our research methodology follows a system engineering
approach for the application of risk management functions
during different system development phases. The approach
relies on both the perspective of the classification society in
the maritime domain and academia. The Defense-in-Depth
(DiD) is observed to be an agreed-upon strategy for provid-
ing risk management capabilities. However, some limitations
regarding its implementation for defending critical systems
have been communicated. Therefore, we proposed a new
risk management approach combining DiD with another
risk management strategy named Threat-Informed Defense.
Our proposed approach has been demonstrated to expand
the provisioning of risk management functions using those
proposed in the ATT&CK framework. Our approach is
demonstrated through the development of a cybersecurity
architecture for an APS use case. Afterward, a Systematic
Literature Review (SLR) for cybersecurity evaluation in the
maritime domain has been conducted and its results are pre-
sented. Observed approaches and artifacts from the SLR are
then utilized for the evaluation of the proposed cybersecurity
architecture for the APS. The evaluation has been conducted
utilizing a system model as well as a real implemented pro-
totype of an APS named milliAmper2. Several evaluation
approaches have been deemed relevant to the current technol-
ogy readiness level of the APS technology, namely risk-based
evaluation, simulation and checklist, and adversary emula-
tion. Risk evaluation reflects that the risk reduction in the
proposed architecture is close to the optimal score consid-
ering it addresses the requirements as well as the identified
risks, rendering other controls suggested in certain guide-
lines as non-critical. The adversary emulation and checklist
evaluation approaches have identified vulnerabilities and
unaddressed risks which have been observed to be a metric
of successful risk management strategy. The simulation has
uncovered challenges and considerations regarding the pro-
visioning of risk management in the autoremote operational
mode. This includes network segmentation, the reliance on
non-IP communication, as well as the placement of SIEM
components.

Moreover, the risk assessment process, which is an inte-
gral component of the proposed risk management approach,
has identified new threats with varying level of sophistica-
tion. The proposed cybersecurity architecture has been tuned
toward addressing such threats. For instance, a technology-
specific intrusion detection system has been proposed and
investigated in another work based on the work in this paper.
This suggests that the communicated concerns regarding the
limitations of DiD in defending against sophisticated attacks
are addressed in the proposed architecture.

Several items have been identified suggesting the need for
future work. Considering that autonomous vessels rely on
machine learning and artificial intelligence, there is a lack of
discussion related to the threat of adversarial machine learn-
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ing in the maritime domain, also including other aspects
in the strategy comparison algorithm such as the finan-
cial aspect for improved strategy analysis. Additionally, the
inter-relations between safety and cybersecurity functions
within the context of the APS require additional attention.
Finally, additional work is needed relating to the adoption
and automation of cybersecurity evaluation methods toward
reducing the involvement of the human element.
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A Mapping between ATT&CK and DiD ele-
ments

In this section, we discuss our developed mapping between
the ATT &CK controls and DiD elements. This mapping is
intended to facilitate the structured architecture development
process in order to allocate the controls which are proposed
from the risk assessment process and consider them during
the architecture development. The mapping is done based on
the description of the controls in the AT T &CK framework
and the DiD element description. Table 6 depicts the outcome
of our mapping efforts. The table reflects that the controls in
ATT&CK do not support all the DiD elements, and others
do not map to any DiD element. This indicates that aligning
both would broaden the defensive capabilities of the target
system.

@ Springer

Additionally, Table 6 reflects the sources discussing dif-
ferent DiD elements. The stakeholders’ requirements that are
related to cybersecurity span across all defense layers except
physical security. Additionally, the variance of controls and
DiD elements discussed in different sources demonstrates the
need for continuous improvements in the risk management
capabilities as no single source has considered all possible
controls.

B Verification of requirements

A detailed analysis of the cybersecurity requirements ver-
ification has been conducted and is depicted in Table 7 to
demonstrate the satisfaction of the communicated require-
ments by the proposed architecture. The table details the
addressed requirements, their priority, the required verifi-
cation criteria, the relevant architectural components, and
efforts made to verify as well as evaluate the satisfaction of
the requirements. The requirements are labeled using a three-
level coding scheme (a-b-c). The first level (a) refers to the
domain (S for Cybersecurity). The second level (b) refers
to the sub-domain which are 1) identification (I), ii) protec-
tion (P), iii) detection (D), iv) response, and v) recovery (R).
Finally, the third level (C) refers to the number of the serial
number of the requirement within its sub-domain.

Regarding the requirements priority, this property conveys
the exact necessity level of each requirement as communi-
cated by the stakeholders. Using the metrics in the MoSCoW
requirement prioritization technique, most of the communi-
cated requirements are “should” except two that are “must”.
The requirements with a priority “should” as communicated
by one of the stakeholders suggests guidelines describing
recommended processes to maintain equivalence with con-
ventional designs [8]. In our previous work [9], we adopted
these requirements with their indicated priority to propose
a feasible architecture that is needed at the current project
phase.

C Adversary emulation process

A summary of the adversary emulation process conducted
against the milliAmpere?2 ferry is shown in Table 8. Due to
space limitations, the table presents only selected tests of the
complete required set of tests. The shown tests cover all the
attackers’ objectives (i.e., tactics) proposed inthe AT T &C K
framework and a wide range of techniques and software to
implement them. For each tactic, the relevant techniques,
the test method, results, and proposed corrective action are
presented.
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Table 6 A mapping between DiD layers, elements, and their relevant AT T &CK controls. In addition to indication of the sources that discussed

their need
Defense layers Elements Requirement DNV ICS DiD BIMCO ATT&CK
Cyber security and Policies and v v v Account use policies, password
risk management procedures policies
Standards/recommendations v v N/A
and system
documentation
Risk assessment v v v Threat intelligence program
Maintain asset v v N/A
inventory
Management support v N/A
Roles and v v N/A
responsibilities
Physical security v v v Limit hardware installation, limit
access to resource over network
Training and Training, awareness v v v User Guidance, user training,
awareness and competence application developer guidance
Network architecture Network v v v Network segmentation, limit
segmentation access to resource over network
Perimeter security Firewalls v v v Filter network traffic, limit access
to resource over network,
network allowlists, SSL/TLS
inspection
Access management v v v v Access management, account use
policies, attestation,
authorization enforcement,
caution with device administrator
access, communication
authenticity, environment
variable permissions, human user
authentication, multi-factor
authentication, operational
information confidentiality,
password policies, privileged
account management, software
process and device
Authentication, user account
control, user account
management, minimize wireless
signal propagation
VPN v v Communication authenticity,
encrypt network traffic, encrypt
sensitive Information, operational
information confidentiality
Satellite and radio v v Communication authenticity,
communication encrypt network traffic, encrypt
sensitive information, operational
information confidentiality
Host security Patch and v v v v Deploy compromised device
vulnerability detection method, security
management updates, update software, use
recent OS version, vulnerability
scanning
Virtual machines v Application isolation and

sandboxing
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Table 6 continued

Defense layers Elements

BIMCO ATT&CK

Malware protection

Secure configuration
of hardware and
software

Email and web
browser protection

Security monitoring Intrusion detection
systems

Security audit
logging

Security incident and
event monitoring

Vendor management

Incident response Establish
contingency plans
Data recovery
Investigating cyber
incidents and
effective response

v Antivirus/antimalware, behavior
prevention on endpoint,
execution prevention, exploit
protection, privileged process
integrity

v Active directory configuration,
credential access protection,
disable or remove feature or
program, environment variable
permissions, execution
prevention, exploit protection,
limit hardware installation, limit
software installation, lock
bootloader, operating system
configuration, privileged account
management, restrict file and
directory permissions, restrict
library loading, restrict registry
permissions, restrict web-based
content, software configuration,
static network configuration,
system partition integrity, user
account control

v N/A

v Audit, behavior prevention on
endpoint, communication
authenticity, data loss prevention,
deploy compromised device
detection method, exploit
protection, network intrusion
prevention, privileged process
integrity, SSL/TLS inspection

Audit, behavior prevention on
endpoint, data loss prevention,
deploy compromised device
Detection method, exploit
protection, privileged process
integrity, SSL/TLS inspection,
vulnerability scanning

v Audit, behavior prevention on
endpoint, data loss prevention,
deploy compromised device
detection method, exploit
protection, privileged process
integrity, SSL/TLS inspection,
vulnerability scanning

v Application vetting, boot integrity,
code signing, supply chain
management

v N/A

v Data backup, remote data storage

v N/A
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Table 6 continued

Defense layers Elements Requirement

DNV

ICS DiD BIMCO ATT&CK

Losses arising from
a cyber incident

N/A

v Communication authenticity,
encrypt network traffic, encrypt
sensitive Information, operational
information confidentiality

Watchdog timers, redundancy of
service, safety instrumented s,
mechanical protection layers

D IP network simulation
D.1 Development of simulation network

Simulation is a proposed system analysis method by the ISO
15288 standard [93], and it is an observed approach in the
maritime domain. [54] utilized simulation for the evaluation
of a specific set of security controls against a specific set of
attacks against maritime systems. [66] and [83] utilized sim-
ulated environments for the evaluation of several maritime
systems and protocols. In this paper, simulation is utilized to
verify the feasibility of integrating the cybersecurity architec-
ture within the underlying communication architecture and
to facilitate later security analysis. A prototype implementa-
tion of the IP-based components is provided using the GNS3
simulator [91].

Asshown in Fig. 11, two physically distinct facilities were
implemented at two different locations, emulating both the
APS and the RCC. At each location, a dedicated workstation
is interfaced with a physical router (i.e., gateway). The ratio-
nale behind this is two folds. The first is intended to create a
physical division for emulating the remote control and mon-
itoring of the RCC over the APS toward identifying possible
challenges in the provisioning of security functions under the
autoremote operational mode. The second is related to perfor-
mance management. The implementation consists of many
virtualized components that collectively consume plenty of
resources. Therefore, logically distributing these resources
over two workstations aids toward an improved testing envi-
ronment.

The gateways are both interfaced with the same network
outside our control. Upon our request, two static IP addresses
were reserved to the gateways using Dynamic Host Con-
figuration Protocol (DHCP) to emulate a connection over
the Internet from an Internet Service Provider (ISP). The
gateways are implemented using Cisco RV042 routers. This
model provides several of the required capabilities, namely
firewall, VPN, and DMZ. The firewall capability implements
the dedicated firewall component discussed in Sect. 6.6.1.
The VPN capability implements the required VPN tunnels
discussed in Sect. 6.6.3. Finally, the DMZ capability imple-
ments the required DMZ discussed in Sect. 6.5. On the other

hand, each workstation hosts a group of virtualized compo-
nents emulating either the APS or the RCC networks using
the GNS3 simulator. The Core/ Distribution (C/D) switches
(C/D at the RCC, C/D A, and C/D B at the APS) are sim-
ulated using a Cisco IOS image of a Layer-3 switch, while
other components are simulated using different appliances
including Windows, Ubuntu Desktop, Ubuntu Server, Kali,
and Docker containers. GNS3 provides the capability to inter-
face a simulated component with a physical network using
a component called “cloud”; this allows the C/D switches
to be interfaced with the RV042 routers emulating realistic
networking. Several of the required components discussed in
Sect. 6 were implemented toward satisfying the established
requirements. In the following subsections, detailed discus-
sions are provided for each implemented component grouped
according to the DiD architecture viewpoints. We would like
to highlight that our choices of tools for the implementation
are based on commonly used open-source or free tools. These
tools were only used to serve the purpose of the analysis
which is feasibility and identification of possible challenges
in the management of the cybersecurity risks in autonomous
and remotely controlled systems.

D.1.1 Risk management

In this section, we discuss our implementation of the compo-
nents that supports the risk management functions discussed
in Sect. 6.2. A server with the GLPI software [94] is utilized
to support the required asset and user inventory functions
discussed in Sect. 6.2.1. Considering that GLPI is managed
through a web interface, the server is implemented within the
RCC network due to the crewless nature of the APS. Never-
theless, a group of agents using the Fusionlnventory software
[95] are installed at each endpoint and server at both facilities
to send inventory information to the GLPI server. This setup
is similar to the SIEM setup in figure 10a and has the same
shortcomings discussed in Sect. 6.8.2.

D.1.2 Network architecture

In this section, we discuss our implementations and the anal-
ysis for different components in the network architecture
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Fig. 11 Overview of the implemented architecture

discussed in Sect. 6.5, particularly the C/D switches, the
DMZ, and the jump server. The C/D switches are already pro-
posed in the communication architecture. They are utilized
in the cybersecurity architecture to realize different network
security zones and levels discussed in Sect. 6.5, the firewall
capabilities discussed in Sect. 6.6.1 as well as the component-
to-component access management discussed in Sect. 6.6.4.
The security zones and levels are implemented using VLANs
mapped to different network levels. The firewall capabilities,
as well as the component-to-component access management,
are implemented using ACL. For instance, the GNSS-IMU
component is programmed to transmit sensor data to the ANS
only. An ACL rule is created to allow this communication and
deny any other component to be reached from the GNSS-
IMU.

Regarding the DMZ, an IP address has been assigned to
the jump server from the network that is outside our control
which emulates the internet. The public IP address has been
mapped to the local IP address using the one-to-one NAT
technique configured at the APS gateway. Firewall rules were
created to restrict inbound access from the server at the DMZ
into the internal network to only RDP connections.

As discussed previously in Sect. 6.6.4, a jump server is
required for remote maintenance. It is advised to be placed
at the DMZ and access to it should be secure using 2FA. This
has been implemented using a windows workstation placed

@ Springer
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at the DMZ. The 2FA is implemented using the free software
from Cisco called “Duo” [96]. Duo has been installed at the
jump server and is linked to a mobile phone and enforces a
policy to approve any remote access using Remote Desktop
Protocol (RDP) using the assigned mobile phone through a
dedicated app.

D.1.3 Network perimeter security

In this section, we discuss our implementations and the
analysis for different components in network perimeter secu-
rity including the firewalls (Sect. 6.6.1), the VPN tunnels
(Sect. 6.6.3), and Access Management (Sect. 6.6.4).

The main firewalls are implemented on the gateways.
Additional firewall capabilities are implemented at the C/D
switches for achieving the network architecture. Moreover,
host-based firewalls are enabled with customized rules to
allow the traffic for the required services such as the SIEM
agents.

Regarding the implemented VPN tunnels. The imple-
mented protocol is IPSec with strong encryption and policy-
enforced complex shared key. We have utilized the iperf tool
[97] for latency testing with the activation of VPN tunnels.
The average latency was observed to be 1,94 ms for the
link between the two workstations which exists outside the
GNS3 implementation. This is well within the acceptable
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latency for the ship to shore communication suggested by
the MUNIN project which is one second [98]. However, we
have observed very high latency in the GNS3 implementation
which is related to the virtualization technology. For instance,
the average latency at the bridged interface between the gate-
way and the C/D switch is 12,184 ms and it reaches 133,477
ms between the ANS and the RNS with 19% packet loss.
This indicates that GNS3 is not suitable for the performance
evaluation of the security controls.

An LDAP server running OpenLDAP [99], an open-
source software implementing the Lightweight Directory
Access Protocol [100] is implemented at each facility to
realize the required User Access Management discussed in
Sect. 6.6.4. A network domain was created as well as user
accounts for different endpoints. Then, the endpoints are
joined to the created domain. The open-source pGina plu-
gin [101] is implemented to integrate the endpoints with the
Windows operating system with the Linux LDAP server.

D.1.4 Host security

In this section, we discuss our implementations and the
analysis for different components related to host security,
particularly, malware protection, backup, as well as applica-
tion isolation, and sandboxing.

The malware protection component has been implemented
using the open-source ClamAYV antivirus engine [102]. This
capability realizes the required malware protection function
discussed in Sect. 6.7.2.

Backup facilities have been implemented at both the APS
and the RCC utilizing the open-source BorgBackup software
[103]. A script was written to perform a daily backup of the
APS and the RCC endpoints with encryption and compres-
sion of the archives.

The development of the APS navigational applications
is outside the scope of this paper. Nevertheless, we have
developed a group of scripts to receive or generate simu-
lated sensor data and transmit them to the processing and
control components in the ASC and the RSC. These scripts
were developed as docker containers to realize the applica-
tion isolation requirement.

D.1.5 Security monitoring

In this section, we discuss our implementations and the anal-
ysis for different components related to Security Monitoring,
particularly, the IDS components, and the SIEM components.

Two types of IDS are implemented. Host-based IDS
(HIDS) and Network-based IDS (NIDS). HIDSs are imple-
mented using the Wazuh software. This component is
installed on all devices including the backup ANS and backup
AEMC as discussed in Sect. 6.8.1. This allows for customized
rules for these endpoints particularly to monitor the out-of-

band emergency communication channel with ECT. On the
other hand, the NIDSs are implemented using Snort [104].
Three Snort appliances are implemented and connected to the
networks at each facility: two at the APS and one at the RCC,
to realize the required IDS capability discussed in Sect. 6.8.1
and shown in Fig. 9. This allows for customized rules at each
Snort node focusing on a specific set of expected communi-
cation flows.

The SIEM components have been implemented using the
open-source security platform Wazuh [105]. It is built on top
of the elastic stack and provides a wide range of cybersecurity
capabilities. With regards to the APS cybersecurity require-
ments, Wazuh provides several capabilities; among other
things, monitoring and logging (Sect. 6.8), incident response
(Sect. 6.10), system hardening (Sect. 6.7.5), and vulnerabil-
ity management (Sect. 6.7.1). We implemented two SIEM
nodes, one at the APS and another at the RCC as suggested
in Sect. 6.8.2.

D.2 Adversary emulation

Having the simulated implementation in section D allows
for conducting hands-on adversary emulation. Conducting
adversary emulation against the simulated implementation
aims to help in understanding the impact of the autoremote
operational mode on cybersecurity functions and how would
they withstand realistic cyber attack techniques. Based on
that, we define a group of attack scenarios consisting of differ-
ent ATT&CK tactics (i.e., kill chain phase) and techniques
against different components in order to showcase the con-
cept of layered defenses. Different attacks techniques applied
in this section are a result of the conducted risk assessment
process for the APS proposed in our earlier work [37] and
discussed briefly in Sect. 2.2.

D.2.1 External attacker aiming to impact the APS operations

In this section, we will describe a fictional attack scenario
to showcase the role of different mitigation methods at each
defense layer. Although it is fictional, we have utilized the
prototype implementation discussed in section D to emulate
some of the attack techniques in order to obtain a realistic
attack flow.

In this scenario, an external attacker aims to gain a
foothold into the network toward impacting the APS oper-
ations in any way possible. The attack exploits the remote
desktop feature in the APS which is enabled to allow remote
maintenance due to the autoremote operational mode. Fig-
ure 12 depicts an attack tree for achieving the attacker
objective. The figure also depicts the different stages of the
attack, the attacked component as well as the mitigation
methods that need to fail for this attack to succeed. A detailed
description of the attack scenario is described below:

@ Springer
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Fig. 12 An attack tree of a ATT&CK ATT&CK Attacked Mitigations to
possible scenario Tactics Techniques Component bypass
Fooss---- 1
; 1 1 Out-of-Band
Impact Dg;r:?rlo?f : H Communications Channel
' ! Redundancy of Service
f | |
Impair 1 i
Process Service Stop | '
Control H !
1 1
! 1
Command ! !
Execution and Scripting i ' SIE,M
1 i - Antivirus
Interpreter 1 |
'\ AEMC !
Security . '
Software ! ! PVM
Discovery 1 1 SIEM
Discovery | ! DS
System ! ! -
- ! ! Incident Response
Service ! '
Discover: 1 '
__—and T i '
1 |
Lateral Remote Valid | H
Movement Service Accounts H !
oo T . SIEM
Remote Network i ' DS
System Service ! ' Perimeter Security
. Discovery Scanning ! | Incident Response
Discovery ! |
System I '
Service ;  Jump !
Discovery 1 Server !
and ] : !
- Internet Valid Two-Factor . 1 - Access Management
ol Accessible R Authentication | ! - 2FA
Access Device Nl Interception o ' Perimeter Security
or
) Gather Victim
Reconn. Scanning IP Network - SIEM
. Information
e Reconnaissance: no reconnaissance techniques have mobile phone outside the attacker’s reach, the attack
been considered during the risk evaluation considering fails. Assuming the attacker can conduct “Two-Factor
that reconnaissance techniques occur outside the con- Authentication Interception” to bypass this security con-
trol of the cybersecurity architecture. Nevertheless, the trol; similar to the Chimera group [106]. Then the attacker
attacker can perform “Scanning IP Blocks” or “Gather can access the jump server and gain the initial foothold.
Victim Network Information” to learn more about the net- e Discovery: Assuming the attacker has access to the jump
work and the services it provides. Assuming the attacker server. The next step is to understand the environment.
has previous knowledge of the public IP addresses of the Initially, the attacker performs “System Service Discov-
target network, now the attacker can learn that the jump ery” to understand the running services on the accessed
server at the DMZ is publicly open. machine. Considering it’s a jump sever and no other
e [Initial Access: to achieve a foothold into the network, the important services are hosted on it. The attacker decides

external attacker utilizes “Internet Accessible Device”. In
the simulated architecture, several devices are connected
to the internet at both the RCC and the APS. One target
can be the jump server using a remote desktop client.
The attacker is initially faced with an authentication
request to provide credentials to access the jump server
(access management). Assuming the attacker can guess
the credentials (i.e., default credentials), then the attacker
gains initial access through “Valid Accounts”. Then, the
attacker faces the next security control which is the 2FA.
Considering that this 2FA is configured to approve access
to RDP connections to the jump server by a specific

@ Springer

to locate a more critical target. So, the attacker performs
“Network Service Scanning” or “Remote System Dis-
covery” to discover the running services in the network
in an attempt to discover vulnerabilities. Considering that
the traffic to and from the DMZ is heavily filtered using
ACLs, the attacker is unable to discover services other
than the RDP to other hosts in the network. Therefore,
the attacker needs to perform a technique to achieve “Lat-
eral Movement” to move within the network to another
location with more observability to the network. At the
same time, the attacker is performing the activities at
the discovery stage, the IDS and the SIEM have raised
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indicators that some discovery activities are being con-
ducted. If security personnel at the RCC is monitoring
these logs and deem suspicious behavior is happening,
incident response activities could be initiated. For the
sake of this scenario, let’s assume that the attacker is still
undiscovered.

e Lateral Movement: The attacker performs lateral move-
ment from the jump server through the available “Remote
Services” (i.e., RDP) on the AEMC and pivots to that
location using the same valid credentials used at the jump
server.

e Execution: Assuming the attacker has access to the
AEMC. The discovery phase is conducted again to under-
stand the environment. Considering the critical role of
AEMC in the control functions, the attacker is able
to recognize an industrial control software using “Sys-
tem Service Discovery”. Due to the PVM component,
this software is patched, and the attacker is unable to
discover a vulnerability to exploit. Assuming this soft-
ware has a non-patched vulnerability that allows for a
“Denial of Service” (DoS) attack and there is an avail-
able malware that is able to launch the exploit. To avoid
detection, before running the malware, the attacker per-
forms a “Security Software Discovery” and discovers the
availability of the antivirus software which the attacker
discovers is able to recognize the malware binary and
prevents it from running as well as alert the RCC of a
running attack. So, the attacker utilizes “Command and
Scripting Interpreter” to build a custom exploit and exe-
cute it.

e Impair Process Control: Assuming the DoS attack is in
the form of a “Service Stop” that impairs the AEMC from
performing control functions of the thrusters.

e [mpact: Assuming the attack succeeded, the passengers
on the APS should feel something out of the ordinary.
They can use the previously proposed emergency push
button to inform the RCC and the ECT of a problem
so they can initiate a suitable response plan. An exist-
ing response plane is to intervene using the Out-of-Band
communication channels and utilize the redundant con-
trol system to navigate the APS to safety (Sect. 6.10).

D.2.2 Ship to shore communication eavesdropping

In this section, we will describe two attack scenarios in which
the attackers aim to eavesdrop on the communication flows
between the APS and the RCC. We utilized the prototype
implementation to perform a defensive engagement of the
threat to evaluate the proposed mitigation methods.

In the first attack, a passenger aims to gain initial access
to the network by performing a “Hardware Additions” tech-
nique. The passenger inserts a computer into the “C/D tier
A” switch and attempts to sniff the traffic. Assuming that no

physical barriers are in place, the first security control that
the attacker faces is the static network configuration which
is a result of the system hardening discussed in Sect. 6.7.5.
Assuming that the attacker has previous knowledge of dif-
ferent sub-nets and can assign a static IP address. Then, the
attacker can perform the “Man-in-the-Middle: ARP Cache
Poisoning” technique to be able to perform “Network Snift-
ing” of the traffic. Security events generated from these
activities can be observed at the SIEM, if an operator on the
RCC is monitoring these events, an incident response plan
can be initiated.

In the second attack, an external attacker aims to eavesdrop
on the ship to shore communication. Assuming the attacker
has previous knowledge of the public IP addresses within
the APS ecosystem. Then, the attacker employs “Network
Service Scanning” using tools such as NM A P [107] to dis-
cover the services from each host with public IP. Utilizing
NMAP OS identification capability, the attacker can identify
that two of the public IP addresses are assigned for the gate-
ways (Cisco RV042 routers). Moreover, both routers have
port 60443 open which indicates the possible existence of
VPN tunnels. Scanning the third IP address discloses the
RDP service on the jump server. The attacker then attempts
to perform the “Man-in-the-Middle: ARP Cache Poisoning”
technique to be able to perform ‘“Network Sniffing” of the
traffic, but the attack failed. The reason this attack failed
is due to a requirement in the vendor management process
(Sect. 6.9) to have a countermeasure for spoofing attacks, and
indeed, the RV042 has such capability [108]. Assuming no
such requirement exists, and the gateway doesn’t have such
capability. The traffic between the two gateways passes an
external network that is outside the control of the cybersecu-
rity architecture. Therefore, the implemented VPN tunnels
implemented using the IPSec protocol shield the ship-to-
shore communication from “Eavesdrop on Insecure Network
Communication” techniques.
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