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1 Abstract

Quantitative susceptibility mapping (QSM) has been proposed as a promising method
of non-invasive in-vivo determination of spatial distribution of magnetic susceptibil-
ity. Magnetic susceptibility is a characteristic property of material and biological
tissue which can give insight into chemical and molecular composition. Elevated
concentration of iron in the brain have been linked to various neurological disease
such as Parkinsons disease [1] and multiple sclerosis [2]. Tissues with elevated con-
centrations of iron have paramagnetic properties. Hence, accumulation of brain iron
can be linked to elevated susceptibility of the corresponding tissue. The motivation
of developing robust QSM algorithms is to propose QSM as a relighable non-invasive
method of assessment of this important physical quantity using MRI data.

The construction of a QSM image involves three main steps; total field recovery (also
called phase unwrapping), background field removal and dipole inversion. Total field
recovery calulates the observed total field based on the MRI phase data. Background
field removal isolates the tissue specific contribution to the total field creating a local
field map. The final step, dipole inversion, calculates the bulk magnetic susceptibility
distribution from the local field map by solving an ill-posed inversion problem.

The purpose of this thesis is to study how reliably QSM images can be reproduced,
with respect to intra- and intersubject variations. A total of 27 multi gradient echo
(mGRE) MRI datasets were acquired from 9 healthy voluteers at the 7T MRI lab
at St. Olav in Trondheim. Each of the volunteers were scanned three times. Two of
these scans were performed back-to-back and the third scan were performed after a
repositioning of the voluneer in the scanner and a reshimming of the magnetic field
in the scanner. An additional MP2RAGE image sequence was aquired from each
volunteer, which where used for image segmentation.

A total of 81 QSM images where produced from the 27 mGRE datasets using three
different QSM construction pipelines. The three diffent pipelines uses different
dipole inversion algorithms to determine the magnetic susceptibility. The algorithms
used were morphology enabled dipole invertion (MEDI), total generalised variation
(TGV) and thresholded k-space division (TKD).

An automated atlas-based segmentation tool was used to aquire segmentations of
10 different regions of interest (ROI), representing different types of brain tissues.
The segmented tissues were the thalamus, caudate nucleus, putamen, hippocampus
and globus pallidus for both left- and right-hand-side of the brain. Each set of seg-
mentation where prodused from T1-weighted MP2RAGE data. The segmentations
were subsequently coregistered to each mGRE dataset, giving 27 unique segmenta-
tion sets. The mean QSM values from these segmentations were used to study the
reproducibility of QSM images, resulting in 810 comparable datapoints.

The mean QSM values measured in this study showed a significant systematic under-
estimation of mean susceptibility in all ROI compared to current litterature values



of the magnetic susceptibility of equivalent brain tissue. This is suspected to be a
result of the chosen method of setting the magnetic susceotibility referance value, as
the underestimation where present in QSM images produced by all three pipelines.

In regards to reproducibility to intersubject variations have the most prominent
effect on the reproducibility of QSM images. The intersubject variation was, on av-
erage, about tree times larger than the intrasubject variations. Further more, there
was observed a varying degrees of intrasubject variations among the scanned sub-
jects. Larger variations were linked to lower quality in the raw data and inconsistant
segmentation by automated segmentation algorithms.

Scan-rescan studies showed very little variation in the measured QSM values. Reshim-
ming of the scanner with reposition of the subject show no significant effect, com-
pared to the scans which were performed back-to-back.

From the three different QSM algorithms, only TKD stood out. The TKD pipeline
showed a systematic underestimation of magnetic susceptibility.

The study conludes that there is a need of more robust reproducable methods of QSM
segmentation. The reproducitivity of the segments is arguably just as important as
the the reproducibility of the QSM images themselves, as the ability to compare QSM
images are dependent on the quality of the segmentations. These methods should
be developed with 7T data in order preserve the high spatial resolution ultra-high
field MRI provide.
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2 Introduction

Magnetic susceptibility is a physical quantity that describes the change in mag-
netization of a material in response to an applied magnetic field. The magnetic
susceptibility is considered as an important source of image contrast in magnetic
resonance imaging (MRI). The property has long been considered as a nuisance
rather than a benefit, as interfaces with big susceptibilitiesare known to cause long-
ranging field distortions in MRI. However, with the development of ultra-high field
MRI scanners have magnetic susceptibility been increasingly considered as a source
of quantitative tissue information in vivo. Ultra-high field scanners utilize higher
field strengths (> 3 Tesla), which can potentially provide higher spatial resolution
compared to conventional clinical MRI scanners.

Since the earliest days of MRI, the quantification of magnetic susceptibility was
considered to be an important goal, as it was anticipated that magnetic susceptibility
could be useful to characterize diseased tissue. Iron has in the last century been
considered an essential trace element involved in a variety of biological mechanisms
in the human body. Disturbances of iron concentrations in tissue have been linked
to several degenerative diseases, which have raised strong interest in non-invasive
iron mapping techniques [3]. Hence, in later years, work has been undertaken to
quantify non-invasively magnetic susceptibility distributions with MRI. A method
of obtaining such magnetic susceptibility distributions is quantitative susceptibility
mapping, QSM.

Obtaining QSM images are produced from high resolution T2*-weighted MRI im-
ages, where the signal phase is strongly related to local magnetic field changes. The
computing process of QSM involves several essential steps. First the raw signal
phase is unwrapped. Subsequently are magnetic field contribution from regions out-
side the tissue of interest are removed, leaving a map of local magnetic field shifts.
The final step calculates the magnetic susceptibility distribution utilizing relations
between local field perturbation and the underlying tissue magnetic susceptibility
distribution. This final step, called dipole inversion, involves solving an ill-posed
inverse problem.

In this study we wanted to study the reproducibility aspect of constructing QSM
data from multi-gradient echo MRI data acquired from a 7T MRI scanner at St.
Olavs hospital in Trondheim.
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3 Theory

3.1 Magnetic susceptibility in biological tissue

Magnetic susceptibility, χ, refers to the magnetizability of a material when placed in
a magnetic field B0. Magnetic susceptibility describes the proportionality between
the material’s macroscopic magnetization M and local magnetic field B, (M =
χB0
µ0

), where µ0 is the magnetic permeability in a vacuum. A material’s magnetic
susceptibility is dependent on its molecular constituents, and originates from spins
and motions of nuclei and their electrons. The susceptibility can be positive or
negative, reflecting whether magnetization aligns with the field (paramagnetism) or
opposes it (diamagnetism). Paramagnetism generally originates from field-induced
alignment of unpaired electron spins, whereas diamagnetism is associated with field-
induced alteration of electron orbits [4].

Human brain tissues have a rather weak (diamagnetic) magnetic susceptibility that
is dominated by that of water (χ = 9.05 ppm) because of its large abundance. Across
the gray (GM) and white (WM) matter of healthy brain, it varies within a range
from about 9.2 to 8.8 ppm. This variation is primarily caused by variations in iron
and myelin content, which both have a concentration and susceptibility sufficiently
different from those of water. The lipids in myelin are diamagnetic (relative to
water) and, as a result, heavily myelinated WM is generally the most diamagnetic
tissue in healthy brain. Somewhat outside the range for χ mentioned above is blood
inside the venous vasculature, where iron in deoxyhemoglobin renders the suscepti-
bility slightly more paramagnetic (fully deoxygenated blood: χ = ∼ 7.9 ppm). A
wider range for magnetic susceptibilities may also be found under pathological con-
ditions. For example, calcifications may result in a more diamagnetic susceptibility,
whereas the accumulation of iron (associated with neurodegeneration or as a result
of microbleeds) may render the susceptiblity more paramagnetic [3] [5].

3.2 Gradient echo and multi-gradient echo images

In priciple can any MR sequence accruing phase information during the data ac-
quisition be utilized to monitor field variations. However, contributions to the local
resonance frequency caused by chemical shift effects, which depend on the specific
molecular environment of the nucleus, are especially of interest. These chemical
shifts are often imaged using T2-weighted MRI sequences. T2 is defined as a time
constant for the transverse magnetization decay arising from natural interactions
at the atomic or molecular level. T2 can be used as a measurement of those pro-
cesses contributing to the transverse decay of the MR signal that arise from natural
interactions at the atomic and molecular levels within the tissue of interest. The
transverse magnetization does however decay much faster in vivo than would be pre-
dicted by natural atomic and molecular mechanisms; this observed rate is denoted



3 THEORY 4

T2*. T2* is primarily a result of inhomogeneities in the main magnetic field, and
T2* is always less than or equal to T2 [6].

Certain MR sequences are considered particularly useful to image local magnetic
homogeneity effects. Gradient echo (GRE) sequences are among these squences.
GRE images is produced by a single RF pulse in conjunction with a gradient reversal.
Following the RF pulse, the first negative-going lobe of the gradient causes a phase
dispersion of the precessing spins. When this gradient is reversed, the spins refocus
and form a gradient (recalled) echo. The phase shifts observed in GRE images
result from magnetic field inhomogeneities, static tissue susceptibility gradients, or
chemical shifts are not cancelled at the center of the GRE. Image contrast is therefore
dictated not by true T2-relaxation, but by these other factors which constitute T2*.
This makes GRE particularly suited for QSM [7].

Figure 1: A schematic of a multi-echo GRE sequence. The first half of the larger
gradient lobes rephase (Re) the signal. The last half dephases (De). Each subsequent
echo is smaller than the last. Obtained from MRIquestions [7].

The associated phase maps of GRE data containing ϕ(r⃗), or, equivalently, frequency
maps ∆f(r⃗) reflect the sample magnetization and thus its magnetic susceptibility.
The GRE signal phase ϕ(r⃗, TE) at echo time, TE, can be descibed by:

ϕ(r⃗) = ϕ0 + 2π ·∆f(r⃗) · TE = ϕ0 + γ ·∆Bz(r⃗) · TE, (1)



3 THEORY 5

where ϕ0 is a phase offset originating from the radiofrequency response of the sam-
ple. The gyromagnetic ratio of hydrogen is represented by γ. As TE is strongly
influencing the sensitivity of GRE phase images to magnetic field perturbations,
whilst, at the same time, deteriorating the phase signal-to-noise ratio (SNR), it has
been shown that optimum phase contrast is achieved for a TE equal to the tissue’s
effective transverse relaxation time T2*. However, as a variety of tissue types, with
different T2* values, are considered simultaneously in MRI at any given time, a
single-echo acquisition cannot reflect the magnetic field variation across all tissues
in an optimal manner. This issue is adressed by proposing multi-echo GRE (mGRE)
sequences as the data acquisition sequence for QSM. Multi-echo GRE offers more
flexibility in tailoring the T2* contrast, as data from multiple TE are available from
a single aquisition. Aquisition of multiple echo times the determination of mag-
netic field perturbations with higher SNR. A shematic illustration of a multi-GRE
sequence is illustrated in figure 1.

3.3 MP2RAGE

The MP2RAGE sequence uses two Turbo-FLASH gradient echoo readouts between
each appied inversion pulse. The first inversion time (TI1) is short, producing a
T1-weighted image with the gray matter nulled at the center of k-space. The second
inversion time (TI2) is longer, which combined with a small flip angles (4− 5◦) and
long repetition time (TR), produces spin-density-weighted contrast. By combining
image data from the 1st and 2nd readouts, T2* and B1 inhomogeneity effects can be
largely cancelled out, resulting in a strongly T1-weighted image with superior gray
matter to white matter contrast [8]. The two images acquired at TI1 and TI2 are
subsequently combined using the following expression:

MP2RAGE =
GRETI1 ·GRETI1
GRETI1 +GRETI2

. (2)

A schematic illustration of a MP2RAGE sequence is illustrated in figure 2.
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TI1
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1st GRE readout 2nd GRE readout

TI2

Figure 2: The QSM processing pipeline includes phase unwrapping, background
field removal (requiring a mask separating background and organ of interest) and
the dipole inversion.

3.4 Quantitative Suseptibility Mapping

Quantitative Suseptibility Mapping (QSM) requires multiple processing steps such
as phase unwrapping, background field removal and a field-to-source dipole inver-
sion. Current state-of-the-art techniques primarily utilize iterative optimization
procedures to solve the inversionand background field correction, which are com-
putationally expensive and require acareful choice of regularization parameters [9].

MRI Phase

MRI Magnitude

QSMLocal field

Unwrapped phase

Mask

Background
field removal

Phase unwrapping

Phase
unwrapping

   Brain 
extraction

  Dipole 
invertion

Figure 3: The QSM processing pipeline includes phase unwrapping, background
field removal (requiring a mask separating background and organ of interest) and
the dipole inversion.
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3.4.1 Total field recovery

Total field recovery, also called phase unwrapping, strategies are necessary because
MRI scanner detects signal phase values between −π and π, leading to phase jumps
(wraps) of 2 within the raw data. The true phase, ϕ(r⃗) is obtained by compansating
each wrap by locally adding multiples of 2π.

ϕ(r⃗) = ϕw(r⃗) + n(r⃗) · 2π, (3)

where ϕw is the wrapped phase. The true phase is then corrected by imposing
temporal or spatial constraints, this proscess is commonly called phase unwrapping.
There are numerous conventional techniques in use and each method results in a
trade-off between speed and accuracy [9].

The result of this step is a map of the total field, including contributions from back
ground fields and local field perturbations.

3.4.2 Background Field Removal

The elimination of so-called background fields is an essential step in phase MRI and
QSM. Background fields, which are field contributions caused by sources outside
the region/tissue of interest. These contributions are often one to two orders of
magnitude stronger than tissue-related field variations from within the region of
interest (ROI), hampering quantitative interpretation of field maps [10]. Common
examples of such background fields can be main static magnetic field inhomogenities.
Magnetic field inhomogenities can occure due to shimming coils and proximity of
tissue-air interfaces etc.

There are numerous conventional methods of removing background field contribu-
tions which can be classified the base assumptions of the algorithms:

• Methods assuming no sources close to boundaries.

• Methods assuming no harmonic internal and boundary fields.

• Methods not employing an explicit boundaryassumption, but minimizing an
objective function.

The background field removal step result in a map of the isolated local field shifts,
only including local field perturbations originating from the tissue.

SHARP One example assuming no sources close to boundaries is sophisticated har-
monic artifact reduction for phase data (SHARP) [11]. This assumtion is extended
with the V-SHARP [12] method which reduces artifacts at the edges using decreasing
kernel sizes towards the boundary.
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3.4.3 Dipole invertion

Dipole inversion is the step in which the susceptibility distribution is derived. This
is achieved, in principle, by assuming the measured local field ∆Blocal to be a con-
volution of a suseptibility distribution and a unit dipole kernel;

∆Blocal(r⃗) = χ(r) ∗ d(r⃗).

The suseptibility distribution can then be isolated by:

χ̃ = FT−1

{
FT{∆Binternal}

FT{d(r⃗}

}
·B−1

0 . (4)

However, the dipole kernel d(r⃗) can be zero at some orientations making the problem
ill-posed.

The ill-posed dipole inversion step is traditionally overcome either by additional mea-
surements at multiple orientations or by numerical stabilization strategies. Where
the latter is most utilized.

The numerical strategies can be primarily divided into inverse filtering and iterative
methods [13]. Inverse filtering solves the problem in the Fourier domain by divid-
ing the pre-processed phase data by the unit dipole response yielding the magnetic
susceptibility. However, small values in the unit dipole response result in an am-
plification of noise and errors, necessitating the replacement of small values by a
fixed threshold. This method is known as truncated k-space division (TKD) and
the results can be corrected for underestimated magnetic susceptibility.

The inverse problem can also be solved in the spatial domain by reformulating the
problem as a Bayesian reconstruction with a data consistency term of the forward
dipole model (ie, convolution of the dipole kernel with the susceptibility distribution)
and a carefully designed regularization term, solving a least-squares problem. One
example is the morphology-enabled dipole inversion (MEDI) algorithm, which utilize
edge information from magnitude images input to the the applied regularization cost
functions [9].

3.4.4 Morphology enabled dipole invertion

The morphology enabled dipole invertion (MEDI) method makes use of the observa-
tion that the locations of the interfaces (or edges) in the susceptibility distribution
are nearly the same as those in T2* magnitude images obtained in the same ac-
quisition, and we consider their discordance to be small. To promote this sparsity,
a minimization is used that penalizes susceptibility at those voxels that are not
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part of an interface in the magnitude image. The minimization is constrained by
data fidelity ensuring that the local field induced by the estimated susceptibility
distribution agrees with the local field as measured from the phase image [14].

This minimization problem can be descibed by:

χ̃ = min
χ

1

2
||w(e−if − e−i(d∗χ))||22 + λ1R(χ̃) (5)

where χ̃ is the estimated susceptibility map, ∗ the convolution operator, w is a diago-
nal weighting function to account for spatially varying noise levels, f is the measured
local field, ∇ the gradient operator, λ1 is a tunable regularization parameter and
R(χ̃) describes a functional constraint term) to impose prior knowledge onto the
solution. Prior information may be derived from magnitude and phasemaps [15] by
assuming that they have similar edges to the underlying brain structure [16]. The
dipole kernel, d, that can be defined in both Fourier and spatial domains:

d = FT

[
1

3
− k2z
K2

]
=

1

4π

3 cos2(θ)− 1

r3
(6)

where r is the magnitude of position vector r⃗ from the dipole source to the field
observer, k is the magnitude of the corresponding Fourier vector k⃗ in k-space. kz is
the component of k⃗ along the B0 direction, and θ is the angle between r⃗ and the B0

direction.

3.4.5 MEDI+0

MEDI+0 [17] proposes an automated procedure to determine a mask of the lateral
ventricular cerebral spinal fluid (CSF), This CSF mask, MCSF, is obtained from the
brain region of interest mask, Mbrain, by taking advantage of the characteristically
low T ∗

2 values of CSF and by imposing connectivity in the region. This procedure
adds a third term to the problem in equation 5;

χ∗ = min
χ

1

2
||w(e−if − e−i(d∗χ))||22 + λ1||Mbrain∇χ||1 + λ2||MCSF(χ− ¯χCSF)||22 (7)

The implementation for automated generation of MCSF and setting mean suscepti-
bility of CSF as referance:
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1. Threshold T ∗
2 image:T ∗

2
∆
=< R, for a given threshold R.

2. Define brain centroid, c = 1
N

∑
r⊂M r, where N is the number of voxels in M.

3. Define central brain region: MC
∆
= {r|||r − c||2 < 3 cm}

4. Analyze connectivity in MC ∪MT ∗
2
: Divide MC ∪MT ∗

2
into connected compo-

nents Mci (6-neighbour) and merge the largest three components: MCCSF
∆
=

{MC1 ∪MC3}

5. Analyse Connectivity in R∗
2: Divide R∗

2 into connected components Mi (6-

neighbour) and merge all components that overlap with MCCSF : McCSF
∆
=

{∪Mi|Mi ∩McCSF}

6. The problem in equation 7 is solved using a Gauss-Newton conjugate gradient.

7. Finaly, ¯χCSF, measured in the produced QSM map usingMCCSF, is subtracted
from the entire map for zero referencing.

MCSF is constructed only from threshholding T ∗
2 magnitude images, and is con-

stucted independently of the QSM pipeline.

3.5 Thresholded k-space division

A very time-efficient QSM technique involve solving equation 4 directly in the Fourier
domain by applying a modified dipole kernel. Thresholded k-space division (TKD)
utilizes this approach to dipole inversion. In this method are a modified dipole kernel,
d′z(δ, k⃗), replaced by a constant value at orientations where the dipole kernel in
equation 6 reaches low absolute values. The modified dipole kernel can be described
by:

d’z(δ, k⃗) =


1
3 − kz

|⃗k|2
,when

∣∣∣13 − kz
|⃗k|2

∣∣∣ > δ

sign
(
1
3 − kz

|⃗k|2

)
· δ otherwise

Here, ‘sign’ represents the sign function. TKD is appealing because of its numer-
ical simplicity, and has been shown to effectively limit noise amplification in the
vicinity of problematic orientations. A threshold parameter, δ, in the range 0.2–0.5
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are proposed to effectively reduce both streaking artifacts and noise amplification,
but that systematic underestimation of magnetic susceptibility values occurs with
increasing δ. The latter can be explained by the systematic inversion error in the
subdomain of the Fourier space, where the dipole kernel has been modified, and can
be overcome by introducing a scalar correction factor cχ(δ) depending on the chosen
threshold [16] [18]:

χ̃ = FT−1

{
FT{∆Binternal}
d′z(δ; k⃗) · cχ(δ)

}
·B−1

0 (8)

3.6 Total Generalized Variation

Dipole inversion methods using total general variation (TGV) penalty have been
proposed to reconstruct the underlying magnetic susceptibility distribution from
gradient echo phase data.

TGV is a the semi-norm on a Banach space. Hence reconstruction problems with
TGV penalty can be solved with tools developed for convex optimization problems.
The TGV functional (here defined as second order TGV2) represents a minimization
problem [19]:

TGV 2
α1,α0

= min
w
α1||∇χ− w||M + α0||ϵw||M (9)

Minimization is performed over all vector fields w, where ϵ denotes a symmetrized
derivative for vector fields resulting in second-order symmetric tensor fields, ϵw =
1
2(∆w + ∆wT ) . For example, the symmetrized derivative ϵ for the 2 dimensional
case is defined as:

w =

w1

w2

 , ϵw =

 ∂w1
∂x

1
2

(
∂w1
∂x + ∂w2

∂x

)
1
2

(
∂w1
∂x + ∂w2

∂x

)
∂w2
∂x



Second-order TGV2 inherently balances locally the first and the second derivative
of a function, as determined by the ratio of the weights α1 and α0.

As QSM reconstruction usually involves multiple steps, such as phase unwrapping
and backgroundfield removal. This can allow errors to propagate in each step to
an increasing degree. The TGV approach the wrapped phase data directly and
incorporates the background field removal by introducing an auxiliary variable in
the iterative regularization process for the dipole inversion.
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QSM maps are recovered from the wrapped phase of single gradient echo data
ϕwrapped. This recovery process is based on an optimization procedure which op-
erates on the Laplacian ∆ of the unwrapped phase ϕ. The laplacian of the wrapped
phase can be described by:

∆ϕ = Im
(
∆ejϕwrapped · e−jϕwrapped

)
. (10)

The dipole inversion is implemented directly on the Laplacian of the phase ∆ϕ by:

1

3

∂2χ

∂x2
+

1

3

∂2χ

∂y2
− 2

3

∂2χ

∂z2
=

1

2πTEγB0
∆ϕ (11)

The background field step was implicitly been incorporated by the introduction of
an auxiliary variable ψ whose Laplacian is required to be equal to the discrepancy
of this equation on the brain mask Mbrain. This auxiliary variable is penalized by
integrating its squared absolute value over Mbrain.

The resulting inversion regularized with TGV of second order with regularization
parameters (α0, α1) result in a variational problem:

min
χ,ψ

∫
|ψ|2dx subject to ∆ψ =

1

3

∂2χ

∂x2
+

1

3

∂2χ

∂y2
− 2

3

∂2χ

∂z2
− 1

2πTEγB0
∆ϕ in Ω (12)

The TGV functional introduces one additional auxiliary variable in

TGV 2
α1,α0

(χ) = min
w
α1||∇χ− w||M + α0||ϵw||M . (13)

Solving this optimization problem yields susceptibility maps in a single step, with-
out the need of separate phase unwrapping and background field fitting. This is
enabled by using only the Laplacian of the unwrapped phase (∆ϕ) directly in the
inversion problem. The minimization with respect to ψ thus corresponds to re-
moval of the (harmonic) background field. Minimization with respect to χ yields
the TGV-regularized dipole inversion.
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4 Material and Methods

4.1 Data acquisition

All data was aquired at the 7T MR lab at St. Olavs university hospital in Trondeim.
In total were 12 volunteers scanned using a 7T MAGNETOM TERRA (Siemens,
Munchen, Germany). Each of these individuals were scanned three times using a
multi-gradient echo sequence in a single session. The first two scans were performed
back to back without taking the person out of the scanner. After the first two scans
was the person taken out of the scanner for a short break before the third scan.
A reshimming process was performed before the third scan. A additional 0.75mm
isotropic MP2RAGE scan was perfomed for each volunteer which were used for for
image segmentation.

In every scan session was a main field (B0) shimming was performed using the
vendors’ default B0-shimming routines. B1-calibration was performed initially using
the vendor’s default adjustment scans.

Multi-echo 0.75mm isotropic resolution T2*-weighted GE data were acquired with:
TE1/TR=2,54/31ms; 4 echoes with monopolar gradient readouts; echo-spacing =
4.7ms; FA= 12°; bandwidth = 300 Hz/px; FoV = 23 cm, 224 axial slices, scan-time
9min.

MP2RAGE sequences were performed with 0.75 mm isotropic resolution (TR/TE/TI/FA
= 4300 ms/1.99 ms/840 ms/5°) and a matrix size of 224 × 300 × 320 was acquired
with GRAPPA coil mode.

All scans were perfomed using a 32-channel phased array-receiving coil. Coil combi-
nation of phase array channels was performed using Siemens ASPIRE algorithm [20],
an algorithm implemented by the vendor.

4.2 QSM acquisition

Three QSM images were produced from data obtained from each of the three mGRE
dataset fron each volunteer, creating a total of nine QSM images per volunteer.

Two QSM pipelines were performed in MATLAB [21] using the SEPIA-toolbox
[22]. The SEPIA QSM pipelines used the exact same pipeline in regards to brain
extraction, phase unwrapping and background field removal. A MEDI [23] [24] and
TKD [18] dipole inversion were used for the dipole inversion step.

The third QSM pipeline was perfomed using TGV-QSM [19], which is a open
source, python based, pipeline. This method needed more extensive pre- and post-
processing.

Ahead of any data processing were all data converted from DICOM to NIfTI format
using MRIcron [25] by appying the dcm2nii tool [26].
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4.2.1 SEPIA QSM

4.2.2 Sepia pre-QSM prosessing

In order to process multi-gradient echo images in SEPIA all single echo T2* mag-
nitude and phase images have to be merged into two magnitude and phase 4D nifti
files. The fslmerge function in the FSL toolbox [27] were used to obtain 4D nifti
files. The nifti header files also need to be merged to a single sepia-specific header
MATLAB file. This was produced using the a header utility tool provided by the
SEPIA toolbox. A visual representation of the SEPIA pipelines is shown in figure
4.

4.2.3 SEPIA: pre-dipole inversion

QSM images produced with MEDI and TKD dipole inversion used the same process-
ing prior to dipole inversion. This processing included echo combination, brain ex-
traction, phase unwrapping, back ground field removal and brain mask erosion. Echo
combination was performed prior to phase unwrapping by the optimum weights [28]
method in SEPIA. The Sepia toolbox have a FSL Brain Extraction Tool (BET) im-
plementation which was used for brain extraction. This extraction was performed
with a fractional threshold of 0.5 and a gradient threshold of 0.0. Phase unwrapping
where performed with a Laplacian unwrapping [29] from STI Suite [30] toolbox.
Background field removal was performed by using a V-SHARP algorithm from the
MEDI [23] toolbox, using a variable kernel with a minimum radius of 3 and maxi-
mum radius of 10 voxels. B1 residual removal by 4th order 3D polynomial harmonic
fitting was performed at the end of the background field removal. The applied brain
mask was eroded by 5 voxels at the mask edge prior to dipole inversion in order to
exclude unrelighable voxels at the mask edge.

4.2.4 SEPIA: MEDI Dipole inversion

Dipole inversion using the MEDI toolbox was performed using regularisation pa-
rameter λ1 = 1000 with signal-to-noise weighing enabled. MEDI+0 CSF zero refer-
ancing was enabled, with regularisation parameter of λ2 = 100, which yielded a zero
referanced QSM along with a separate CSF referance mask.

4.2.5 Sepia: TKD Dipole inversion

Dipole inversion using the TKD was performed using a dipole kernel threshold δ =
0.15. MEDI+0 CSF zero referancing was enabled, with regularisation parameter of
λ2 = 100, which yielded a zero referanced QSM along with a separate CSF mask.
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Figure 4: SEPIA QSM flowchart

4.3 TGV

Creating QSM images using TGV need some additional pre- and post-QSM-processing
of the mGRE and QSM data respectively compared to the SEPIA pipelines. The
preprocessing include brain extraction and rescaling of the wrapped phase data. The
post-processing include combination of single echo QSM images and zero referance-
ing. A visual representation of the TGV pipeline is shown in figure 5.

4.3.1 TGV: Pre-QSM processing

Brain extraction were performed using FSL BET on T2* magnitude image of the
first echo in each GRE data set. BET was performed with fractional threshold of 0.5
and a gradient threshold of 0.0. This extraction was performed with robust brain
center estimation enabled, which runs BET iteratively.

Phase rescaling was needed, as the TGV algorithm assumes radians∈ [−π, π] as a
default unit for the phase image input. The aquired phase data from the Siemens
7T MAGNETOM TERRA have voxel value range of [0, 4096]. A simple rescaling of
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the acuired data were performed directly using fslmaths in the FSLutils [27] toolbox,
by;

ϕrescaled phase =
ϕraw phase − 2048

2048
· π.

As a sidenote, TGV do have an implementation to rescale siemens data, but this im-
plementation assumes that the input phase images have voxel values of [−4096, 4096].
This is not the case for the data aquired in this study, hence an external rescaling
is needed.

4.3.2 TGV: QSM production

The TGV algorithm can not process multi echo data directly, as the algorithm only
accepts a single phase image and a single brain mask as input. In order to produce
a single QSM image for the total mGRE data set you need to produce a QSM
image for each echo separately, resulting in four QSM images for each GRE data
set. The parameters used in TGV are tabulated in table 1. The four single-echo
QSM images are then combined by calculating a mean over the four QSM images,
this was performed using FSLutils fslmaths.

Zero referancing was achived by using the CSF mask aquired from one of the SEPIA
pipelines. The mean susceptibilty within the CSF mask are then subtracted from
the QSM image matrix.

α1 0.0015

α2 0.0005

Number of iterations 1000

Mask erodtion 5 voxels

Table 1: Parameters used in TGV QSM.
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Figure 5: TGV QSM flowchart

4.4 QSM weights

4.4.1 Sepia weights

SEPIA utilises the inverse of the mapped standard deviation of the fieldmap as the
weights for dipole field inversion algorithms. This is achived by the production of a
weight map, which is produced by:

1. Inverting the fieldmap standard deviation and remove non-value entries (i.e.,
NaN & inf become 0)

weights =
1

SDfield map

2. Normalisation of the weights. To establish more comparable weights between
subjects and between protocols, the weights are first normalised by the value
defined as (median + 3×interquartile range (IQR)). Because of the fast R2*
tissues (e.g., globus pallidus), the histogram of the weights is usually negatively
skewed.
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weights =
weights

median(weights(mask)) + 3× IQR(weights(mask))

3. To avoid the weights estimated from vaious echo combination methods and
dataset having significant differences in magnitude overall, the median of the
histogram of the weights is re-centred to 1.

weights = weights−median(weights(mask)) + 1

4. The last step is to reduce the extreme values on the right hand side of the
histogram, which can introduce an overall weight offset between different echo
combination methods if the dipole field inversion methods performs weight
normalisation using the maximum value of the input data. Since the weights
are commonly derived from the magnitude data, these extreme values often
correspond to the fresh spins in the arteries and spatially sparse. To reduce
the extreme values while preserving the smoothness of the weighting map, the
weighting map is thresholded (threshold defined as median + 3IQR) and the
extreme values are replaced by a 3x3x3 (voxel) box filtered copy:

weights(weights > threshold) = weightssmooth(weights > threshold),

where

weightssmooth = smooth3(weight. ∗mask).

This is the final output of the weights. Since the median after normalisation will be
less than 1. Therefore, the minimum value of the weights will not be equal to zero,
roughly speaking, most gray matter and white matter could have weight 1; globus
pallidus, red nucleus and substantia nigra 0.7-0.9; veneous structures 0.3-0.6.

4.4.2 TGV weighting

The TGV pipeline does not produce a QSM weight map, but the QSM images are
scaled at the very end of the pipeline by:

QSMTE,scaled =
QSMTGV(ϕlaplace filtered,binary mask, α1,2)

2π · TE · fieldstrength · γ
.
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Where QSMTGV(ϕlaplace filtered,binary mask, α1,2) is the calculated QSM image, TE
is the echo time in seconds γ is the gyro-magnetic ratio of hydrogen.

4.5 Data segmentation

The image segmentation where performed using FSL FIRST [31]. FSL FIRST is a
model-based segmentation/registration tool. The models used in FIRST are con-
structed from manually segmented images provided by the Center for Morphometric
Analysis, MGH, Boston. The manual labels are parameterized as surface meshes and
modelled as a point distribution model. Deformable surfaces are used to automat-
ically parameterize volumetric labels in terms of meshes; these deformable surfaces
are constrained to preserve vertex correspondence across the training data. Further-
more, normalized intensities along the surface normals are sampled and modelled.
The shape and appearance model is based on multivariate Gaussian assumptions.
Shape is then expressed as a mean with modes of variation (principal components).
FIRST searches through linear combinations of shape modes of variation for the
most probable shape instance given the observed intensities in a T1-weighted image.

In this study used T1-weighted images from MP2RAGE data from each volunteer to
perform the segmentation. A total of 10 segmentations were considered. The consid-
ered segmented tissues included the thalamus, caudate nucleus, putamen, pallidum
and hippocampus on left- and right-hand side. A 3D-visualisation of an aquired set
of segmentations can be seen in figure 6.
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Figure 6: 3D closed surface reconstruction of segmentations aquired using FSL
FIRST with a T1 weighted MP2RAGE image. The image shows segments of thala-
mus(1, 6), caudate nucleus(2, 7), putamen(3, 8), pallidum(4, 9) and hippocampus(5,
100) . Illustrated using 3D Slicer [32].

Not all T1-weighted images could be brain extracted directly using FSL BET di-
rectly. The spin-density-weighted MP2RAGE image was brain extracted instead to
produce a brain mask for the T1 image, which proved to be more consistant.

The brain extracted spin-density-weighted image were coregistated to the T2* mag-
nitude image of the first echo of each mGRE dataset using FSL FLIRT [33] [34] [35]
using a rigid body transform with 12 degrees of freedom and trilinear iterpolation.
One output file from FSL FLIRT is a transform matrix file. This transform matrix
was applied to the set of segmentations obtained from T1-weighted MP2RAGE im-
age. The end result of this process is a set of segmentations coregistered to each
aquired mGRE dataset. This was repeated for all GRE data sets, resulting in a total
of 27 sets of segmentations. A visual representation of the segmentation process is
shown in figure 8.

4.6 Segment refinement and statistics

Some alterations were needed to the coregistered segmentations. The iterpolation
method performed by the coregistration algorithm created some mislabeled islands
on the surface of each segment, as can be seen in figure 7. These islands are very
small compared to the total volume of the ROI. Most of these can be removed by
excluding all stuctures with less than 300 voxels. This was done using the segment
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editor tool in 3D-Slicer [32].

Figure 7: Left-hand side show the segmentations in figure 6 after coregistration to
a T2* image using FSL FLIRT. Image on the right-hand side show the same set of
segmentations after filtering in 3D Slicer. The areas highlighted on the right-hand
side

The mean, median, std and number of voxels in each ROI in every QSM image were
extracted using the Segment Statistics tool in 3D-Slicer.

Further analysis and plotting was performed in MATLab [21]. In this analysis was
subject susceptibility values obtained by averaging within the multiple scans of each
subject and subsequently across subjects [36]. The subject susceptibility average χ̄
is calculated by:

χ̄ =

∑m
i=1(

∑n
j=1 xij/n)

m
.

where n is the number of scans and m the number of subjects. Intra-subject absolute
variability is assessed by measuring the within-subject standard-deviation (SDintra)
calculated with:

SDintra =

√∑m
i=1 σ

2
i

m
with σi =

√∑n
j=1(xij − x̄i)2

n

where x̄i =
∑n

j=1 xij
n is the replicate average for each volunteer. Cross-subject vari-

ability was calculated by measuring the between-subject standard-deviation
(SDinter):
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SDinter =

√∑m
i=1

∑n
j=1(xij−xavg)

2

n×m− 1

where xavg =
∑m

i=1

∑n
j=1 xij/(n × m) is the measurement average across subjects

and scans.

Standard error of the mean (SEM) measures how far the sample mean of the data
is likely to be from the true population mean. The SEM can be calculated by:

SEMROI =
σROI√
N

where σROI =

√
(
∑ROI

voxel χvoxel−χ̄ROI)
N−1 is the measured susceptibility standard deviance

within a given ROI in a single QSM image, N is the number of voxel in a ROI, χ̄
is the average susceptibility measured within a ROI and χvoxel is the susceptibility
value of a single voxel in a QSM image.

As QSM images are CSF corrected, should the measured SEM in the CSF referance
mask be added to the error measured in the ROI:

SEMχ,csf corrected =
√
SEM2

χ,ROI + SEM2
χ,CSF mask
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Figure 8: Segmentation flowchart
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5 Results

5.1 Exclusion of volunteers

Out of 12 volunteers were 3 subjects excluded from the study. The three volunteers
was excluded from this study for failing at one or several steps during the image
process.

The three volunteers were excluded as a result of:

• One volunteer had a poor MP2RAGE acquisition, which showed a lot of move-
ment artifacts. The poor quality of the T1-weighted MP2RAGE image made
FSL FIRST not able to a complete segmentation for all ROIs of interest.

• The second volunteer had very small and narrow lateral ventricals. This had an
impact on the second set of mGRE data, as the T2* magnitude image showed
a very small identifiable ventrical volume. All measurements from this data
set showed very different suseptibility values than the other two data sets of
the same person, which were a lot more similar. Preliminarly is this deviation
suspected to be a result of a failure in aquiring a representable CSF referanse
mask, as the aquired MEDI+0 referance mask is produced by thresholding of
the T2* image. As a further indication do the referance mask of the second
scan contain 4104 voxels while the two other scans contain ∼ 12000(±230)
voxels. An alternative referance was considered, but that would have made
the QSM images less comparable to other CSF-corrected images in the study.

• The third excluded volunteer had very asymmetrical lateral ventricals, where
the left hand ventricle was a lot larger than the right hand side. This ab-
normality caused FSL FIRST automated segmentation to fail localizing some
ROIs of interest, making the segmentation set not usable.

5.2 QSM images

Figure 9 show an example of a QSM construction using a MEDI, TKD and TGV
pipeline respectively.
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Figure 9: QSM images produced using three different QSM pipelines using a single
GRE data set of one subject.

5.3 Image Segmentation

Figure 6 show a 3D representation of an example set of segmentation aquired from
a T1-weighted image aquired from a MP2RAGE data set.

Figure 7 the same set of segmentation right after coregistration to a GRE data set.
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5.4 Variation across different regions of interest

Figure 10 show the mean susectibility measured in each ROI, including all QSM
images of across all 9 volunteers. The calculated mean ROI susceptibility averaged
across all scans and subjects are tabulated in figure 2, Intersubject ROI standard
deviation is tabulated in table 3 and intra-subject ROI standard deviation are tab-
ulated in table 4. The mean standard deviation the QSM voxels within each ROI
are tabulated in table 5 and the corresponding SEM are tabulated in table 6.

Mean susceptibility (ppb)

ROI MEDI TKD TGV

Left thalamus -1.02 -1.41 2.43

Left caudate 18.49 11.53 13.67

Left putamen 11.44 7.87 8.99

Left pallidum 45.43 33.75 44.41

Left hippocampus -3.01 -6.48 -0.38

Right thalamus -1.46 -1.90 2.19

Right caudate 19.08 10.01 13.44

Right putamen 4.79 1.70 3.47

Right pallidum 51.39 40.34 50.73

Right hippocampus -6.50 -7.51 -1.15

Table 2: Mean ROI susceptibility averaged across all scans and subjects.
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STD across subjects (ppb)

ROI MEDI TKD TGV

Left thalamus 5.85 3.32 3.80

Left caudate 9.14 6.10 6.24

Left putamen 10.52 7.90 7.91

Left pallidum 10.51 10.11 9.61

Left hippocampus 5.80 3.22 3.99

Right thalamus 7.67 5.44 6.13

Right caudate 6.50 4.74 7.79

Right putamen 15.71 10.45 9.00

Right pallidum 5.64 3.71 4.84

Right hippocampus 10.42 7.15 7.65

Table 3: Measured cross-subject standard deviation of mean ROI susceptibility in
QSM images produced by a MEDI, TKD and TGV pipeline respectively.

STD within subject (ppb)

ROI MEDI TKD TGV

Left thalamus 2.71 1.59 1.44

Left caudate 3.27 1.59 1.72

Left putamen 2.25 1.49 1.61

Left pallidum 3.94 3.27 3.17

Left hippocampus 1.76 0.89 1.15

Right thalamus 3.13 2.07 3.17

Right caudate 3.00 2.51 3.43

Right putamen 7.01 4.45 6.00

Right pallidum 2.07 1.12 1.41

Right hippocampus 2.16 1.94 2.44

Table 4: Measured within-subject standard deviation of mean ROI susceptibility in
QSM images produced by a MEDI, TKD and TGV pipeline respectively.
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STDROI (ppb)

ROI MEDI TKD TGV

Left thalamus 23. 21. 21.

Left caudate 24. 20. 19.

Left putamen 28. 25. 26.

Left pallidum 45. 39. 40.

Left hippocampus 25. 20. 18.

Right thalamus 23.0 21. 21.

Right caudate 23. 20. 20.

Right putamen 28. 26. 26.

Right pallidum 40. 36. 36.

Right hippocampus 25. 20. 19.

Table 5: Standard deviation of voxel susceptibility within 10 different ROIs using
three different pipelines. Pipelines using MEDI, TKD and TGV dipole inversion are
considered.
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SEMROI (ppb)

MEDI TKD TGV

Left thalamus 0.12 0.03 0.020

Left caudate 0.39 0.06 0.12

Left putamen 0.62 0.10 0.12

Left pallidum 0.54 0.27 0.14

Left hippocampus 0.14 0.07 0.08

Right thalamus 0.41 0.05 0.20

Right caudate 0.12 0.10 0.31

Right putamen 0.97 0.32 0.52

Right pallidum 0.10 0.05 0.04

Right hippocampus 0.70 0.11 0.20

Table 6: Standard error of the mean (SEM) of the average susceptibility aquired
from 10 different ROIs using three different pipelines. Pipelines using MEDI, TKD
and TGV dipole inversion are considered.
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Figure 10: Measured magnetic suseptibility across 9 volunteers, each with 3 sub-
sequent scans, across ten region of interest. Each box contains the mean segment
QSM value from QSM images produced from one spesific QSM pipeline. Pipelines
using MEDI (blue box), TKD (red box) and TGV (yellow box) dipole inversion are
compared. The central mark in each box indicates the median, and the bottom
and top edges of the box indicate the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data points not considered as outliers.

5.5 Intersubject variation

Figure 11 show a boxplot of the measured mean suseptibility in the thalamus, cau-
date nucleus and putamen of 9 volunteers individually, in order to show intersubject
variation. An equivalent plot for the pallidum and hippocampus segments are pre-
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sented in figure 12. Each box contains the measured susceptibility of three QSM
images produced from three subsequent GRE scans using one QSM pipeline.

Figure 11: Mean suseptibility measured in the thalamus, caudate nucleus and puta-
men of 9 volunteers. Each box contains the measured susceptibility of three QSM
images produced from three subsequent GRE scans using one QSM pipeline. The
pipelines considered uses MEDI (blue box), TKD (red box) and TGV (yellow box)
dipole inversion. The central mark in each box indicates the median, and the bottom
and top edges of the box indicate the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data points not considered as outliers.
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Figure 12: Mean suseptibility measured in the pallidum and hippocampus of 9
volunteers. Each box contains the measured susceptibility of three QSM images
produced from three subsequent GRE scans using one QSM pipeline. The central
mark in each box indicates the median, and the bottom and top edges of the box
indicate the 25th and 75th percentiles, respectively. The whiskers extend to the
most extreme data points not considered as outliers.

5.6 Intrasubject variation

Three scans were performed in order to study intrasubject variation. In figure 13
are mean suseptibility values aquired from all ROIs and QSMs produced from a
single scan plotted against the two other scans of the same volunteer. QSM images
produced using MEDI, TKD and TGV dipole inversion are all included.
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Figure 13: Segment mean suseptibility values measured in QSM images produced
from three subsequent scans plotted against eachother pairwise. QSM images pro-
duced using MEDI, TKD and TGV dipole inversion are included using GRE data
from 9 subjects. Segments of thalamus, caudate nucleus, putamen, pallidum and
hippocampus were considered. Stars and circles indicate left- and right-hand side
segmentations respectively.

5.7 Variation between different pipelines

Three different pipelines were used in this study. In figure 14 are all measured
segment mean susectibilies from each of the three pipelines plotted against eachother.
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Figure 14: Segment mean suseptibility values of all QSM images produced with a
specific QSM pipeline plotted against segment mean suseptibility values aquired from
QSM images from an alternative pipeline. Pipelines using MEDI, TKD and TGV
dipole inversion are included. Segments of thalamus, caudate nucleus, putamen,
pallidum and hippocampus were considered. Stars and circles indicate left- and
right-hand side segmentations respectively.
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6 Discussion

6.1 QSM image quality

This study did not really focus on the optimalization of QSM image quality produced
from each pipeline, but rather the consistancy of a pipeline given fixed operating
parameters.

Conserning the image quality of the prodused QSM images it is apparent that the
pipeline using TKD dipoleinversion produced QSMs with the lesser quality. Most
of these images showed a considerable amount of streaking artifacts and lower edge
contrast. Direct methods of dipole inversion, such as TKD, are to be expected [16]
compare to iterative methods, such as MEDI and TGV. The oberservations done in
this study collaborate that statement.

The QSM images produced using MEDI and TGV looks visualy more similar, es-
pecially in the axial plane. The TGV QSM images show some higher degree of
smoothening at the expense of some edge definition compared to the MEDI images.

Even if the TKD image looks a bit crude compared to the MEDI and TGV images
is noteworthy that the TKD dipole inversion algorithm is much simpler (only one
parameter) and faster to run. A complete TKD pipeline had an average runtime
of ∼ 2.5 minutes, while the QSM pipelines using MEDI and TGV had runtimes of
∼ 20+. With that in mind, TKD could be considered a decent alternative when
runtime is a significant priority. There have been proposed methods to impose higher
degree of smoothness to direct dipole inversion [37] in order to improve image quality
further, but this was not considered in this study.

6.1.1 Differances in brain masking

Brain masking for all QSM images were performed FSL BET, as well as a brain mask
edge erosion with a kernel size of 5 voxels prior to dipole inversion. However, in figure
9 there is an apparent differance in each implementation. By comparing the sagital
QSM images in the figure there is a bright line along the outer edge of the brain in
the TGV QSM image. This line is caused by phase inhomogenities outside the brain,
and should be excluded by brain masking. Inclusion of such inhomogenities are a
common cause of non-local image artifacs im QSM images, as the dipole inversion
step is highly sensitive to local field variations. Hence a higher number of voxels
should have been removed along the edge of the brain mask,especially in regards to
the mask used in the TGV pipeline.
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6.2 Intrasubject variation

The repeated scans on each subject was performed in order to study how the re-
sulting QSM was prone to intrasubject variations. Figure 13 show the measured
magnetic susceptibility from each of the scans plotted against the other two. In
figure 13 there is some variations across on an individual level, but these variations
appare to be as prominent in all three series. This could indicate that the variations
are common in every acquisition. In order to study this aspect further it would be
interesting to investigate if the individual variations are also present in the mGRE
raw data.

Another possible source of intrasubject variations is the coregistration part of the
segmentation process. In this process was a single set of segmentations coregistrated
to single echo T2* magnitude image corresponding to the QSM image of interest.
The quality of the T2* data is obviously important, but how small variations in T2*
can affect the efficacy of the segmentation is not thoroughly investigated. Hence, it
is very possible that some of the intrasubject variations are caused by inconsistant
coregistration. The degree of this is however unknown and would need further study.

Another source of systematic intrasubject variations can come directly from the data
acquisition. Most subjects were scanned during different sessions on different days.
If would be of interest to investigate if the intrasubject variation would increase if
the repeated scans of each subject were performed on separate days, or alternativly
if the intrasubject variation would be reduced by scanning multiple volunteers back-
to-back in a single session.

6.2.1 Effect of repositioning of volunteers and reshimming of scanner

Between the second and third scan of each volunteer we preformed a repositioning
of the subject and a reshimming of the scanner. In figure 13 we can see little to
no effect of this action at any of the subjects as the data corresponding to the last
scan (labeled as series 3 in the figure) show no significant changes compared to the
two previous scans (labeled series 1 and 2). This is promising as this makes the the
process of repositioning of volunteers and reshimming of the scanner less likely to
be a major systematic source of intrasubject variations.

6.3 Intersubject variation

The motivation of producing QSM images is the fact that variations in magnetic
susceptibility values in QSM could be linked to biological differances in the tissue
of subjects. This would be of interest as QSM values could potetially qualify as a
indicator for pathology. However, as all persons in this study is considered to be
healthy. Any increase in intersubject variability should only increase the threshhold
of which QSM value deviations could be considered pathological.
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Some natural, healthy variations are to be expected. A QSM study of 498 volunteers
was performed by the University of Alberta in 2021 [38]. This study aquired QSM
values from subjects with lifespans ranging from 5 to 90 years. The study observed
that the average susceptibiliy increased together with the age of the subject pop-
ulation. Some of the ROIs studied in this work was the caudate nucleus, globus
pallidus and putamen. The thalamus ROI did not increase, but showed increase in
susceptibility at lower ages, reached a peak and then declined. QSM values were
highest in the globus pallidus across all ages. QSM in the other three structures
were similar to each other at the youngest ages, but progressively deviated with
increasing age, particularly after 45–50 years. Some of the results from the 2021
University of Alberta study is presented in figure 15.

The age span in the work of this thesis was ∼ 20 − 35 years. In this interval it is
not ulikely some of the intersubject variations are age related, but a sample size of
nine volunteers is too small to determine the degree it is a contribution.

Figure 15: Best-fit curves across QSM images of 286 females and 212 males with
5–90 year lifespan. The figure plots (a) volume, (b) R2*, and (c) QSM values of the
thalamus, putamen, caudate and globus pallidus, separated by sex (different shade
of each color) and hemisphere (solid vs. dashed lines). The data is aquired from
a separate study of QSM in deep gray matter of 498 healthy controls from 5 to 90
years [38], which were performed on a 3T scanner.

Comparing the various STDintrasubject in table 4 and STDintersubject in table 3, it
shows that the intersubject STD is on average ∼ 3 times larger than intrasubject
across all considered ROIs and applied QSM algorithms.

6.4 Variation between different pipelines

By comparing the ROI mean susceptibility values in table 2 we see that the variation
between three different QSM pipelines are of the same order of magnitude, in most
ROIs, as the intrasubject deviations tabulated in table 4. The globus pallidus ROI
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stand out, which show a ∼ 20% lower susceptibility value in QSM images produced
using the TKD pipeline compared to the other two. This behaviour is expected as as
direct dipole inversion methods, such as TKD, are reported to systematically under-
estimate magnetic susceptibilities [16]. The underestimation of TKD is even more
apparent in figure 14, which show a systematic lower mean susceptibility estimation
in TKD data across all ROIs, especially in the pallidum and caudate nucleus ROIs.
This trend is seen in figure 10 aswell.

Excluding the TKD data result a cross-pipeline standard deviation between the
MEDI and TGV data is about half of the magnitude of the equivalent STDintrasubject.

Comparing only MEDI and TGV in figure 14 we see a higher susceptibility es-
timation in cuadate and putamen for the MEDI data and a higher susceptibility
estimations in the pallidum and thalamus ROIs. The length of the boxes, indicating
the 25th and 75th percentile, in figure 11 and 12 indicate a lower intra subject vari-
ation in the TGV data compared to the MEDI data. A similar trend can be seen in
figure 10 which indicate a lower intersubject variation aswell.

One possible origin of the higher intra- and inter-subject variations in the MEDI
images is the QSM weight step in the SEPIA toolbox. This step is essensially an
additional voxel-by-voxel QSM scaling step, which the TGV algorithm does not
have.

The largest source of variations is the parameters in which each pipeline used were
mostly their respective default settings, and are probably sub-optimal in regards to
measuring the exact susceptibility in each ROI. However, by leaving the variables
fixed makes the variations in the resulting QSM images solely dependent on the raw
data. Making the QSM variations an indication of the viability of each pipeline.

6.5 ROI specific susceptibility variations

A study of reliability of ultra-high field T2* MRI at 7T, a part of the UK7T Net-
work’s “Travelling Heads” extensive study, was published in 2020 [36]. In this study
was ten healthy volunteers were scanned with harmonised single- and multi-echo
T2*-weighted gradient echo pulse sequences. The participants were scanned five
times at each site and once at each of four other sites. The five sites had 1× Philips,
2× Siemens Magnetom, and 2× Siemens Terra scanners. QSM images were com-
puted with a Multi-Scale Dipole Inversion (MSDI) algorithm [39]. The published
litterature susceptibility values as well at their own calulated susceptibilitues in ROIs
of the caudate nucleus, putamen and globus pallidusare presented in figure 16.
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Figure 16: Mean and standard deviation literature values of QSM. Shaded regions
correspond to literature data. The data plotted in the unshaded area are gathered
from a UK7T study, which included a study of multi-center, multi-vendor repro-
ducibility of 7T QSM.Their multi-echo QSM images were calculated with data from
mGRE data sets with eight echoes. The plot is exported from an article from the
UK7T study [36].

The segment susceptibilities reported in the multi-center study in figure 16 show
slightly lower susceptibility values compared to manually segmented ROIs. This is
suspected to be a result of inaccuracies in the atlas segmentations allows an inclusion
of voxels with negative susceptiblity outside the actual ROI. Inclusion of negative
voxels can potentially reduce the average magnetic susceptibility in a given segment.

The average ROI susceptibility measured in this work is presented in figure 10. Com-
pared to the susceptibility values from the UK7T study in figure 16 it is obviou that
the susceptibilities obtained in this study is much lower for the caudate, putamen
and pallidum ROIs. Out of these three ROIs can only pallidum and the caudate
nucleus be sufficiently differanciated from zero. The relative increase between each
of these three ROIs appare to fall within the relative range of the litterature values
in figure 16. Big differances in the relative susceptiblity would indicate that there is
a significant scaling issue in the QSM pipeline.

However, the largest issue is a there is a significant fixed offset between the QSM
values in this study and the litterature values. An error in the zero-referancing
step is more than likely to have contributed to this offset. However, as the unrefer-
anced QSM data is not available for the SEPIA data in this study, since only CSF
referanced images are produced with the applied parameters.

Hence, zero referancing should not be integrated into in dipole inversion step of
QSM, as it would make it easier to monitor how much is corrected during the zero
referancing process. Instead this step should be a part of the QSM post-proscessing
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making both the unreferanced and referanced QSM image available for analysis.

Another interesting trend in table 4, 3 and 6 is that the ROIs on the right-hand side
show a systematic higher STD and SEM than the left-hand side. This implies that
the measured QSM values are systematically less uniform on the right-hand side
compared to the left. This can be random, but can also be caused by a instrument
inconsistencies during the data acquisition. Such inconsistencies could include inho-
mogen scanner magnetic field, asymetric coil-sentivity or asymetric head placement
within the coil to name some.

6.6 Choice of referance region

As mentioned in section 6.5 are the method of zero referancing a likely source of
error in this work. This is likely a result of how the MEDI+0 uses thresholding of
the T2* magnitude image to produce a CSF referance mask. The method is heavily
dependent on easily segmentable lateral ventricals in T2* magnitude images. This
is not necessarily universally available.

In this study alone was one out of twelve initial volunteers excluded due to poor CSF
segmentation using the MEDI+0 algorithm. This individual had lateral ventricals
with a very low total volume. The data from the three successive scans resulted in
three QSM images with widely different susceptibility values using all three pipelines.
A consideration of other referance regions is needed. Either other parts of the brain
should be considered, or inclusion of volumes of CSF outside of the lateral ventricals.

The QSM data from the volunteers that could be zero referanced using the MEDI+0
algorithm would probably benefit further improvements on the CSF referance mask.
The primary one being an additional mask erosion along the referance mask in order
to avoid any unreliable voxels along the mask boundary.

It is also important to mention that there is a number of medical conditions can alter
the magnetic susceptibility of CSF itselv. Hemmorages and ventrical calcifications
can for example cause a positive or negative susceptibility shift in CSF, which would
cause an equivalent shift in the entire QSM image in cases CSF are used for zero
referancing. Hence, alternative referance regions should be considered and made
available, even if CSF is considered as the prime referance region.

6.7 Segmentation and coregistration

Most of the difficulties concerning both the automated segmentation and coregistra-
tion arise from the increased image resolution of 7T data. Most conventional MRI
software available which are developed for clinical use. As most common clinical
MRI scannes uses magnetic fields at 1.5 or 3T. Scanners with a lower main mag-
netic field generally produce images at a lower resolution, compared to 7T. This
makes conventional MR software, which are tailored to process MR images of the
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lower resolution of clinical scanners, more likely to struggle to perform threshold-
ing and resampling technices while maintaining the higher resolution of MR images
ultra-high field scanners.

Coregistration between the T1 and QSM images with FSL FLIRT where attempted
directly, as T1 images were used for segmentation. This was without success. Coreg-
istration of QSM to T1 images resulted in blurred QSM images, while coregistration
of T1 to QSM resulted in blurred T1 images which could not be segmented by FSL
FIRST.

The MP2RAGE TI2 and T2* images origin from the same aquisition data as the T1
and T2* images respectively, but show a more similar image contrast to each other.
This made the coregistration of the TI2 and T2* images much more consistant than
the alternatives. Coregistration of TI2 to T2* yield a transformation matrix which
can be applied to segmentations from the original T1 images. The coregistrated
segmentations can then be applied to the corresponding QSM image matixes. There
is resampling issues for the segmentations aswell, but it is far easier to correct errors
created in a binary mask, than in a complex QSM image.

All of these issues and additional steps occur because of the need of two separate
acquisition sequences, one to produce the QSM image and another to provide the
basis of the analysis of the QSM image. These steps could have been avoided by
performing the tissue segmentation directly in the QSM image, either by automatic
of manual segmentation.

It is hard to determine if the segmentation process itself is reprocuable as only one
set of segmentation is considered in this study, as only one T1-weighted MR image
was aquired. Optimaly should an additional T1 image be obained for each individual
in order to check for within subject variations of the T1-weighted images.

Manual segmentations should have been included in this study, which could could
function as a ground truth segmentation. Manual segmentations in both T1 and
directly in QSM would be of interst, in order to distinguish variations which occur
during coregistration of T1-segmentations.

Using tools like FSL FIRST also limits the available segmetations to tissues which
is only easily segmented in T1 images. Deep brain tissues like the red nucleus and
substantia nigra for example are examples of tissue with relative low T1 contrast,
but high contrast in QSM images. A comparison of the differancein contrast of the
red nucleus in T1 and TGV QSM is illustrated in figure 17.
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Figure 17: TGV QSM image and a T1 weighed MP2RAGE image aquired from the
same subject. The arrow indicate the location of the left red nucleus.

Reproducibility of segmentations is arguably just as important as the the repro-
ducibility of the QSM images themselves, as the ability to compare QSM images are
dependent on the quality of the segmentations.

6.8 QSM weights

The SEPIA application of a weight map in the QSM step add an image quality
constraint to the final QSM image. The weights are inversly proportional to the
noise in the image. The signal to noise ratio decreases with TE, which will make
contribution of echo images at longer echo times be weighted less to the final QSM.

QSM weighting is an aspect which potetially separates TGV QSM images from the
SEPIA images, as the single echo TGV QSM images are not weighted. The TGV
QSM images is only scaled ∝ 1

TE after dipole inversion. This scaling is sensible
in regards to signal to noice ratios at longer echo times, but might be a bit crude
as the image quality not directly considered. Hence, two single echo TGV QSM
images with different quality, but equal TE would be weighted the same in the TGV
pipeline used in this work, which would be sub-optimal.

There are a number of approaches to echo combination in the TGV pipeline that
would be of interest in further studies.

The first would be to try to combine all mGRE echo phase images into a combined
phase image as a step in the pre-QSM-processing, similar to what the SEPIA toolbox
does. Only having a single phase image to process can potentially simplify the post-
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processing as only one QSM image are produced in the pipeline. The scaling step
in the TGV algorithm can be easily bypassed by not providing the algorith with an
echo time, this will invoke a scaling factor of 1 by default. The final scaling can be
done done by calculating a scaling factor specific to the applied mGRE sequence.

6.9 Further work

For further work should the reproducibility of segmentations take priority over the
reproducibility of the QSM image themselves, as it is not possible to relighably
compare QSM images without very relighable segmentations.

In this respect should methods of automated segmentations methods using QSM
images as input be of interest. Such approaches to automated segmentation would
be of special interest as these methods are less likely to be dependent of secondary
scan sequenses and the segments can be applied directly to the QSM image without
alterations. If a reliable automated segmentation method is not avaliable, the manual
segmentation should be considered.

A study of reproducible methods of coregistration of 7T data would also be of
interest, as coregistration is essencial in any study of medical imaging outside the
scope of QSM specifically.
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7 Conclusion

In conclusion does the study indicate that intersubject factors appear to have by far
the most prominent effect on the reproducibility of quantitative susceptibility maps.
Some variation is expected, as many factors may influence a tissues magnetic suscep-
tibility. Further more, there was observed a varied degrees of intrasubject variations
among the scanned subjects. Larger variations were linked to lower quality of the
raw data. As low quality raw data not only affect the quality of the QSM images,
but also affect the ability to perform automated segmentation and coregistration of
images.

Intrasubject variation is lower than intersubject variations, with intersubject STD
being on average a third of the magnitude of the intrasubject STD. Variation between
the applied pipelines are of a similar magnitude as the intrasubject variation, but
this can most likely be minimized further by improving each pipeline individually.

In regards to the three different pipelines themselves, only TKD would not be rec-
ommended for further studies at this method showed both poorer image quality and
had a systematic underestimation of QSM values. Both MEDI and TGV showed
promising variations in regards to intra- and intersubject variation for within-site
studies. A more dependable method of setting QSM referance is needed in order to
do any future cross-site studies.

Reproducibility of segmentations is arguably just as important as the the repro-
ducibility of the QSM images themselves, as the ability to compare QSM images are
dependent on the quality of the segmentations.
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