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Abstract— Enabling vehicle-manipulator systems to perform
complex and precise intervention operations requires a robust
control framework capable of handling redundancy and inter-
action forces. In addition, it is desirable that the method allows
completion of several tasks with a strict prioritization to keep
safety critical tasks unaffected by other goals. In this paper,
a control method is developed for a broad class of vehicle-
manipulator systems, with the main use case being floating
base underwater vehicle manipulator systems subject to hy-
drodynamic forces. In underwater applications, large model
uncertainties will be present due to hydrodynamic and hydro-
static effects, unknown disturbances and modelling errors. This
means that a viable solution must be robust to disturbances
and modelling errors, while also satisfying strict task priori-
ties and compliant contact behaviour. To achieve this, a robust
impedance based task-priority control method is presented, and
its stability and robustness properties are proven. The method
is validated in a simulation of an articulated intervention au-
tonomous underwater vehicle (AIAUV).

I. INTRODUCTION
The initial motivation for this paper came from the needs

of underwater inspection, maintenance, and repair (IMR)
tasks. Today, IMR tasks are performed using human divers
or remotely operated vehicles (ROVs). ROVs are controlled
by human operators, often situated on a supporting surface
vessel to which the ROV is tethered. ROV missions are there-
fore costly, time-consuming, and have large environmental
impacts. We have just entered the United Nations’ ocean
decade, and as the number of subsea operations increases,
alternative solutions are required. One alternative is the use
of autonomous underwater vehicles (AUVs) which can oper-
ate without human supervision. Typical AUVs are torpedo-
shaped and designed for survey missions but lack the ca-
pability to interact with their environment and standing still
in water (hovering). Thus, they can complete some inspec-
tion tasks, but not maintenance and repair. In this paper, we
want to enable mobile, floating base robots that can not only
“fly and see” untethered, but also perform complex tasks
with precise manipulator forces. Such robots underwater are
named intervention AUVs (I-AUVs), and constitute a subset
of vehicle-manipulator systems (VMSs).

VMSs are inherently redundant in regard to the end-
effector position, as there will always be the choice between
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moving the base and moving the manipulator arm to reach
a certain configuration. A potential solution must therefore
be able to deal with this redundancy. For intervention tasks,
limited interaction forces are required to avoid damaging
equipment or the vehicle. A much used solution for this is
impedance control methods, which aim to control the ap-
parent inertia, damping and stiffness experienced by the en-
vironment in interaction with a manipulator. In underwater
applications, hydrodynamic and hydrostatic effects introduce
significant disturbances and modelling errors. We will tar-
get the particular challenging case of underwater vehicle-
manipulator systems (UVMSs), with the goal of providing
a framework that can be generalized to other VMSs and to
redundant fixed-base robot manipulators.

The redundancy of UVMSs allows the completion of sev-
eral tasks at once, such as moving the end-effector while us-
ing redundant degrees of freedom (DoF) to avoid collisions
or maintaining an energy efficient configuration. Using task-
priority methods is therefore a beneficial way to perform
redundancy resolution, and a structured approach to build
up autonomous behavior. In safety-critical operations, strict
prioritization of tasks is desired, to ensure that the highest
prioritized safety related tasks are unaffected by other goals.

Task priority control methods typically use either null
space operators [1] or optimization based approaches. Meth-
ods with null space operators include task-priority inverse
kinematics (IK) [2], [3] and the operational space formu-
lation (OSF) [4]. IK does redundancy resolution at the ve-
locity level, building upon the fundamental assumption that
the kinematics and dynamics can be decoupled, and hence
it is not well suited for UVMSs for which the motion of the
arm and the motion of the base are tightly connected. OSF
makes the redundancy resolution at the acceleration level.
Optimization based techniques such as [5], [6] allow the in-
clusion of set-based inequality constraints, but utilizes soft
priorities, meaning that the highest prioritized tasks may be
disturbed by those with lower priority.

Previous work on task priority control of UVMSs include



[7] where a task-priority IK approach is applied to allow two
simultaneous tasks, and [8] which uses an optimization tech-
nique with control Lyapunov functions and control barrier
function based QPs. The latter allows strict priority for dif-
ferent groups of tasks, and soft priorities for tasks in the same
group. An approach with combined kinematic and dynamic
control of UVMSs is proposed in [9], where a singularity-
robust multiple task-priority framework is combined with a
robust sliding mode controller for the dynamics and the sta-
bility is proven for the combined control system. The as-
sumption of decoupled kinematics and dynamics is therefore
not required. These methods do not allow the specification
of interaction behavior required for our use case.

A general framework for impedance control was devel-
oped in [10]. The idea has been applied for interaction tasks
with UVMSs previously, for example in [11], where sliding
mode impedance control is applied for contact tasks with an
I-AUV, and [12] which uses adaptive admittance control to
achieve contact force tracking. Both of these approaches rely
on measurements of the contact force through a sensor in
the manipulator. A variant of impedance control where the
natural inertia of the system is kept, and contact stiffness and
damping can be specified is called compliance control[13].
This is easier to tune than impedance control. It is also more
robust to modelling errors, which is beneficial for UVMSs
due to the uncertainties in hydrodynamic effects.

Compliance control has been combined with task priority
frameworks previously, as in [14] where a framework is de-
veloped for fixed base redundant manipulators, that ensures
compliant behavior in the null space of the main task. In [15]
a regulation algorithm is developed that dynamically decou-
ples the tasks to allow a strict task priority framework with
compliant behavior in the whole task space. This provides a
framework with less reliance on accurate model knowledge
than OSF, but has the downside of only achieving setpoint
regulation, not trajectory tracking. This limitation is removed
in [13], but with the new constraint that the task dimension
must match the number of DoF of the system. In the more
recent [16] and [17], a control law using a sliding variable
is developed that allows both singular tasks, arbitrary large
task-dimensions and tracking control. However, the control
law is expressed in task velocity coordinates instead of posi-
tion, giving a less intuitive specification of tasks. Addition-
ally, the tuning of the desired compliance is coupled with the
tuning of the sliding parameter. To enable tuning the sliding
variable and compliance behavior separately, we base our
approach on the work in [13].

In this paper, the control law from [13] is extended to the
more general class of VMSs and modified to allow com-
pensation of hydrodynamic effects. It is also extended with
a sliding variable and sliding mode control to achieve im-
proved convergence properties and robustness with a signif-
icantly simpler analysis. The main contributions of the work
presented in this paper can thus be summarized as follows: A
robust control law for VMSs is developed, which allows uti-
lizing kinematic redundancy for the completion of simultane-
ous tasks while specifying compliant behavior during inter-

action. It is developed to address the challenges of floating-
base underwater systems, but can also be applied to fixed-
base or mobile systems on land. The closed-loop system is
proven to be UAS, with ES dynamics for the highest priori-
tized task, as well as exponentially stable task dynamics for
lower priority tasks when all higher priority tasks have con-
verged. Finally, its effectiveness is verified in a simulation
study of an AIAUV.

The paper is organized as follows. In Section II, the
mathematical model of a general VMS systems is presented
with some specific considerations for UVMS. In Section III,
mathematical background is provided, and the task space is
defined. The proposed control law is presented in Section
IV, and its stability and robustness properties are proven in
Section V. The control law is then validated through simu-
lations in Section VI. Finally, conclusions and future work
are presented in Section VII.

II. MATHEMATICAL MODEL

We consider general VMSs for which the equations of
motion expressed in a body-fixed reference frame are, [18]:

ξ̇ = TΘ(ξ)ζ (1a)

M(θ)ζ̇ +C(θ, ζ)ζ +D(θ, ζ)ζ + g(θ,η) = τ + τ ext (1b)

where TΘ(ξ) is the transformation from body-fixed velocities
to the inertial frame, M(θ) is the inertia matrix, consisting
of rigid body inertia and added mass inertia from hydrody-
namic effects, C(θ, ζ) is the centripetal and Coriolis ma-
trix, D(θ, ζ) is the hydrodynamic damping matrix, g(θ,η)
contains buoyancy and gravitational forces. τ is the vector
of applied forces, while τ ext is the vector of external forces
affecting the system. For systems on land D(θ, ζ) is the
friction matrix. VMSs are generally described by a base, and
one or several manipulators with a total of n joints, where
the base and all manipulator links are rigid bodies. The pose
and velocities for the system base are given by:

ηT =
[
pT ΘT

]
∈ R6, νT =

[
vT ωT

]
∈ R6 (2)

with p ∈ R3 being the position given in an inertial frame,
Θ ∈ R3 being the rotation parametrized with Euler angles,
and v,ω ∈ R3 are the body-fixed linear and angular veloc-
ities respectively. The full configuration of a VMS with n
links and n − 1 joints will have m = 6 + n − 1 DoFs, and
is given by combining (2) and the joint angles θ ∈ Rn−1:

ξT =
[
ηT θT

]
∈ Rm ζT =

[
νT θ̇T

]
∈ Rm (3)

As long as all bodies in the UVMS are symmetric, the
model can be parametrized such that it has the following
beneficial properties [19]

1) M(θ) = M(θ)T > 0
2) Ṁ(θ)− 2C(θ, ζ) is skew symmetric
3) zTD(θ, ζ)z > 0 ∀z ∈ Rm

4) ∥D(θ, ζa)−D(θ, ζb)∥ ≤ DM∥ζa − ζb∥
By [18], D(θ, ζ) can be split into a linear part DL(θ, ζ)

and a nonlinear part dN (θ, ζ). For the control design we
will make the following assumption.



Assumption 1: The nonlinear damping dN (θ, ζ) ≈ 0
Remark 1: This is a realistic assumption since the non-

linear damping will be negligible during intervention opera-
tions. Moreover, we do not want to introduce a cancellation
of nonlinear damping terms in our control law, since these
model parameters are generally poorly known and the damp-
ing is dissipative. Cancelling these terms thus comes with a
risk of introducing destabilizing terms.

III. TASK COORDINATES

This section introduces the decoupled task coordinates
used in the control law. As in [13], the control law relies on
the following assumptions:

Assumption 2: The total task dimension is equal to the
number of degrees of freedom m of the system.

Assumption 3: The tasks are all simultaneously feasible.
Assumption 4: The considered trajectories avoid any po-

tential singularities.
These requirements must be met when the tasks are speci-
fied, either by a human designer or a higher level planning
algorithm.

Remark 2: Note that tasks as used in this paper means a
quantity given by a function of the generalized coordinates,
that can follow a reference. More complex operations such as
opening a door or manipulating an object requires defining
suitable tasks and generating references for them. To pick up
an object, one could for example have end effector position
as the main task, position of a camera on the system base as
a secondary task, and energy efficient joint configuration as
a third. Higher level planning such as this is not considered
in this paper.
For the completion of r prioritized tasks, with dimensions
mi, the task space positions are defined as functions of ξ

xi = fi(ξ) (4)

for i = 1 . . . r. This gives the task Jacobians defined as

J ′
i (ξ) =

∂fi(ξ)

∂ξ
(5)

To account for the transformation between body-fixed and
inertial frames, we define

Ji(ξ) = J ′
i (ξ)TΘ(ξ) (6)

which can be stacked to obtain the augmented Jacobian ma-
trix on task level i

Jaug
i (ξ) =

J1(ξ)
...

Ji(ξ)

 (7)

giving the task space velocities

ẋi = J ′aug
i (ξ)ξ̇ = Jaug

i (ξ)ζ (8)

and augmented task space velocities and accelerations

ẋaug
i =

ẋ1

...
ẋi

 , ẍaug
i =

ẍ1

...
ẍi

 (9)

The task space position errors are then defined as

x̃i(t) = xi(t)− xi,d(t) (10)

where xi,d(t) is the desired task space position at time t.
To avoid high priority tasks being affected by lower pri-

orities, lower level tasks are solved in the null space of all
higher levels, utilizing the remaining DoFs of the system.
To this end, the dynamically consistent null space projector
from [4] is used.

Ni(ξ) =

{
I for i = 1

I − Jaug
i−1(ξ)

TJaug
i−1(ξ)

M+,T for 1 < i ≤ r
(11)

where M+ denotes the dynamically consistent pseudoinverse
[1]. The null space projectors are used to define the extended
task Jacobians as

J̄i(ξ) = Ji(ξ)Ni(ξ)
T (12)

which can be used to define decoupled task space velocities

vi = J̄i(ξ)ζ = J̄i(ξ)J
aug
i (ξ)︸ ︷︷ ︸

Bi(ξ)

ẋi (13)

that are stacked to get the complete task space velocity vector
v ∈ Rn, and the corresponding Jacobian matrix J̄(ξ) ∈
Rn×n. Inserting

v = J̄(ξ)ζ and v̇ = ˙̄J(ξ)ζ + J̄(ξ)ζ̇ (14)

into (1) yields the decoupled equations of motion (depen-
dencies omitted for clarity)

J̄−TMJ̄−1v̇ = J̄−T (τ + τ ext − g) (15)

+ J̄−T (−C −D) J̄−1v

+ J̄−TMJ̄−1 ˙̄JJ̄−1v

We define the transformed inertia matrix as

M̄ = J̄−TMJ̄−1 (16)

giving

M̄v̇ = J̄−T (τ + τ ext − g) (17)

− J̄−T
(
C −MJ̄−1 ˙̄J

)
J̄−1︸ ︷︷ ︸

µ

v

− J̄−T (DL) J̄
−1︸ ︷︷ ︸

δ

v

such that the matrix µ contains the transformed Coriolis
terms and δ the transformed linear damping. The system in
decoupled coordinates then takes the form:

M̄v̇ = J̄−T (τ + τ ext − g)− (µ+ δ)v (18)

The transformed inertia matrix M̄ is block diagonal, M̄ =
diag

(
M̄1, ...,M̄r

)
, where M̄i ∈ Rmi×mi , meaning that the

tasks are decoupled at the inertial level. However, µ and
δ still have off-diagonal terms, meaning that there is some
coupling left between tasks that must be dealt with by the
control law.



IV. CONTROL LAW

The control law is chosen as

τ = g + τµ + τδ +

r∑
i=1

NiJ
T
i Fi,ctrl (19)

where g compensates for the buoyancy and gravity forces,
τµ cancels off-diagonal terms in µ, and is defined as

τµ =

r∑
i=1

(
J̄T
i

(
i−1∑
j=1

µi,jvj +

r∑
j=i+1

µi,jvj

))
(20)

and τδ is defined equivalently to τµ, but cancelling the off-
diagonal damping terms.

Remark 3: For systems without hydrodynamic effects,
this simplifies to the expression given in [13]:

τ = g + τµ +

r∑
i=1

NiJ
T
i Fi,ctrl (21)

Applying the control law (19) to (18) gives, for i = 1, . . . , r

M̄iv̇i + (µi,i + δi,i)vi = Fi,ctrl + F ext
vi (22)

and in task space coordinates:

M̄ẍi+(µi,i+δi,i)ẋi+γi

[
ẋaug
i−1

ẍaug
i−1

]
= Fi,ctrl+F ext

vi
(23)

where

γi(ξ, ξ̇) = [Γi,1, . . . ,Γi,i−1Ψi,1, . . . ,Ψi,i−1] (24a)

Γi,j = ui,iBi,j + M̄iḂi,j , Ψi,j = M̄iBi,j (24b)

contains top-down disturbances caused by higher prioritized
tasks, µi,i is the i-th element on the diagonal of the Coriolis
matrix, δi,i the i-th element on the diagonal of the trans-
formed damping matrix. Note that the transformed matrices
still retain the skew symmetry property from (1), i.e. 1

2
˙̄Mi−

µi,i is skew symmetric [13]. Fi,ctrl is the control force on
level i, and F ext

vi is the generalized external force on the i-
th task in the decoupled coordinates

F ext
vi = J̄−T

i τ ext (25)

In the following, we will explore three alternatives for
the control force Fi,ctrl; one equal to the one used in [13]
except for the addition of a hydrodynamic damping term,
one utilizing a sliding variable, and one using sliding mode
control (SMC). We will show that the sliding variable and
SMC approaches give better stability and robustness proper-
ties in the presence of disturbances and modelling errors, a
requirement for underwater systems.

The first alternative control law is given by

Fi,ctrl = M̄iẍi,des + (µi,i + δi,i)ẋi,des (26)

−Di
˙̃xi −Kix̃i + γi

[
ẋaug
i−1,des

ẍaug
i−1,des

]
where Di and Ki are the desired damping and stiffness ma-
trices, respectively. They are chosen such that Di = DT

i >

0 and Ki = KT
i > 0. This gives the closed-loop system on

task level i:

M̄i
¨̃xi + (µi,i + δi,i +Di) ˙̃xi +Kix̃i (27)

= −γi

[
˙̃xaug
i−1

¨̃xaug
i−1

]
+ F ext

vi

The second alternative control law, motivated by [20], [21],
and [22], utilizes a sliding variable:

Fi,ctrl = M̄iẍi,r + (µi,i + δi,i)ẋi,r (28)

−Disi −Kix̃i + γi

[
ẋaug
i−1,des

ẍaug
i−1,des

]
with

si = ˙̃xi +Λix̃i, Λi = ΛT
i > 0 (29)

and also differs from (26) by ẋi,des being replaced by the
reference velocity

ẋi,r = ẋi,des −Λix̃i (30)
The sliding variable s introduced in [20] can be interpreted as
the velocity error with respect to the new reference velocity:

si = ẋi − ẋi,r (31)
The resulting closed-loop system is then

M̄iṡi + (µi,i + δi,i +Di)si +Kix̃i (32a)

= −γi

[
˙̃xaug
i−1

¨̃xaug
i−1

]
+ F ext

vi

˙̃xi = −Λix̃i + si (32b)

One motivation for the choice of control law (28) is that, as
we will show, it improves the convergence properties and sig-
nificantly simplifies the stability analysis compared to [16].
Moreover, as the control law and corresponding analysis are
expressed using the sliding mode variable s, they can readily
be extended to further increase the robustness through sliding
mode control in the third alternative control law:

Fi,ctrl = M̄iẍi,r + (µi,i + δi,i)ẋi,r −Disi −Kix̃i (33)

−KS,isgn(si) + γi

[
ẋaug
i−1,des

ẍaug
i−1,des

]
where KS,i = KT

S,i > 0 is the sliding mode gain and
sgn(si) is a vector containing the signs of si. This gives the
closed-loop system

M̄iṡi + (µi,i + δi,i +Di)si +Kix̃i +Ks,isgn(si) (34a)

= −γi

[
˙̃xaug
i−1

¨̃xaug
i−1

]
+ F ext

vi

˙̃xi = −Λix̃i + si (34b)

Remark 4 (Cancellation of external forces): If measure-
ments of external forces are available, then the control law
can be extended to include external force feedback. This is
done in [13] and used in [23] to fully compensate for the
top-down disturbances. However, as this will typically not
be possible for underwater systems, and specifically is not
available for the considered AIAUV, it will not be discussed
further here.



V. STABILITY ANALYSIS

We consider the case of free motion (F ext = τ ext = 0),
and define y and the sets Ai analogously to [13, Section
IV.A]. The state vector y ∈ R2n is defined as

yi =

[
x̃i

si

]
,y =

y1

...
yr

 (35)

representing task-space position, and velocity errors of all
tasks. The stability of the equilibrium point y = 0, where
all task-space errors are 0, will be examined. The nested sets
for the successive accomplishment of tasks [13] are defined
with A0 being the full state space of the system, and

A1 = {y | x̃1 = 0, s1 = 0} (36)

being the subset of the task space where the highest prior-
itized task is fulfilled. Sets A2...Ar are defined recursively
as subsets of the previous set with one more completed task.

Ai = Ai−1

⋂
{y | x̃i = 0, si = 0} (37)

A. Stability analysis with control law (26)

For y ∈ Ai−1 in free motion (F ext = τ ext = 0), the
closed-loop task error dynamics on priority level i becomes

M̄i
¨̃xi + (µi,i + δi,i +Di) ˙̃xi +Kix̃i = 0 (38)

The following theorem follows directly from the analy-
sis of [13]. Specifically, it is straightforward to include the
hydrodynamic damping terms in the analysis of [13], and
defining y∗ as

y∗
i =

[
x̃i

˙̃xi

]
,y∗ =

y
∗
1
...
y∗
r

 (39)

to prove the following result:
Theorem 1: Consider the closed-loop task error dynamics

of system (1) with control law (19), (26). For free motion
(F ext = τ ext = 0), the origin y∗ = 0 of the closed-loop
task error dynamics is UAS.

B. Stability analysis with control law (28)

In this section, we consider the closed-loop task error dy-
namics (32). For the case of free motion, and for y ∈ Ai−1,
the closed-loop task error dynamics on task level i becomes

M̄iṡi + (µi,i + δi,i +Di)si +Kix̃i = 0 (40a)
˙̃xi = −Λix̃i + si (40b)

Theorem 2: Consider the closed-loop task error dynamics
consisting of system (1) with control law (19), (28) with
Λi = λiI, λi > 0, i = 1, ..., r. For free motion (F ext =
τ ext = 0), the origin y = 0 of the closed-loop task error
dynamics is UAS. Moreover, the closed-loop task dynam-
ics of the highest priority task is ES and the task dynamics
of each lower priority task is exponentially stable when all
higher level tasks are fulfilled.

Proof: To analyze the stability of the closed-loop task
error dynamics on priority level i, we use the Lyapunov
function candidate

Vi(si, x̃i) =
1

2
sTi M̄isi +

1

2
x̃T
i Kix̃i (41)

and its time deritive, given by:

V̇i =
1

2
sTi

˙̄Misi + sTi M̄iṡi + x̃T
i Ki

˙̃xi (42)

Inserting (40), and utilizing that 1
2

˙̄Mi − µi,i is skew-
symmetric, gives:

V̇i = −sTi (Di + δi,i)si − x̃T
i ΛiKix̃i (43)

We choose Λi = λiI with λi > 0 constant. Using λmin

and λmax as minimum and maximum eigenvalues of a ma-
trix, by [24, Theorem 4.10] the origin of (40) is ES, with:

k1,i =
1

2
min{λmin(M̄i), λmin(Ki)} (44a)

k2,i =
1

2
max{λmax(M̄i), λmax(Ki)} (44b)

k3,i = min{λmin(Dm(Di + δi,i)), λi · λmin(Ki)} (44c)

To analyze the stability of the equilibrium point y = 0
of the total closed-loop task error dynamics including all
priority levels, we will use [25, Theorem 2], cf. Appendix A.
Note that since (41) is a strict Lyapunov function of the
system (40), the proof becomes quite a lot simpler than the
corresponding proof in [13], avoiding the two-step process
that was needed to handle a non-strict Lyapunov function.

1) We start by analyzing the error dynamics of the lowest
priority task, i = r, within Ar−1 (i.e. when all tasks are
completed except the lowest prioritized). By the above
analysis yr = 0 is ES, which implies by Definition A.1
that the origin of the total system y = 0 is Ar−1-UAS

2) For i = r − 1, within Ar−2, by the above analysis,
V̇i is negative definite, and with k1,i, k2,i, k3,i defined
by (44) (A.2) is satisfied with W1 = k1,i∥y∥2, W2 =

k2,i∥y∥2 and (A.3) is satisfied with α(W1) =
k3,i

k1,i
W1.

Along with the fact from the previous step that the
origin, y = 0, is Ai-UAS, we can use Theorem A.1
to conclude that it is also is Ai−1-UAS

3) Step 2 is repeated recursively for each i until we reach
i = 1. We now have that y = 0 is A1-UAS

4) In the complete task space A0, with the origin being
A1-UAS and V̇1 negative definite, we can use Theorem
A.1 again, and conclude that the origin of the complete
system, y = 0, is UAS.

5) Moreover, choosing k1,1, k2,1 and k3,1 as in (44), we
can conclude exponential stability (ES) of the highest
priority task dynamics by [24, Theorem 4.10]

Thus, the equilibrium point y = 0, where all tasks are ful-
filled, is UAS. The task dynamics of the highest priority task
is also exponentially stable, and the dynamics of each task is
exponentially stable when all higher level tasks are fulfilled.
This implies that the highest prioritized task will always con-
verge exponentially, and that each task will converge expo-
nentially when all higher level tasks are fulfilled.



Remark 5: As exponential stability in addition to im-
proved convergence properties also provides stronger robust-
ness properties than uniform asymptotic stability, cf. [24,
Lemmas 9.2 and 9.3] we can thus expect that the proposed
control law (28) provides both improved convergence and
robustness compared to (26).

Remark 6: Note that the inherent system damping,
D(θ, ζ)ζ, in (1) is not required for the closed-loop system
analysis to hold. The inherent damping only improves the
convergence rate, cf. (44), and the resulting compliant behav-
ior is characterized by Dtotal,i = Di + δi,i, but the analysis
also holds for systems (1) where D(θ, ζ)ζ = 0.

C. Stability analysis with control law (33)

Using the control force (33) in free motion without distur-
bances, the same Lyapunov function candidate Vi as in (41)
can be used with the only difference that the time-derivative
of Vi has an extra sliding mode term

V̇i = −sTi (Di + δi,i)si − sTi KS,isgn(si)− x̃T
i ΛiKix̃i

≤ −sTi (Di + δi,i)si − x̃T
i ΛiKix̃i (45)

Thus, the analysis from Section V-B still holds, and Theorem
2 holds with (28) replaced by (33) if a Lipschitz continuous
approximation of the sign term is used (as in [24, Chaper
14.2]). However, we want to show robustness. Therefore, we
consider the system perturbed by modeling errors and other
state- and time-varying disturbances, for which the resulting
closed-loop level i task error dynamics for free motion and
for y ∈ Ai−1 can be described by

M̄iṡi + (µi,i + δi,i +Di)si +Kix̃i (46a)
+KS,isgn(si) + fi(si, x̃i, t) = 0

˙̃xi = −Λix̃i + si (46b)

where fi(si, x̃i, t) is a disturbance term representing mod-
eling errors and other state- and time-varying disturbances
that satisfy

Assumption 5:

|fi,j(si, x̃i, t)| ≤ Li,j j ∈ {1, . . . ,mi}

where fi,j is the j-th element of fi, and Li is a vector of
positive elements with the same dimension as si and fi.

Theorem 3: Consider the closed-loop task error dynamics
consisting of system (1) subject to a disturbance term satis-
fying Assumption 5, with control law (19), (33) with Λi =
λiI, λi > 0, i = 1, ..., r, and KS,i diagonal with KS,i,j ≥
Li,j For free motion (F ext = τ ext = 0), the sliding variable
si converges to zero in finite time, after which the origin of
task position error x̃i is exponentially stable.

Proof: Using the same Lyapunov function candidate Vi

as in (41), the time derivative becomes

V̇i = −sTi (Di + δi,i)si − x̃T
i ΛiKix̃i (47)

− sTi KS,isgn(si) + sTi fi(si, x̃i, t)

≤ −sTi (Di + δi,i)si − x̃T
i ΛiKix̃i (48)

− |sTi |(diag(KS,i)−Li)

Fig. 1. The Eelume 500 AIAUV in a ”C-shape” (Courtesy of Eelume)

Where |sTi | is the elementwise absolute values of si, and
diag(KS,i) is a vector consisting of the elements on the diag-
onal of KS,i. By choosing KS,i,j > Li,j , si thus converges
to zero in finite time by the comparison principle [24]. The
dynamics of the position error are given in (46b). This is a
linear system that is clearly ISS in regard to si and ES when
si = 0.

Remark 7: Theorem A.1 cannot be used in this case as it
requires a Lipschitz system. An equivalent theorem for non-
Lipschitz systems is not known to us, and therefore stability
for the total system can not be rigorously proven even with
improved robustness for the dynamics of each task. However,
the simulations in Section VI shows that the control law
behaves well in practice.

Remark 8: Note that the assumption on the disturbance
term is an assumption on the modelling errors and distur-
bances only. This is in contrast to similar assumptions for
sliding mode control approaches where no knowledge of the
structure and properties of the model are utilized, and which
instead aim to override all the dynamics through a (higher
gain) sliding mode term. This would require an assumption
that the whole system dynamics are bounded to prove stabil-
ity, while we here utilize the model structure and properties
and consequently arrive at a milder assumption.

Remark 9: It is also notable that Assumption 5 only re-
quires the modeling errors and disturbances that depend on
same and lower-priority task variables to be bounded. Specif-
ically, fi depends only on same and lower-priority tasks (as
higher-priority tasks are assumed to be satisfied.)

VI. SIMULATIONS

The proposed control laws were implemented on an
Eelume 150 AIAUV in simulation. The model in the sim-
ulator consists of an elongated body with 4 z-revolute and
4 y-revolute joints, giving a total of m = 14 DoFs. It can
be thought of as a manipulator arm with no separate base,
however, it is convenient to treat the first link as a base and
use the notation for general UVMSs. The system is actuated
by the joints and 7 thrusters. The thrusters can produce up
to 60 N of force each, and the joints motors up to 16 Nm of
torque. Further details, including model parameters can be
found in [26], [9].
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Fig. 2. Desired task trajectories. (Note that yd = zd = 0 at all times)

In the simulation, a task hierarchy with three different
tasks were chosen; end-effector position, end-effector orien-
tation and joint angles. The initial reference configuration of
the system at rest has its base in the world frame origin, and
45 deg angles in the y-revolute joints. The desired trajecto-
ries are shown in Fig. 2, and are defined such that the end-
effector should move smoothly 1 meter forwards and back
again while keeping its initial orientation. Simultaneously,
the joints should move to a ”C-shape”, as in Fig. 1, with 30
deg angles in the z-revolute joints.

To investigate the robustness to modelling errors, the con-
trol laws were implemented with a constant 10% error in the
inertia matrix, which also impacts the Coriolis terms. The
initial configuration was also chosen with 25 cm offset in x,
y and z in base position and 1 deg error in all joint angles,
giving a fairly substantial initial error in the end-effector po-
sition and orientation. The chosen controller parameters can
be seen in Tables I and II, with the same values being used
for all three alternatives. To avoid chattering, the sign term
in (33) was approximated as: sgn(s) ≈ s

|s|+0.01 .

TABLE I
THE CONTROLLER PARAMETERS USED IN THE SIMULATION.

Task Parameter Value
Level 1 Ki diag(40, 30, 30)

Di diag(20, 30, 30)
Level 2 Ki diag(10, 10, 15)

Di diag(40, 40, 60)
Level 3 Ki diag(10, 10, · · ·, 10)

Di diag(5, 5, · · ·, 5)

The absolute errors of the three tasks are shown in Fig. 3,
and the applied thruster forces are shown in Fig. 4. All three

TABLE II
THE SLIDING VARIABLE PARAMETERS USED IN THE SIMULATION.

Task Parameter Value
Level 1,2,3 Λi diag(0.4, 0.4, · · ·, 0.4)

KS,i diag(20, 20, · · ·, 20)
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Fig. 4. Applied thruster forces and joint torques for the control laws

alternatives achieve functionally perfect tracking of the main
task, with errors in the order of millimeters after the initial
transient. Alternatives 1 and 2 display some oscillations be-
fore settling when compensating for the initial error.

The differences in performance on the second task are
much clearer, with larger errors. This is expected as the top-
down disturbances from the higher priority task affects per-
formance. Alternative 1 does not manage to eliminate the ini-
tial error before movement starts, and has fairly large errors
throughout. Notably, alternative 2 seems to perform better
than alternative 3. Finally, in the joint angles task, there is
a large top down disturbance that causes large initial errors
for alternatives 1 and 2. Alternative 3 achieves much better
performance during the transient from the initial error, and
slightly better performance throughout the simulation.

In Fig. 4, the applied thruster forces and joint torques for
the three alternatives are shown. All three alternatives show
an initial spike in applied force, which would be less preva-
lent in the real system as thruster dynamics are neglected in
the simulation. After the initial spike, alternative 1 applies
notably higher forces and torques than alternatives 2 and 3,



attempting to compensate for the larger errors in the two
lowest prioritized tasks. However, all three alternatives stay
within the limits of the actuators. Overall, alternatives 2 and
3 perform noticeably better than alternative 1, having both
faster convergence and better tracking on lower priority tasks
while applying lower forces and torques.

VII. CONCLUSIONS
To enable autonomous completion of subsea intervention

tasks, a controller that allows strict task priorities and com-
pliant contact behavior while being robust to disturbances
and modelling errors is needed. In this paper a robust control
law for vehicle-manipulator systems was developed, which
allows utilizing kinematic redundancy for completion of si-
multaneous tasks in strict priority, with a specified compliant
behavior during interaction. While developed specifically for
floating-base underwater systems, the control law can also
be applied to fixed-base or mobile systems on land. The re-
sulting closed-loop system was proven to be UAS, with ex-
ponentially stable dynamics for the highest prioritized task,
and to have beneficial robustness properties. The theory and
the effectiveness of the proposed control law were verified
in a simulation study. In the future, simulations with inter-
action tasks should be performed, and physical experiments
conducted to further validate the control law.

APPENDIX A
Definition A.1: A system is said to be Ω-US if it is US

conditional on the set Ω, that is,
∀z0 ∈ Ω, ∥z0∥ < δ(ϵ) =⇒ ∥z0∥ < ϵ, ∀t > 0 (A.1)

It is Ω-UAS if it is Ω-US and uniformly attractive on Ω.
We here restate [25, Theorem 2] for completeness.
Theorem A.1: For a time-varying system ẋ = f(t,x)

with x ∈ Rn, f : R≥0 × D → Rn, where D ⊂ Rn is a
domain with x = 0 and f(t,0) ≡ 0 ∀t > t0. It is assumed
that f is continuous and locally Lipschitz in x uniformly in
t. If there exists a function V (t,x) ∈ C1(R≥t0 × D,R≥0),
and positive semidefinite functions W1 and W2 such that

W1(x) ≤ V (t,x) ≤ W2(x) (A.2)

∂V

∂t
+

(
∂V

∂x

)T

f(t,x) ≤ −α(W1(x)) (A.3)

for all t ≥ 0, x ∈ D, and some α ∈ K, with K being strictly
increasing, continuous functions. Then the equilibrium x =
0 is UAS if it is Ω-UAS, where Ω = {x ∈ D|W1(x) = 0}.
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projections for redundant, torque-controlled robots,” The International
Journal of Robotics Research, vol. 34, no. 11, pp. 1385–1400, 2015.

[2] B. Siciliano and J. Slotine, “A general framework for managing multi-
ple tasks in highly redundant robotic systems,” in Proc. 5th Int. Conf.
on Advanced Robotics, Pisa, Italy, 1991.

[3] S. Chiaverini, “Singularity-robust task-priority redundancy resolution

for real-time kinematic control of robot manipulators,” IEEE Transac-
tions on Robotics and Automation, vol. 13, no. 3, pp. 398–410, 1997.

[4] O. Khatib, “A unified approach for motion and force control of robot
manipulators: The operational space formulation,” IEEE Journal on
Robotics and Automation, vol. 3, no. 1, pp. 43–53, 1987.

[5] O. Kanoun, F. Lamiraux, and P.-B. Wieber, “Kinematic control of
redundant manipulators: Generalizing the task-priority framework to
inequality task,” IEEE Trans. on Robotics, vol. 27, no. 4, pp. 785–
792, 2011.

[6] K. Bouyarmane and A. Kheddar, “On weight-prioritized multitask con-
trol of humanoid robots,” IEEE Transactions on Automatic Control,
vol. 63, no. 6, pp. 1632–1647, 2018.

[7] G. Antonelli and S. Chiaverini, “Task-priority redundancy resolution
for underwater vehicle-manipulator systems,” in Proc. 1998 IEEE Int.
Conf. on Robotics and Automation, Leuven, Belgium, 1998.

[8] E. A. Basso and K. Y. Pettersen, “Task-priority control of redundant
robotic systems using control lyapunov and control barrier function
based quadratic programs,” in Proc. IFAC World Congress, Berlin,
Germany, July 2020.

[9] I.-L. G. Borlaug, K. Y. Pettersen, and J. T. Gravdahl, “Combined kine-
matic and dynamic control of vehicle-manipulator systems,” Mecha-
tronics, vol. 69, p. 102380, 2020.

[10] N. Hogan, “Impedance control: An approach to manipulation,” in Proc.
1984 American Control Conference, San Diego, USA, 1984, pp. 304–
313.

[11] P. Dai, W. Lu, K. Le, and D. Liu, “Sliding mode impedance control
for contact intervention of an I-AUV: Simulation and experimental
validation,” Ocean Engineering, vol. 196, p. 106855, 2020.
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