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Abstract

From a future perspective and with the current advancements in technology, deep
reinforcement learning (DRL) is set to play an important role in several areas like
transportation, automation, finance, medical and in many more fields with less human
interaction. With the popularity of its fast-learning algorithms there is an exponential
increase in the opportunities for handling dynamic environments without any explicit
programming. Additionally, DRL sophisticatedly handles real-world complex problems in
different environments. It has grasped great attention in the areas of natural language pro-
cessing (NLP), speech recognition, computer vision and image classification which has
led to a drastic increase in solving complex problems like planning, decision-making and
perception. This survey provides a comprehensive analysis of DRL and different types of
neural network, DRL architectures, and their real-world applications. Recent and upcom-
ing trends in the field of artificial intelligence (AI) and its categories have been emphasized
and potential challenges have been discussed.

1 INTRODUCTION

During the past decade, artificial intelligence (AI) became an
emerging topic envisaging applications almost in every field. AI
is applied in different fields, that is, computer vision, naviga-
tion, business management etc., in which agent learns on its
own by interacting with the environment [1]. AI can efficiently
run algorithms to handle and solve many large-scale optimiza-
tion problems by interacting with different systems. The solid
breakthrough in AI is machine learning (ML) in which the agent
learns itself without being explicitly programmed. ML needs
enormous amount of data for training, but in practical it is
difficult to obtain such huge data. This problem is solved by
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deep learning (DL) and reinforcement learning (RL) which are
subsets of ML. Both play significant role in solving various high-
level problems in a complex environment. RL is more attractive
in solving optimal trial error problems by using model-free
learning and model-based methods. It also deals with datasets,
data size and predicts the future outcomes based on the input
data [2]. DL has become an efficient tool in solving feature
extraction problems with various learning patterns from large
datasets and also has tremendous applications in various fields
such as healthcare [3]. A recent work that focused on applica-
tion of deep learning in health care is to monitor the diabetes
with wearable device and also DL has focused on food indus-
try authors in [4] proposed a food recognition system using DL.
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FIGURE 1 Representation of different applications of AI

Furthermore, it also has applications in traffic prediction, con-
gestion and alleviation which is discussed in [5]. It is inspired by
artificial neural network (ANN) that made a benchmark in solv-
ing problems like image classification, object detection and time
series data prediction by using various neural network like long
short-term memory (LSTM), recurrent neural network (RNN),
convolutional neural network (CNN) etc. These neural network
are similar to neurons in human brain. One can also detect the
signals of the neurons using a technique called spike sorting.
There are various spike sorting algorithms, which are explained
in [6]. Integration of one neural network with the other also
be used for better results, one such example is in [7]. DRL is
a combination of both DL and RL as shown in Figure 1. In
RL, the agent can take decisions periodically by observing the
rewards and automatically adjusting its strategy to obtain the
optimal policy [8]. RL has applications in the fields of robotics,
healthcare, education, games, and video games developed to
generalize the agent abilities. The main goal of the agent is to
know the capability of the enemies and maximize the coins
(i.e. rewards) which are limited in practice [9]. Another sub-
set, DL has a powerful encounter in many areas. It overcomes
the drawbacks of RL such as improvement in voice recognition
and language translation. Deep neural network (DNN) is the
basis for DL working process. It has 2 phases: (i) training and
(ii) inference phases. In the training phase, the network learns
from the given data and the inference phase is the production
phase where the trained model is installed for predicting solu-
tions to real-world problems. Nonlinear transformations and
model abstractions are used in the DL technique at a high level
for large databases. We can perform even with small datasets
[10].

In Table 1, we provide a list of acronyms that may be handy
to the researchers to understand the various terminologies used
in the context of the presented work.

To understand the complex attention of the task with max-
imum accuracy, systems use DL algorithms that continuously
analyse the data with some logical structure like the human brain
and draw conclusions. This combination of DL with RL has led

TABLE 1 Acronyms

Acronym Description

AI Artificial intelligence

ANN Artificial neural network

CNN Convolutional neural network

DBNN Deep belief neural network

DCNN Deep convolutional neural network

DDPG Deep deterministic policy gradient

DL Deep learning

DNN Deep neural network

DQN Deep Q network

DRL Deep reinforcement learning

DRRN Deep reinforcement relevance network

DSNN Deep stacked neural network

DDQN Double deep Q network

D3QN Dueling double deep Q network

FER Facial expression recognition

FSML Few short text classifications in meta-learning

FMDP Finance Markov decision process

GRU Gated recurrent unit

LIDAR Light detection and ranging

LSTM Long short-term memory

ML Machine learning

MDP Markov decision process

MAML Model agnostic meta-learning

MC Monte Carlo

MIMO Multiple-input multiple-output

NLP Natural language processing

NLSTM Nested LSTM network

NN Neural network

NTM Neural turing machine

NNN Non-neural network

PPO Proximal policy optimization

RNN Recurrent neural network

RvNN Recursive neural network

RL Reinforcement learning

RBM Restricted Boltzmann machines

SUMO Simulation of urban mobility

SARSA State-action- reward- state-action

TCN Temporal convolution network

TRPO Trust region policy optimization

to the development of DRL as shown in Table 2. DNNs contain
several connected neurons and each neuron is associated with a
weight. As neural network learning is an iterative process, the
data increases after each iteration. The function of the neural
network is like the human brain which collects and classifies the
data according to a specific architecture. To efficiently address
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BALHARA ET AL. 3

TABLE 2 Development of DRL

AI It is a field of computer science. That aims to solve real-world
problems to acquire more success rates by preparing machines
to perform the task. Here data plays a prominent role [12].

ML ML can help the machine to learn on its own without any explicit
programming. It provides a balance between agent intelligence
and the latest developed web technologies [13].

RL This is the subset of ML, where the main goal of the RL is to
maximize the rewards from the actions by interacting with the
environment [14].

DL A subset of ML, in which agent uses the ANN to learn
autonomously from the available large amount of data for
classification and regression [15].

DRL DRL is used as a powerful tool for improving the learning rate of
RL algorithms. Best solutions are provided by DRL as it uses a
double deep Q network (DDQN) which is the extension of the
DQN. DDQNs are used to maximize the Q value from the
actions performed by the agent [16].

real-world problems and challenges, DRL is used as an emerg-
ing tool. For example, the modification that is made to DRL is
the development of an algorithm that learns to play Atari 2600
video game at superhuman level range directly from the pixels
with deep Q network (DQN) [11].

1.1 Goal

Enhancing the existing surveys on DRL which created a massive
impact on different fields, the main motive behind this survey
is to explore DRL in-depth and to contribute relevant infor-
mation regarding the latest upgradation. Moreover, to address
queries like ‘Is DRL used for automated learning in different
environments by adjusting its strategy with various situations
with different architectures?’, ‘Are there any real-time applica-
tions of DRL?’, ‘What are different architectures used in DRL
to solve real-world practical problems in various fields?’ etc.,
this survey covers the RL methods with a few of its algorithms,
DL and their architectures. It also focuses on the evolution of
DRL (which is the integration of DL and RL) along with some
real-time applications.

1.2 Methodology

We go along with the systematic literature review guidelines in
[17] to carry out this review. Bibliometric analysis is used in this
approach. In this study, state-of-the-art research was supported
by many databases. The publication time interval from 2018 to
2020 was considered. The predominant stages of the study were
as follows.

1.2.1 Search strategy

First, we began by searching the databases such as IEEE,
Springer etc. with the common keywords, ‘Machine learning’,

‘Deep learning’, ‘Reinforcement learning’, ‘Artificial intelli-
gence’, ‘Deep learning architectures’, ‘Deep reinforcement
learning’, ’Deep reinforcement learning architectures’ and
‘Applications’. To achieve the consistency of the search results,
similar keywords were used in all the databases during the time
interval of 2018–2020.

1.2.2 Material collection

The data is collected from the standard literature databases
considering only journals in the English language and con-
ferences. From the above-mentioned search terms, a total of
250 publications were identified from 2018 to 2022 in this
review.

1.2.3 Screening

In screening, duplicate articles are removed and the resultant
200 unique articles were sent to the next stage.

1.2.4 Inclusion

The next step after screening is the inclusion step, where the
importance of the screened articles is investigated. As a result,
140 articles were shortlisted for further consideration. In a
further step, the authors read the entire articles (140) out of
which 105 qualified for final review in this study. The present
research database consists of 105 articles and all these articles
have contributed to carry out this study.

1.2.5 Exclusion

∙ Articles not in the English language.
∙ Full articles that are unavailable on the digital library.
∙ Research that does not address the eligibility.
∙ All types of Thesis work.
∙ Brief research papers.

1.3 Organization of the paper

The organization of the paper is shown in Figure 2.
Section 2 presents the background in the context of RL and

its algorithms. Section 3 presents a detailed survey and quali-
tative analysis of deep learning techniques and various neural
network that pave the fundamentals of AI. Section 4 talk s
about DRL and its applications. In Section 5, open issues and
challenges have been discussed. Finally, the survey concludes in
Section 6.

2 BACKGROUND

John MC Carthy in the 1990′s defined AI as “AI is the sci-
ence and engineering of making intelligent machines, especially
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4 BALHARA ET AL.

FIGURE 2 Organization of the paper

intelligent computer programs”. The word AI is used when
the functioning of one human brain is associated with another
human brain in the tasks like learning, problem solving etc.
During the 21st century, AI is an important area of research
in several fields. The scope for AI has grown exceedingly
as the machine’s intelligence with ML has created an intense
impact on various fields like business, finance, computer vision
etc. There are many subcategories of AI one of them is ML
which has become a great research topic at present [17]. The
two important phases in ML are training and testing. In the
training phase, the algorithms are trained to achieve the right
output. In ML, some algorithms are used for learning the
training set to procure a model. These algorithms can be clas-
sified into two groups; neural network (NN) algorithms and
non-neural network (NNN) algorithms. CNN, RNN, DNN
and other neural network architectures come under NN algo-
rithms whereas NNN algorithms deal with support vector
machine, k-means, naive Bayes etc. [18]. ML is further classi-
fied into four categories, one amongst them is RL. RL deals
with sequential decision-making that plots situations to actions
by maximizing the reward within the bounds of its environ-
ment. The agent (learner) is not directly trained on which
action to be taken at every step rather it should follow trial
and error to point out the action for producing maximum
reward [19]. One of the recent advancements made in ML is
DL. It has extended extreme developments in the areas of
layer design and network structure. The training of DL algo-
rithms requires a large amount of data. DL has achieved great
success in recent times and many DL techniques are being
introduced every year. With these advancements, many changes
took place in different fields including image classification,
computer vision, object detection, NLP etc., which acquired a
prominent breakthrough with the development of many net-
work such as Le net, Google net, VGG net, Dense net [20].
For solving path planning and decision-making problems in
RL, Q-learning and state-action-reward-state-action (SARSA)
are used for single-agent applications but in multi-agent it is
difficult to solve this problem. Hence, Shangfeizhern proposed
“Improved Deep Deterministic Policy Gradient Algorithm”
in DRL [21]. In wireless communication, the development of
DRL provided solutions to routing problems in heavy traf-
fic areas with “router selection MDP” instead of traditional
MDP. This paper discusses the working of DL with some
of its architectures and DRL and their real-world applications
[22].

FIGURE 3 Working of RL

Reinforcement 
learning

Model based 
reinforcement 

learning

Model free 
reinforcement 

learning

Value based

Policy based

Actor-critic

FIGURE 4 Classification of RL

2.1 Reinforcement learning

The integral of RL is to learn the active reciprocal action
between the agent and the environment in which the agent
operates. If the action performed by the agent motivates the
environment to provide a positive reward, then the agent’s
propensity to execute that action is reinforced. The impor-
tant terms in RL are agent, environment, action, state, and
reward. The agent is the learner and the environment is the
one with which the agent interacts to map situations into
actions. Action is the decision taken by the agent to perform
the task. State refers to the situation restored by the environ-
ment after performing a task. The reward is the feedback from
the environment which is shown in Figure 3 [23, 24].

In RL, the agent does not have any prior knowledge about
which action to perform. It learns by maximizing the rewards.
An agent gets a reward or penalty based on its performance
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BALHARA ET AL. 5

TABLE 3 Comparison of various model-free RL algorithms

Algorithm Description ON policy OFF policy

Q-learning It is a value-based state-action-reward-state RL algorithm used for
finding the optimal action selection policy using a Q-function [28].

✓

SARSA It is a value-based state-action-reward-state-action (SARSA) RL
algorithm. It is a modified Q-learning algorithm used for the
Markov decision process (MDP) [29].

✓

DQN A deep-Q network is an actor-critic algorithm used for learning
discrete actions and also learns from replay buffer with previous
experiences [30].

✓

DDPG Deep deterministic policy gradient is an actor-critic algorithm used in
the generation of temporal difference (TD) [31].

✓

PPO Proximal policy optimization is an actor-critic algorithm that uses only
confined updates to the policy for maintaining the stability of the
learning process [31].

✓

TRPO Trust region policy optimization is an actor-critic algorithm with two
network one for estimating the policy and the other for estimating
the advantages of the function [32].

✓

PEBL Pessimistic ensembles for offline deep reinforcement learning is built
on double deep Q-learning (DDQ) and uncertainty is estimated
using a multi-headed bootstrap approach to calculate an effective
pessimistic value penalty [36].

✓

RL algorithms are divided into both model based and model free as shown in Figure 4.

by considering the feedback from the environment. The agent
updates the action policy until it reaches the optimum pol-
icy. Policy illustrates the action to be taken from the state.
Another paradigm of RL is trial and error. Agent observes the
environment at each time step T in a state St, and receives
a reward or penalty after every action based on current pol-
icy [25–27]. Popular model-free RL algorithms are stated in
Table 3.

2.2 Conventionally used RL algorithms

2.2.1 Markov decision process

Markov decision process (MDP) is the mathematical framework
to determine an environment in RL that is used for making
sequential decisions. In MDP, the agent observes the state ‘St’
interacts with the environment and takes a random action ‘Ai’
which maximizes the next state and receives feedback from the
environment as a reward ‘Rt’ at each time step T. Whenever the
agent shifts from state ‘St’ to next state ‘St+1′, based on the tran-
sition probability ‘p’ a set of action, state and reward is generated
from MDP. MDP depends only on the present but not on past
variables. It consists of 5 elements in processing an RL problem
which is mentioned below:

(i) An environment with which the agent interacts.
(ii) A set of states during the agent’s interaction with the

environment.
(iii) An agent within the environment performs all possible

actions.

(iv) Depending upon the action taken by the agent an
immediate reward is gained.

(v) The discount factor for calculating further rewards is
associated with each transition [33].

In partial observable MDP, the agent’s state is not fully con-
nected. It maintains the present and past states in memory of
the belief state. In this, the agent interacts with the environment
partially for making optimal policy [34].

2.2.2 Q learning

It is a model-free RL algorithm. The core idea behind the Q-
learning algorithm is to impart the agent about the strategy to be
taken under different environment conditions for taking opti-
mal action in the Markov domain. The basis of Q-learning is a
Q table in which rows and columns represent the values of state
and actions and chooses the action according to Q value [35].

2.2.3 Temporal difference

Sutton proposed TD algorithm in 1998. It is a model-free RL
algorithm which is the combination of both Monte Carlo (MC)
algorithm and dynamic programming technology that is used
for solving forecast problems in RL, which are in time series. In
the TD algorithm, the learning process uses the current action
and immediate state to estimate the current state. It aims to max-
imize the reward by adjusting the strategy continuously while
interacting with the environment [36].
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6 BALHARA ET AL.

FIGURE 5 Working of DL

2.2.4 Monte Carlo

This is a model-free method that repeatedly estimates the value
function at each state and the average return for each state–
action pair is recorded. Knowledge of transition probabilities
is not required for this method. This method learns the value
function by executing the set of trials for every state and
averages the rewards from the state [37].

2.3 Challenges with reinforcement learning

Safety is an important parameter while considering system oper-
ations during the learning phase. In RL, due to the limited
availability of data in the real world, algorithms are trained with
a limited number of patterns during the learning phase. RL algo-
rithms have many practical real-world problems with large and
continuous state and action spaces. In many cases of RL direct
training is not possible. In this case, an off-policy and off-line
training system is used where training is done by the recent
iterations of the algorithms [38].

3 DEEP LEARNING

DL has acquired eminence because of its large training data and
output accuracy. The main goal of DNNs in DL is to imitate
the behaviour of the human brain to solve complex problems
in a real-time environment [37, 38]. In DL, there is a fully con-
nected structure of the deep neural network. This structure is
very deep [39]. As conventional ML, DL is also split into two
frames, unsupervised and supervised. Unsupervised learning
deals with unlabelled data. Collection of unlabelled data is very
easy while training is difficult. Restricted Boltzmann machines
(RBMs) perform the training of unlabelled data. RBMs and auto
encoders are the two learning models for unsupervised learning.
Supervised learning deals with labelled data sets for training and
building of system model as this system model learns the rela-
tionship between input and output. CNN and RNN are the two
supervised learning models [40]. In DL, CNN is the most pop-
ular neural network [41]. Figure 5 illustrates the working of DL.
In the below case the designer feds a large number of different
types of flowers to the database. DNN classifies these flowers
based on their colour, shape and size. Later, if any flower is
given as input, then it produces the output based on the feature
extraction.

A neural network is an interconnected structure with several
neurons. Each neuron gets an input, undergoes a process, and
produces the output. Every neuron of the output layer performs
the sum of the input values that are received from the input
neurons and generates the output with the help of nonlinear
transformation functions. With back propagation, corrections
in the network are made using stochastic gradient descent by
considering the derivatives of errors at each neuron [42]. There
are two approaches for training the data, supervised and unsu-
pervised. Supervised training is used for solving the problems
of regression and classification whereas unsupervised training is
used for solving probabilistic distribution problems. There are
two types of neural network models, discriminative and gener-
ative. In the discriminative model, the data transfer takes place
from bottom to top i.e., from the input it flows via hidden layers
and produces output. This model is used in supervised training
of data whereas in the generative model the data flow takes place
in the opposite direction, that is, top-down. This model is used
in unsupervised training of data [43].

3.1 Feed forward neural network

It is the simplest form of ANN. In this type of ANN, the data
is transferred in the forward direction from input to output
through hidden layers. It does not have cycles or loops in the
network. It is a generally used neural network. In this type of
ANN, one data is independent of other data. Here, the output
depends upon the present input. It does not consider the past
data for the calculation of present data. This mean that the old
data is erased when the new data is entered [44]. Feed forward
neural network is not able to understand sequential data since
the understanding of sequential data requires knowledge of the
previous data. RNN solves this problem.

3.2 Recurrent neural network

RNN is a class of neural network that is used for process-
ing temporal sequence data which may include a text or video.
RNNs can remember the previous data and uses that data to
generate the output for the next node as shown in Figure 6.

It consists of a feedback loop in its memory cell which
depends on time but remembering of previous data is limited
to a certain period. Long-term sequential data capturing is not
possible in RNN. To overcome this problem, we use LSTM
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BALHARA ET AL. 7

FIGURE 6 Information flow in RNN

[45]. One more problem with RNN is gradient vanishing and
gradient exploding which is observed in reverse propagation.

3.3 Long short-term memory

The main aim for enabling the LSTM is to make RNN remem-
ber the previous data for a short or long time based on the
importance of the event. LSTM is a subclass of RNN. In RNN,
we have come across gradient vanishing and gradient exploding
problems LSTM overcomes these problems. Another advantage
of LSTM is it remembers the previous data for long time as
RNN remembers it for a limited time only and forecasts the
information to a certain distance. If the distance limit between
the two sequences of data is reached then RNN cannot pre-
dict the next data from previous data. Hence, LSTM solves this
problem [46]. It stores and memorizes the data even after 1000
gap intervals between the data. LSTM has long-term memory.
This long-term memory is otherwise called an LSTM cell and
was proposed by Hochreiter and Schmidhuber in 1997 for long-
term dependencies. Later Schmidhuber in 2000 and Gers in
2001 modified it. LSTM has three gates to store the data they
are forget gate, input gate and output gate. The function of the
forget gate is to give instructions to the cell state about which
information is to be stored and which is to be forgotten. If the
output of forget gate is zero then the cell state multiplies zero to
the matrix position and if the output is one then the information
is stored in the cell state. Input gate sends the specified selected
information or data to the cell state from the data stored in
the forget gate and saves the information in it. Hence, it is also
known as save vector. Output gate is also known as focus vector
and is responsible for determining which data should be for-
warded to the next state among all the data that is entered and
saved in the input gate. Mainly LSTM network is classified into
two types LSTM dominated network and integrated LSTM net-
work [47, 48]. Tables 4 and 5 describe different types of LSTM
dominated network and integrated LSTM network.

3.4 Convolutional neural network

CNNs are the class of DNNs. They work similarly to the func-
tioning of the visual cortex in the brain. CNN processes the data

which is in the form of matrices such as an image. CNN became
more significant due to its feature extraction application. If
CNN receives 2D structure data, it processes it and produces
the high-level abstraction with the help of pooling functions and
a set of moving filters. The fundamental CNN architecture is
built up with a convolutional, pooling and fully connected layers.
The convolutional and pooling layers are responsible for feature
extraction and the fully connected layer is responsible for classi-
fication or regression. The convolution layer contains the set of
training data and the set of learning filters. Each filter is termed
as kernel, this kernel is of small size (height, width) later they
extend through the depth of the input. In pooling layer, down
sampling operation is performed along the width and height of
the input. Therefore, input volume is alleviated without the data
loss. This pooling is of two types: average pooling and max pool-
ing. Fully connected layer performs the final required operation
(regression or classification). This layer gets the input from the
previous convolution layers merges all the inputs and produces
the single output vector [50, 51]. CNNs are used for processing
the structural data which may include image feature extraction
and non-linear function estimator. The architecture of CNN is
shown in Figure 7. Before CNN, computer vision with handi-
craft features such as HAAR, a local binary pattern is used but
it does not automatically learn the features during the training
period, which will be done by CNN [52].

CNNs have wide range of applications in the areas of image
classification, video and image recognition, and NLP [53].
Advancement of CNN is kervolutional neural network [55].
Different types of CNN models are shown in Table 6.

3.5 Deep belief neural network

Deep belief neural network (DBNN). It is the advancement of
the CNN wherein only the top layer learns the input whereas
in DBNN, every layer learns the input. It consists of many hid-
den layers, connected to each other. DBNNs are arranged by
several RBM’s. It has two layers; one is visible and the other
is hidden layer [60]. The connection is only between the lay-
ers but units inside the layers are not connected. Hence, this
is not an intra-connection. The connection is both, undirected
and directed connection. Undirected connection is established
between the first and second layers whereas the remaining layers
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8 BALHARA ET AL.

TABLE 4 Different types of LSTM-dominated network

Network Author Year Problems addressed and enhancements proposed

Bi-directional LSTM network Gravesand Schmidhuber 2005 Adopted by Han, Wu, Jiang and Davin in 2017, Yu, Xu, and Zhang in 2018,
Thoreau and Reczko in 2007 for predicting protein localization [49].

Stacked LSTM network Fernandez, Graves, and
Schmidhuber

2007 Adopted by Du, Zhang, Nguyen and Han in 2017 for solving problems in
vehicle-to-vehicle communication.

Adopted by Sutskever, Vinyals and Le in 2014 to perform English-to-French
translation task.

Adopted by Saleh, Hossny and Nahavandi in 2018 for constructing a
deep-stacked LSTM network for predicting the capacity of road users [49].

Multi-dimensional LSTM
(MDLSTM)

Graves, Fernandez, and
Schmidhuber

2007 Adopted by Graves et al. for dealing air freight database.

Adopted by Li, Mohamed, Zweig, and Gong in 2016 for constructing MDLSTM
Network by using time-frequency LSTM cells [49].

Grid LSTM network Kalchbrenner, Danihelka and
Graves

2015 Adopted by Li and Sainath in 2017 for lowering complexity in the computations
[49].

Convolutional LSTM network Shi et. al 2015 Wei, Zhou, Sankaranarayanan, Sengupta and Samet in 2018 adopted Conv LSTM
for solving tweet count prediction, a spatiotemporal sequence forecasting
problem [49].

Depth gated LSTM network Yao, Cohn, Vylomova, Duh and
Dyer

2015 Used by Yao et. al for performing the Chinese-to-English machine translation
task. Adopted by Zhang, Chen et al. in 2015 and proposed algorithms for
training DGLSTM and achieved better results [49].

Gate feedback LSTM network Chun, Gulcehre, Cho and Bengio 2015 Used by Chung, Gulcehre Cho, and Bengio for solving problems of learning
multiple adaptive time scales [49].

Tree-structured LSTM Zhu, Sobhani and Gu, Tai,
Socher, Manningo

2015 For solving the problem that occurred in chain structured LSTM, that is, the
combining of words and phrases in NLP, chain structured LSTM exhibit poor
properties.

Later, Tai et al. in 2015 proposed two tree structured LSTM architecture [49].

Graph LSTM network Liang, Shen, Xiang et. al 2016 Adopted by Liang, Shen and Feng et al. in 2016 had evidenced the superiority of
graph LSTM.

network on four databases, that is, fashion dataset, PASCAL-Person part data set,
ATR data set, and Horse–Cow parsing data set.

Adopted by Liang et al. in 2017 and extended LSTM for learning the multilevel
graph structures [49].

Nested LSTM network
(NLSTM)

Moniz and Krueger 2018 Used in the character-level language processing of NLSTM network [49].

DRL-LSTM S. Lakshmi Durga et al. 2022 LSTM neural network has been implemented for efficient allocation of channels
with the help of deep DRL model.

TABLE 5 Various types of integrated LSTM network

Network Author Problems solved

Neural turing machine (NTM) Graves, Wayne and Danihelka Adopted by Graves et al. in 2014 for constructing the neural network.

Xie and Shi in 2018 improved the training speed by introducing read write
mechanism for NTM [49].

DBNN-LSTM (combination of
DBNN and LSTM)

Vohra, Goel and Sahao Advancement made to RNN-LSTM. It deals with larger duration time [49].

Multiscale LSTM network Cheng et al. He used this network for learning the traffic pattern of the internet [49].

C-LSTM Zhou, Wu, Zhang and Zhou This network used in document modelling [49].

LSTM-in-LSTM network Song, Tang, Xiao, Wu, Zhang These networks are used for fine grained textual representation of images
[49].

CFCC-LSTM Yang et al. Combination of fully connected LSTM, CFCLSTM and CNN. This was
used for handling spatial information [49].
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BALHARA ET AL. 9

FIGURE 7 Convolution neural network architecture

TABLE 6 Different types of CNN models

Model Developed group Application

Alex Net Alex Krizheusky, Geoffrey
Hinton

Object recognition [55]

ZF Net Mathew Zeiler, Rob Fevgue Image recognition [56]

VGG Net Visual Geometry Group Visual recognition [57]

Google Net Christian Szegedy Speech recognition [57]

Residual Net Kaiming Image recognition [57]

Squeeze Net Researchers of Deep scale,
University of California,
Berkeley

Computer vision [58]

Mobile Net Howard et al. Pattern recognition [55]

Dense Net Gao et al. Image recognition [59]

have directed connections. DBNNs are mostly used in recogni-
tion of video, image and in capturing the moving data but it is
rarely used today due to drawbacks like lack of intra-connection
between the units inside the layer [61, 62].

3.6 Deep stacked neural network

Deep stacked neural network (DSNN) are also named as deep
convex network. DSNN are designed by the combination of
modules present in the network. These modules are generally
used by the DSNN. It contains input, output and hidden layer.
The output of one layer is given as input to the next layer.
DSNN is used for reducing complexity in the classification.
Each module is trained separately. The working of DSNN is
found to be better as compared to DBNN [63].

3.7 Gated recurrent unit

Gated recurrent unit (GRU) is the extension of LSTM and has
a similar structure [54]. It also has gates in its architecture but
unlike LSTM it has only two gates: reset gate and update gate.
The reset gate specifies the amount of information that must
be forgotten. Working of the update gate is like the working of
input and forget gate in LSTM. It specifies the amount of data

FIGURE 8 Gated recurrent unit network

that must be passed to the next stage. The architecture of GRU
is shown in Figure 8 [64].

There are primarily two gates in a GRU as opposed to three
gates in an LSTM cell. The first gate is the Reset gate (Rt) and
the other one is the Update gate (Zt). At each timestamp ‘t’,
it takes an input Xt and the hidden state Ht-1 from the previ-
ous timestamp ‘t−1′. It outputs a new hidden state Ht which is
passed to the next timestamp.

3.8 Recursive neural network

Recursive neural network (RvNN) signifies pyramidal structure
and classifies the outcome based on the compositional vectors.
RvNNs are the structures that are used for processing the data
which is in orbitary form like a tree. It takes recursive data as
input. The main aim of this structure is to produce the output of
fixed-width where the input is of variable size. Successful appli-
cation of RvNNs is in the area of NLP [64]. The comparison of
various DL architectures is listed in Table 7.

4 DEEP REINFORCEMENT
LEARNING

In DRL, the agent interacts with the environment and learns
the optimal policy for mapping states to corresponding actions.
This solves many real-world issues [70]. Here, the agent must be
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10 BALHARA ET AL.

TABLE 7 Year and application of various DL techniques

Year Neural network Application Working

1990–1995 RNN (Recurrent neural
network)

Speech recognition, handwriting
recognition [65]

This is the basic architecture compared to other deep architectures.
The recurrent network feed back into prior layer. Feedback allows
RNN to maintain the memory of past inputs and model problems
in time.

1995–2000 LSTM (Long short -term
memory)

Natural language text compression,
handwriting recognition, Speech
recognition, gesture recognition,
image captioning. [66]

In LSTM instead of neuron based neural architecture, The concept of
memory cell was introduced. Memory cell consists of three gates
forget gate, input gate, and output gate.

1995–2000 CNN (Convolution neural
network)

Image recognition, document
analysis, NLP, decoding facial
recognition, understanding
climate [66]

It was inspired biologically from animal visual cortex. It is a multilayer
neural network. CNN is made of several layers used for
implementation, feature extraction and classification.

2005–2010 DBNN Image recognition, information
retrieval, natural language
understanding, predicts failures
[67]

DBNN is network architecture, which include novel training
algorithm. The input layer represents raw sensory inputs and
hidden layer learns abstract representation of inputs whereas the
output layer implements network classification.

2010–2015 DSNN (Deep stacked
neural network)

Information retrieval, continuous
speech recognition [67]

It is also called as deep convex network (DCN). It consists of set of
modules, each of which is sub network in the overall hierarchy of
the DSNN.

2010–2015 GRU (Gated recurrent
unit)

Natural language text compression,
handwriting recognition, speech
recognition, gesture recognition,
image captioning [68]

GRU is the simplification of LSTM. GRU has two gates an update
gate and reset gate. The update gate indicates how much of the
previous cell data is maintained. Whereas a reset gate defines how
to incorporate the new input with the previous cell data.

2015–2020 RvNN (Recursive neural
network)

Image and sentence deconstruction
[69]

It is used for processing the data of variable lengths, and processing
data structure inputs. It enables the users to not only identify
constitutes of input data but also determine quantitative
relationship between them.

FIGURE 9 Working of DRL

capable of sensing the present input state and its corresponding
actions. With the rapid development of social networking sites,
privacy and storage have become a serious issue as the trans-
fer of a huge amount of data to the cloud has become difficult.
Solutions to this problem are provided by DRL [71]. This tech-
nique is successful in the fields of robotics, finance, healthcare,
videogames etc. Many previous unsolved problems were solved
by this model [72]. To extract high dimensional observation fea-
tures in RL, DRL is used where DNN is applied to it [73]. To
increase robustness for easy convergence against overestimat-
ing value function, a DDQN and dueling architectures are used
[74]. The agent performs action by observing the environment
accordingly and output is achieved by employing a technique of
deep neural network for approximating Q value for each state
as shown in Figure 9.

4.1 Deep reinforcement learning
architectures

4.1.1 Deep Q network

In DQN, we use DNN to estimate Q value. This network is
used to satisfy the Bellman equation [21]. It is directly drawn
from the Q-learning technique and it has several advantages
when compared with the Q network. For example, in video
games, learning of the optimal operation to achieve the best
score through the screen images is performed by DQN. In this,
you learn by collecting the information consisting of ‘on what
screen’, ‘with which operation’, ‘how the score will change’ and
‘what will be the next screen’ by this analogy an algorithm is
constructed. For any pair (s, a) with the current state ‘s’ and
the action ‘a’, you will receive reward ‘r’ and the next state ‘s1’.
Functioning of DQN is shown in Figure 10. One can train the
model to the maximum level if sufficient data is available. It is
impossible to collect the data for all possible pairs (s, a).

Experience replay and target network are the two main fea-
tures of DQN that led to its success. State transitions, rewards
and actions are stored in the experience replay which are
essential in performing Q-learning and subdivide them into
mini-batches for updating the neural network from previous
memories. However, target network is based upon the gener-
ated target Q value the loss for every action during training
process will be figured out. A huge action space problem in
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BALHARA ET AL. 11
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FIGURE 10 Deep Q network

DQN has been overcome by using a deep reinforcement rel-
evance network [75, 76]. DQN uses the TD algorithm for error
loss calculation.

4.1.2 Double deep Q network

DDQN was introduced by “Hado Van Hasselt”. It is used to
minimize the overestimation problem by decomposing the max
operation in the target to action selection. It is the combination
of both DNN and DQN. This method came into existence to
overcome the problem of overestimation of Q values in previ-
ously discussed models. As we know that the best possibility for
the next state is the action with a higher Q value but the Q value
accuracy depends on what we tried, what outcome we have got,
and what will be the next state for this trial. At the beginning
of the experiment, we do not have enough Q values to estimate
the best possibility. At this stage, as there are fewer Q values to
estimate choosing, the highest Q value from the limited values
may lead you to a false action towards the target. To overcome
this problem, DDQN is used. Here, we use two DQNs, one for
the selection of the Q value and the other calculates the target
Q value for choosing that specific action using the target net-
work. This DDQN helps to minimize the overestimation of the
Q values which helps in reducing the training time [75, 77, 101].

4.1.3 Dueling Q network

Dueling Q network is used to solve the problems in the DQN
model by using two network, current network, and target net-
work. The current network approximates the Q value. On the
other hand, target network selects the next best action and per-
forms the action chosen by the target. In some cases, it is not
required to approximate the value of each action. For this, we
use a dueling Q network. In some gaming settings, we choose
left (or) right movement when a collision occurs whereas in
some cases it is necessary to know which action is to be taken.
We design a single Q network architecture which is referred to
as a dueling network. Instead of using a single sequence follow-
ing the convolution layer, we are using two sequences. These

FIGURE 11 Real-time applications of DRL

two sequences are used to separate estimation values, advan-
tage function, and finally combine both, producing a single Q
value. Thus, the output of the dueling network is the Q func-
tion which is trained with many existing algorithms including
DDQN and SARSA [75, 78]. The advancement of the dueling
deep Q network is dueling double deep Q network (D3QN)
[79].

4.1.4 Deep reinforcement relevance network

A new architecture is designed for handling action and state
spaces in sequential text-based games. Deep reinforcement rel-
evance network (DRRN) for natural language action space
is based on DQN. This is used to learn the importance of
the state and action in text-based games. This was designed
to extract the meaning rather than memorizing text. As in
DRL, it just performs the task of (i) designing both the
action and states using neural network and (ii) computing the
Q function in continuous space whereas in DRRN, it has a
pair of neural network. One is used for state encapsulation,
other for action encapsulation and these both are combined
by the interaction function. While DRRN converges much
faster than the other, it achieves a higher average reward
and performs better in capturing relevance between state and
action [80].

4.2 Applications of deep reinforcement
learning

Some real time applications of DRL are shown in Figure 11.

4.2.1 Gamification

DRL has significant applications in games. After applying DRL
to games like cart pole and mountain car, the masters have
tested the gaming strategy and they found that it repeatedly
won the game. In this case, the designers faced the challenges
that came across during the gaming process and analysed
every possible scenario of gaming by learning from wins,
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12 BALHARA ET AL.

losses and draw over sometimes. The designer feeds the neural
network with thousands of rules and scenarios. The game itself
starts with random play. After each play, the system analyses
the result and sets the parameters of the neural network to
become the strongest player. With the help of deep neurons,
it makes its move very dynamically by increasing its gaming
power [81].

4.2.2 Aerospace

DRL is extensively used in Aerospace. There have been
a lot of research works with applications of AI in this
area, like the works from Dario Izzo@ESA, Robert Fur-
faro@Arizona etc. [82]. The authors’ focus is on evolutionary
optimization, tree searches and machine learning, including
deep learning and reinforcement learning as the key tech-
nologies and drivers for current and future research in the
field. The article [83] proposes a CNN that is able to cope
with changes in illumination, cloud coverage and landscape
features, which are introduced by the fact that the different
images are taken over successive satellite passages at the same
region.

4.2.3 Robotics

DRL is applied in robotics for navigation of the mobile robot
in an unfamiliar environment by avoiding the obstacles to reach
the desired destination autonomously with an RGB-D camera
by using a DDQN algorithm. Navigation of the mobile robot
to the desired destination without using any maps is done by
asynchronous deterministic policy gradients with light detection
and ranging (LIDAR) and the commands will be provided to the
mobile robot for avoiding obstacles by estimating the Q value
from the DQN to know the depth of the image by using RGB-
D sensor [79, 84]. DRL is also used in solving flocking control
problems in multi robotic systems in complex environments
using an algorithm called multi-agent DDPG, which helps the
multi-robot system in performing a flocking task with greater
convergence speed [85].

4.2.4 Transportation

Today traffic congestion is a serious issue in many metropolitan
cities. To avoid congestion in traffic and to provide a smooth
flow of traffic, transportation plays a significant role by reduc-
ing the delay, improving the traffic flow and optimizing fuel
efficiency. Many transportation systems perform some dynamic
actions which may route an agent from source to destination
with the best route by reducing the delays in time and adjust-
ing the traffic signals with the low delay. The vehicles based
upon the environment and communication facilities have the
ability to make decisions. Smart vehicles automatically slow
the vehicle when there is traffic congestion, this is possible
by providing vehicles with onboard radar which uses DQN

to optimize the real-time traffic control policies [86].To solve
many real-time problems and to provide better navigation when
compared with some traditional routing algorithms, DRL-based
real-time navigation and vehicle routing method is proposed by
using simulation of urban mobility (SUMO) for training DNN
to reroute vehicles to the destination in the real-time complex
environment [87].

4.2.5 Marketing and finance

Due to the ambiguity in the financial data, there occurs fluc-
tuations in the stock market. Therefore, prediction of stock
market is a challenging task [88]. DRL is applied to finance in
improving the profit in the finance market using some algo-
rithms that enables the agent to learn how to achieve profits
in any sector of the market. The major task of DRL is to
collect the data for designing the model in the finance mar-
ket with low delay and with less expensive training. To achieve
this, the finance Markov decision process (FMDP) is used. It is
the same as the traditional Markov decision process in which
the agent goes through different states and performs actions.
Depending on the action taken, it receives the reward. The
FMDP provides security during buying and selling of the stocks
[89, 90].

4.2.6 Computer vision

Computer vision is used for visual perception tasks with CNN
for feature extraction, object detection, speech recognition
and image classification. In 2009, imagNet was developed to
classify the images automatically in predefined classes. Object
detection is very difficult to track the exact location of an
object compared with the image classification [91, 92]. DBNN
architecture is tested on many speech recognition applications
including google-voice input speech, you tube speech [93].
To overcome the imbalanced data classification problem in
ML, a DRL-based model was proposed in which the prob-
lem was first converted into MDP and later solved by a DQN
[94].

4.2.7 Healthcare

AI technologies are realistically altering and empowering the
healthcare system. At present RL and DL have been exten-
sively used to determine and discover innovative healthcare
applications and services namely, medical imaging [95]. DRL
also focuses on lung cancer as much of the global population
is suffering from lung tumours; and on providing solutions to
computer-aided diagnosis. Value-based DL models including
DQN and hierarchical DRL models are used in the treatment
of lung cancer and its diagnosis [96–98].

In addition to these, DRL is also applied to the fields like
cyber security [99] ariel network, that is, drones [100], trading
and autonomous vehicles [101–104].
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BALHARA ET AL. 13

5 OPEN ISSUES AND CHALLENGES

Some of the open issues and challenges in the field of ML and
DRL are as follows.

5.1 Vulnerability to attacks

Though DRL performance is better compared to the other
learning techniques and is capable of defending some attacks
but is still defenceless to many attacks. During the training
phase, though we train many adversarial samples to the DRL
network, there are still new samples created for newly trained
samples to decept the DRL network. To avoid this, the train-
ing of DRL algorithms must be robust. For example, in NLP, to
provide security and vulnerability to the system with increasing
success rate and reducing word replacement rate, a novel black-
box attack model and white-box attack model were proposed.
Black box attack model is based on differential evolution algo-
rithm whereas the white-box attack model is based on a factor
called the coefficient of variation which improves the replace-
ment rate of the word. Black-box attack model has noticeable
input and output relationship but it is deficit of clarity. White-
box attack model has the noticeable relationship features in
behaviour between the input and output. As these two mod-
els are less robust, adversarial attack is used to restore the text.
Though the white-box attack model improves the replacement
rate it is poor in performance compared with the black-box
model. In future, to increase the robustness and security of these
two models we can first pre-process the text before entering the
classifier.

5.2 Inaccuracy in weather forecasting

To sense the climatic conditions and to predict the changes
in the weather we use different weather monitoring systems.
However, the predictions made by these systems are not accu-
rate enough and occur some delays in the results. The existing
weather monitoring systems take present weather conditions
as input and predict the future state. To provide accurate
prediction, instead of taking the present weather conditions
the system should be designed in such a way that it takes
the past conditions and stores the data in cloud storage
rather than external storage with the help of some wireless
technology.

For mountain and slope lands, when compared with tra-
ditional weather prediction models LSTM based temporal
convolution network (TCN) forecast the weather condi-
tions for different surfaces over a long time (i.e., up to
12 h). Besides this, multiple-input multiple-output (MIMO)
models are used to predict the weather conditions, which
produces a better mean-square error but the output is
not accurate. Therefore, producing accurate weather predic-
tions in mountain areas and slopes is still a challenging
task.

5.3 Improvement in the data quality

A major issue in the recognition of facial expression is that it
requires huge data during the training phase of neural network
but there is a storage problem in facial expression recognition
(FER) in terms of quality as well as quantity because of the
presence of small-scale data sets. Due to this, the entire expres-
sion is not captured into a single dataset as a result, imbalanced
distribution takes place. Consider in the case of navigation, the
inputs given to the agent are high dimensional images during the
learning phase. The agent undergoes several interactions with
the environment. These interactions increase when the envi-
ronment is complex. As the number of interactions increases,
rewards increases, which results in data inefficiency due to the
requirement of large training time. Due to this, there is poor
performance in navigation.

5.4 Employing transfer learning

After performing one assignment instead of training the learn-
ing models once again for another similar assignment we can
transfer the knowledge of the previous assignment to the next
similar assignment. This can alleviate the cost of training models
and one can solve upcoming similar problems. A transfer learn-
ing model was proposed to overcome the classification problem
during the training phase and to improve the classification accu-
racy by using some DL models (i.e., Squeeze net, Densenet,
mobile net, Resnet) and also to overcome the image segmen-
tation problem with the use of U net model. A CNN-based
NGG 16 architecture was proposed to overcome the problem
of image classification of high-dimensional datasets with less
feature extraction time. In transfer learning, there is another
approach for classifying the emotion perception from images
based on visual features.

5.5 Network segmentation using ML

The main aim of network segmentation is to allocate the
network to different resources for better performance. This net-
work segmentation dependent on ML has many advantages.
Firstly, ML is made to learn the network allocation process
based on service demands and resource allocation strategy. Now
it is aware of network allocation. With the help of transfer
learning, knowledge on network allocation in one environment
is shared to the network allocation in another environment
which results in increasing the speed of the process. During dif-
ferent training phases, segmenting images with poor contrast
and low resolution is a challenging task in 2D and 3D seg-
mentation process. To address the above issue, a novel deep
convolutional neural network (DCNN) was proposed for µCT
(micro-computed tomography) images. DCNN is successfully
implemented into different types of µCT images (2D and 3D)
for extracting features more superior when compared with the
traditional ML approach. It is successfully implemented in 2D
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14 BALHARA ET AL.

segmentation but in 3D it exhibits low performance which is
still a drawback.

5.6 Meta learning

The main issue with DL models is that when massive data is
fed during the training phase for classification it takes too much
time to select the correct sample. To address this issue, meta-
learning was proposed for fast adaptation to new learning tasks
from a few trained datasets. A novel approach for text classifica-
tion named model agnostic meta-learning (MAML) framework
and for short text classification, few short text classifications in
meta-learning (FSML) were proposed to learn transferable fea-
tures in the discrete text. The problem with meta-learning is that
a text classification error is exhibited during the training phase
of heterogeneous data.

6 CONCLUSION

In this era of AI, DRL has emerged as a prominent application
of ML. The success of DRL is augmented with the use of differ-
ent DL models. Applications of DRL are deepening its roots day
by day, finding its applications in diversified fields like aerospace,
healthcare, medical, automotive, finance, robotics, chemistry, AI
toolkits, Bots, videogames, aerodynamics etc. This survey con-
tributes to the overview of the DL models and evolution of
DRL and its architectures with a few real-world applications. We
conclude our work with few open issues and challenges in the
area of ML and DRL for future research. There is an immense
scope for DRL due to its learning behaviour and hence, the pos-
sibilities of its application are immeasurable. The survey also
concludes that a larger skill force will be required to cater to
these applications with specific knowledge in different indus-
trial sectors, especially in healthcare, automotive, smart city and
intelligent transportation.
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