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ABSTRACT Evaluation metrics or measures are necessary tools for evaluating and choosing the most appro-
priate modeling approaches within recommender systems. However, evaluation measures can sometimes fall
short when evaluating recommendation lists that best match users’ top preferences. A possible reason for
this shortcoming is that most measures mainly focus on the list-wise performance of the recommendations
and generally do not consider the item-wise performance. As a result, a recommender system might apply
a weak or less accurate modeling approach instead of the best one. To address these challenges, we propose
a new evaluation measure that incorporates the rank order of a prediction list with an error-based metric
to make it more powerful and discriminative and thus more suited for top-N recommendations. The main
goal of the proposed metric is to provide recommender systems, developers and researchers an even better
tool, which enables them to choose the best modeling approach possible, and hence maximizing the quality
of top-N recommendations. To evaluate the proposed metric and compare its general properties against
existing metrics, we perform extensive experiments with detailed empirical analysis. Our experiments and
the analysis show the usefulness, effectiveness and feasibility of the new metric.

INDEX TERMS Recommender system, evaluation metric, ranking measures, error-based metrics, neural
network, user preferences.

I. INTRODUCTION
With the proliferation and advancement of recommender
systems in recent years, the evaluation of recommendation
approaches has become a crucial but a challenging task.
Essentially, a recommender system is expected to perform
three important steps: (1) understand the user’s needs, inter-
ests and preferences, (2) identify the items that satisfy the user
with respect to (1), (3) rank the suggested items according to
user’s preference structure (true preference order of items).
To be able to assess how well a recommender system per-
forms these tasks, an evaluation measure is a natural tool [1].
Hence, it is paramount that the evaluation measure is able
to exactly evaluate the effectiveness of the recommendation
while taking into account the aforementioned tasks. For this
to be possible, the evaluation of a recommender system needs
to determine what specifically contributes to good recom-
mendations and how that is measured.
In early researches, recommender systemswere considered

as rating predictors [2], [3], with an intuition that correct
rating prediction can provide valuable recommendations by
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suggesting the items with the highest predicted scores. How-
ever, later work proposed that the evaluation of recommen-
dation methods using error-based metrics provides a weak
proxy for true user satisfaction in real applications [2]–[4].
One of the arguments in support of this approach is that
recommender systems in production typically deal with a
shortlist of recommendations and the predicted ratings are
often not visible to the user [2]. Generating a shortlist of
N recommendations per user instead of focusing on accu-
rately predicting the rating values that users would assign is
commonly known as top-N recommendation [4]. The goal of
this task is to provide a list of the most preferred items to
the user. Additionally, evaluation meant for rating prediction
gives equal importance to all items. As opposed to this, top-
N recommendation inherently concerns the top-ranked items
that a user may browse in the recommended list only. For
these reasons, much of the attention has been shifted from rat-
ing prediction problems to top-N recommendation problems,
i.e., ranking measures.

It is important to note that predictive accuracy has been
ignored and replaced by predictive order by shifting from
rating-based to ranking-based recommender systems. How-
ever, accuracy has generally been considered a prerequisite
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for recommendation to be useful [5]. Therefore, we may say
that the quality of rank-based measures can be degraded if
the following two scenarios occur related to low predictive
accuracy: (1) an item is less relevant to the user but appears
early in the recommended list due to a high predicted score
(up-graded relevancy); or (2) an item is highly relevant to the
user but the recommendation algorithm does not consider it
relevant for the user, due to low predicted score (degraded
relevancy (see Figure 1). Such a conflict may also lead to
a situation in which the user’s favorite item is completely
removed from the recommended list due to a cutoff (i.e.,
top-N items are chosen). This might, in turn, result in a person
losing interest in shopping because their least favorite items
continuously appear in top-N recommendations.

Commonly used measures in recommender systems,
like Mean average precision (MAP) and Normalized dis-
counted cumulative gain (NDCG), do not deal with the
above-mentioned phenomenon and only pay attention to
maximizing the precision (accuracy) or gain (utility) at the
list level. For example, consider the following two lists:
[5, 5, 3, 3, 3] and [3, 3, 5, 5, 5]. Applying a cutoff at 3, MAP-
related measures cannot differentiate these two lists. Both
lists are accurate, but the first one is more appropriate in
the context of top-N recommendations. Further, consider the
following two lists: [3, 3, 3, 2] and [5, 5, 4, 4, 3]. Similar to
MAP, NDCG-related measures cannot differentiate these two
lists. Both measures bring the most relevant items earlier
within each list, but the second list is more appropriate and
comprehensive in the context of top-N recommendations,
since it provides more value to the user in terms of relevancy.
We conclude that existing ranking measures do not capture
the rating migration pattern between a relevance list and a
recommended list, and therefore, top-N recommendations
may not be very useful for the end-user.

In addition to the aforementioned challenges of rank-based
measures, we would also like to highlight the fact that in
contrast to the information retrieval (IR) domain, there are
some applications in the recommendation domain where
visibility of predicted score, in addition to rankings, adds
more value to the end-user. For example, Amazon retail
services provide rating details to enhance users’ trust and
satisfaction levels. Therefore, metric, which can differen-
tiate between low and high score values is desirable for
top-N recommendations. Moreover, any recommendations
to the user may not be considered trustworthy unless the
user is able to verify or quantify them. This trust may be
weakened if incorrect or low predicted scores are assigned
to top-ranked items or the users do not find their favorite
items due to their absolute rating being below a cutoff value.
This makes the accuracy of predicted scores a vital part of
recommender systems. As a bonus, incorporating a predic-
tive score can also be used to confirm the predictive power
and performance of a recommendation model, which are all
critical for recommender systems in production. It can also
uncover issues, such as biases and over/under-fitting of the
model.

Finally, there has been a consensus in the literature that
accuracy as a broad concept remains a fundamental require-
ment for a recommendation to make sense [5], aside from
the increasing interest for additional complementary recom-
mendation properties (such as diversity and novelty) [2], [3].
For a given user, we might say that a particular suggestion
is ‘‘correct’’ if that user likes or assign a high rating to the
recommended item. With this goal in mind, we propose to
bridge the gap between accuracy-based and ranking-based
metrics. We argue that ranking of items can provide more
value to the user if accuracy is also enforced through rank
in top-N recommendations.

All the above-mentioned challenges were the main rea-
sons for us to introduce a novel evaluation measure. We call
this measure Standard Discounted Cumulative Squared Error
(SDCSE). SDCSE aims at capturing the utility of items
through a ranking approach along with the accuracy of rec-
ommendations. It incorporates a list-wise comparison, as well
as an item-wise comparison to improve the performance and
discriminative power of the metric, which suits well with
top-N recommendations. This is done by exploiting a ranked
list with respect to predictive accuracy for each item, thus
enabling the recommender system to enforce both the accu-
racy and utility at the same time.

The remainder of the paper is organized as follows.
Section II gives an overview of existing methods and dis-
cusses their relation to our approach. It also presents the
background of limitations of existing measures and thus
the need for a new metric. Section III describes the stan-
dard discounted cumulative squared error approach in detail.
Section IV outlines the experimental settings, including the
datasets used and the comparative analysis of the proposed
metric with existing measures. This section also provides
insights into the modeling algorithms’ contributions towards
the relevancy score. Section V presents the results for meth-
ods discussed in Section IV, Finally, Section VI concludes
the paper and outlines possible future research topics.

II. BACKGROUND AND RELATED WORK
A. RELATED WORK
Traditionally, accuracy-based metrics have been the most
commonmethods for offline evaluation [2]. There are number
of methods that fall into this category [1], including Error
metrics [2], Precision and Recall metrics, ROC curves, and
Ranking Score [6]. Our proposed method falls under the
umbrella of Error metrics and Raking scores. For this reason,
we only discuss these measures.

1) ERROR METRICS
Error-based metrics are the most widely-used methods for
measuring predictive accuracy. For example, Mean Absolute
Error [2] evaluates the difference between actual and pre-
dicted ratings. Root Mean Squared Error is another metric
that gives more weight to the larger errors [6]. There are some
other variations of these metrics like Average MAE, Average

VOLUME 10, 2022 30833



S. Aftab, H. Ramampiaro: Evaluating Top-N Recommendations Using Ranked Error Approach: Empirical Analysis

FIGURE 1. The right-hand side of the diagram shows a scenario where the evaluation metric cannot measure graded relevancy; whereas the left-hand
side of the diagram depicts a scenario, where the evaluation metric does not consider the accuracy of the model, and hence the application of a weak
model might not be identified by the evaluation metric, resulting in perfect score for a less relevant list.

RMSE andMean Squared Error. However, these metrics treat
all items equally. Hence, they may not be suitable for a
list-wise evaluation approach for the recommendation.

2) RANKING METRICS
Herlocker et al. [2] argued that ranking measures are suitable
for list-wise evaluation. These measures assign higher prior-
ity to more relevant items than the less relevant ones. For
example, the R score metric [6] and NDCG score [7] give
more weight to the items at the top of the list than those at the
bottom of the list. However, thesemetrics ignore the predicted
relevancy scores and use predicted orders instead. Therefore,
these evaluation measures might not be able to differentiate
between strong and weak models.

B. LIMITATIONS OF EXISTING RECOMMENDATION
METRICS
There is a variety of recommendation methods and tech-
niques used for filtering items. To choose the best among
these methods and techniques, one of the primary decision
factors is the quality of recommendations, which refers to
how well the recommendation meets the user’s needs and
how much the recommended items are relevant to the user.
This section explores existing widely-used measures and dis-
cusses why these are not always sufficient to fully evaluate a
recommender system.

Formally, a rating/relevance from user u to the item j can
be written as r(u, j) and the relevance vector for each user
can be represented as relvec, if the relevancy is greater than a
certain threshold. Otherwise, it is nrelvec, (rating 4 could be a
threshold in rating range from 1 to 5). Similarly, the predicted
vector predvec consists of the predicted scores for N items.
Each relvec and each predvec are within [1, 5] and [0, 1]
intervals for explicit and implicit feedback, respectively. N
denotes top-N items in the list and i is the index of item j.

Precision (P) defines how well a method places relevant
items in top-N recommendations.

Pu@N =
relvec ∩ predvec

n
(1)

Recall (R) calculates the number of relevant items for a
given user, that are included in the top-N recommendation as
compared to the total number of relevant items.

Ru@N =
relvec ∩ predvec

relvec
(2)

F-Measure (F1) is the harmonic mean of P and R, which is
used to adjust the P and R contribution.

F1u@N =
2.Pu@N .Ru@N
Pu@N + Ru@N

(3)

Average Precision (AP) computes the average of precision
of all precision values at all positions where a relevant item
is found. Finally, MAP is calculated by taking mean over all
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users in recommended system.

AP@N =
1

relvec

N∑
i=1

(relveci ∈ predvec)Pu@N (4)

Another closely related metric to AP is Bpref . It is
designed to be more robust than AP to incomplete rele-
vancy [8].

Bprefu@N =
1∑N
i=1

(predveci ∈ relvec)

×(1−
min(predvec ∩ nrelvev, relvec)

min(nrelvev, relvec)
) (5)

Another similar metric to MAP is Inferred Average Pre-
cision (InfAP) which generates the same score as MAP,
when the relevance values are complete. However, in case of
incomplete relevancy, it can also be considered as a statistical
estimate of MAP [9].

InfAPu@N =
1∑N
i=1

(predveci ∈ relvec)(E[Pu@i]) (6)

Here EP@i is defined as below and η is very small constant

E[Pu@i] =
1
i
+
i− 1
i

× (
predveci ∈ relvec+η

predveci ∈ relvec+ predveci ∈ nrelvev+2η
)

(7)

(MAP)@N [10] assigns more weight to the mistakes at
the top of the list than at the bottom of the list. This metrics
only determines the relevancy and non-relevancy of items and
does not deal with the fine-grained impact of relevancy. For
example, less relevant items are considered the same as the
more relevant ones.

In addition to MAP, Bayesian Personalized Ranking
(BPR) [11] has also been proposed as an optimizationmethod
for recommendation models. It works by optimizing an area
under the curve AUCwith pair-wise learning of items. Unlike
MAP, however, BPR does not put a higher penalty to the
mistakes at the top of the list than mistakes at the bottom of
the list [4]. Since users generally consider a few top-ranked
items only in the recommendation list, it is imperative to get
the relevant items as high as possible in the ranking list.

For ranking tasks, there is a need to increase the relative
impact of the position of the elements in the ranked list.
To incorporate this information, Reciprocal Rank (RR) [12]
tries to measure the position of relevant items. This method
places a high focus on the first relevant item of the list. There-
fore it is best suited for targeted search only, such as ‘‘what
is the best item for user’’. The RR metric does not evaluate
the rest of the list of recommended items and focuses on a
single item from the list. For this reason, it is not considered
as a good evaluation metric for ranking tasks where users
typically want a list of multiple items for comparison and
selection purposes. It is denoted asMRRwhen averaged over

all users in the recommender system.

RRu =
1

mini
(predveci ∈ relvec) (8)

Another commonly used measure is Normalized Dis-
counted Cumulative Gain (NDCG). Contrary toMAP, NDCG
is a measure of relative ranking [13]; and unlike MRR,
it measures the usefulness of all items based on their position
in the recommended list. It follows the notion that highly
relevant items are more useful when appearing earlier in the
recommended list than the less relevant items. This metric
is better suited for creating ranking and browsing data, but it
may also pose some challenges for recommendation tasks [1]
in terms of utility (usefulness/satisfaction) of relevancy and
predicted relevancy scores. We discuss these issues further in
Section IV.

NDCGu@N =

∑N
i=1(G(u, n, i)D(i))∑N
i=1(G′(u, n, i)D(i))

(9)

The goal of the MAP measure is similar to the goal of
the NDCG metric. Both metrics put preference on highly
relevant items that have high ranks in the recommended lists.
Moreover, the NDCG further evaluates the recommended list
and can use the fact that ‘‘some items are more relevant
than others’’. However, it ignores the inherent problem of the
recommendation that ‘‘predictive condition can incorrectly
measure the relevancy’’, i.e., it does not consider the predicted
relevancy score (prediction error), and this may affect the
overall recommendation quality. We suggest that predicted
relevancy scores are as important as the true relevancy scores
for an effective recommendation. Therefore, ranking evalua-
tion measures should pay attention to both scores.

C. MOTIVATION FOR A NEW METRIC
As mentioned in Section II-B, there has been an increas-
ing consensus in the recommender system community that
error-based metrics are not enough for recommendation
tasks, since, ultimately, users aremore concernedwith the rel-
evance of the top-N items than their (predicted) rating values.
Therefore, researchers have shifted towards IR-based ranking
metrics rather than sticking to the originally commonly used
error-based metrics. With this in mind, one may question the
motivation behind proposing a new metric (rank + error-
based), if recommender systems mostly care about the rank
in the end. The answer to this question is that although
ranking metrics are the most suitable methods to assess the
top-N recommendations, ranking measures alone, i.e., with-
out incorporating accuracy factor, might generate a less valu-
able ranking for top-N recommendations. This insufficient
aspect of ranking measure is also due to the fact that the
application of IR-based metrics for recommender systems is
not straightforward [5], [14]. Firstly, the analogy of IR system
is different from recommender systemsmainly for the follow-
ing reasons: (i) the information needs of the users — usually
specified by keywords — can be approximated by similarity
measure rather than prediction task; (ii) the relevance score
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FIGURE 2. Existing measures consider list-wise performance as shown by the solid arrows, single sided (for graded relevancy) and double sided (for
non-graded relevancy). While proposed measure considers list wise (solid arrows) as well as an item-wise (dashed arrows) performance to keep track
of accuracy of the model. Thus, enabling the recommender system to select best possible model.

is mainly independent of the users, which implies that a set
of relevance score may be valid for any user; and (iii) the
relevance scores are usually complete, i.e., all the relevant
documents for a given query are known.

Secondly, some of the existing ranking metrics (inspired
by IR-based metrics) do not incorporate the graded value of
relevance scores while generating the recommended list. This
is mainly because some measures like MAP use binary rele-
vancy scores, making it challenging to generate rank/order
within a sub-list of relevant/non-relevant items, and hence,
the least relevant item is considered the same as the most
relevant one. For this reason, MAP may fail to find the user’s
most favorite item at the top of the list.

Thirdly, some other measures, such as NDCG, exploit
graded relevancy order and do not take relevance scores into
account. This may lead the recommender system to apply a
less powerful and less discriminative model, and hence less
suitable for top-N recommendations (items may not comply
with the user’s true preferences), as illustrated in Figure 2.
This also suggests that while NDCG might be an optimal
measure for the IR domain (where all relevant documents
are essential), it might be unsuitable for the recommender
systems domain, in which interactions (usage/ratings) are
heavily dependent upon users [5], and therefore, their true
relevance scores cannot be ignored for the top-N recommen-
dations. For example, the high-rated item may not be relevant
to all users, as opposed to IR, where the top document of the
recommended list is always highly relevant to the query [5].
This fact is inherent to the recommendation problem because
if items were equally liked/disliked by all users, then the
user-based recommendation would be an unnecessary task.

To cope with the above-mentioned issues, we propose a
new evaluation measure called standard discounted cumula-
tive squared error (SDCSE). This metric tries to mitigate the
challenges of both the error-basedmetric and rank-basedmet-
ric, and put more focus on the more useful and discriminative
top-N recommendations. It uses the rank and prediction error
to combine the utility/ranking and accuracy in the final score.
The final single value captures the differences between the
user’s actual ratings and predicted ratings, penalized by rank
orders of the recommended list in top-N recommendations,

i.e., errors at the top positions get more penalty than the at
the lower positions. Penalized errors at the top increase the
probabilities that more relevant and user-preferred items are
placed at the top of the list. We can summarize this as follows:
• Precision-based ranking measures like MAP work well
for implicit feedback, with which interactions can only
be captured through success or failure (binary rele-
vance). However, applying explicit feedback, MAP is
unable to capture the fine-grained relevancy between
items, which in turn may affect the order in the recom-
mended list of items.

• Gain-based ranking measures, like NDCG, assigns a
penalty to an item rating if a less relevant item is placed
above a more relevant item in the list. However, NDCG
does not assign any penalty if an item is less relevant
to the user, or if the list is not discriminative enough (at
least as discriminative as relevance list).

• SDCSE incorporates the rank as well as penalized pre-
diction error to make it discriminative enough, such that
the user’s most preferred items are always at the top of
the list. Thus, intuitively, SDCSE enables the recom-
mender system to apply a fair and best possible mod-
eling approach. In contrast, MAP and NDCG may put
preferences on less accurate or weak models, as shown
in Figure 2.

III. STANDARD DISCOUNTED CUMULATIVE SQUARED
ERROR
The main objective of our proposed metric is to incorpo-
rate both the rank and accuracy to mitigate the challenges
mentioned in Section II-B. By assigning a rank to the items,
this metric ensures that a recommendation algorithm places
the most relevant item at the top of the list. In addition,
by including accuracy, it also considers the quality of recom-
mendation by capturing the rating migration pattern between
the relevance list and the predicted list (prediction error) and
penalizing them according to their ranked position in the list.

Formally, we take relevance vector relvec and predicted
vector relvec as mentioned in Section II-B. We sort the pre-
dictions predvec and name it as predvec′ and also sort the
relvec in the the order of predvec′, we call this relevance
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list as relvec′. For example predvec = [3.0, 5.0, 1.0] and
relvec = [2.0, 3.0, 1.0] then their corresponding predvec′

and relvec′ would be equal to [5.0, 3.0, 1.0] and [3.0, 2.0,
1.0]. Afterwards, we compute the difference between relvec′

and predvec′ and square the difference, to make sure the
difference is positive. We can calculate cumulative squared
errorCSE for each user as in Equation 10, where i is the index
of item.

CSE@N =
N∑
i=1

(relvec′i − predvec
′
i)
2 (10)

CSE gives equal weights to errors at all the ranking posi-
tions, and our objective is tominimize the error to get themost
useful items at the top of the list. Thus, the proposed metric
contributes by capturing the prediction error and making sure
that this error is minimized at the top of the list. We calculate
the discounted cumulative squared error (DCSE) to assign a
higher penalty to the top error. The DCSE for a single user is
given by Equation 11, where log2(i+1) is the discount factor
that progressively decreases the face value of error as the rank
increases. The advantage of using logarithmic function is that
it does not provide a steep decay, and hence even the last item
in the list would get a significant value.

DCSE@N =
relvec′N∑
i=1

(relvec′i − predvec
′
i)
2

log2(i+ 1)
(11)

To compare the evaluation scores among different users, they
have an upper and lower bound, which can be obtained
through a reference point for each score. We may achieve
this reference point with the worst DCSE (WDCSE) score
for each user. More specifically, WDCSE can be reached by
maximizing the squared error (SE) at the top and gradually
decreasing it. One of the way to obtain this is to sort the
squared error used in Equation 10 in descending order, given
by Equation 12, where f des is a sorting function that sort the
SE vector of N elements in descending order. Note that this
may result in the worst reference point for each user, i.e., the
maximum error at the top of the list.

SEdes@N = f des(relvec′i − predvec
′
i)
2 (12)

SE calculated in Equation 12 is used in Equation 13 to calcu-
late the WDCSE score for each user.

WDCSE@N =
N∑
i=1

(SEdesi )

log2(i+ 1)
(13)

Finally, the standard DCSE (SDCSE) can be defined as the
ratio of DCSE andWDCSE, as shown in Equation 14. Its final
value ranges between 0 and 1. Since this is an error-based
metric, the lower the value, the better the model is. In other
words, SDCSE = 0 means no error and hence a perfect
model. However, we may subtract the SDCSE score from
a max SDCSE value, i.e., 1, to have an equivalent accuracy
score.

SDCSE@N =
DCSE@N
WDCSE@N

(14)

An overall system’s error can be calculated by taking mean
of SDCSE for all users as follows. Here u ∈ U and U is total
number of users. Hence Nu denotes the top-N items for each
user u.

MSDCSE@N =
1
U

U∑
u=1

SDCSE@Nu (15)

IV. EXPERIMENTAL SETTINGS AND EVALUATION
METHODOLOGIES
To choose the best recommendation algorithm, more often,
statistically, sound methods are desirable. In that regard,
we design a number of experimental methods to analyze
and compare the proposed metric with other state-of-the-art
metrics. Firstly, for example, a metric with a minor migration
pattern is appropriate for top-N recommendations since it
correlates more with the user’s preferences. Secondly, it is
essential to explore how evaluation measure is sufficient to
assess different algorithmic potential. Thirdly, a metric with
higher discriminative power than others tends to produce
more statistically significant differences among the recom-
mender algorithms [5] but also the users, for top-N recom-
mendations. Finally, the robustness to incompleteness is an
important issue and concern in the recommendation com-
munity since the scarcity of relevance score is a common
challenge for the metric reliability values [5].

Generally, for evaluation, the relevance scores are formed
by the ratings in the test set, which can be treated as incom-
plete since they are prepared through a held-out method
(test set) from the whole dataset. More specifically, the test
set itself is an incomplete version of the original dataset
because the users have not rated all the items and therefore
need recommendations. Therefore we may say that a reliable
metric should incorporate the prediction error for an accurate
recommendation, have great discriminative power, and be
robust to the incompleteness of the test set.

In this Section, we design a number of evaluation methods
to measure the above mentioned capabilities of the metric.
We discuss all these concepts in detail and explain why and
how much they are essential for top-N recommendations.
Moreover, we also discuss how SDCSE behaves and perform
with respect to these concepts.

A. DISCRIMINATIVE POWER
Generally, an evaluation process is non-resistant to some
degree of randomness and uncertainty. For example, the test
set is a sample of the whole dataset, and its preparation
(sampling formulations) often adds further random variance.
Differences in the values of a metric may therefore be subject
to some degree of randomness or noise. For ranking metrics,
which compute the ranked list for each user, we use paired
difference tests to discriminate whether the ‘metric means’
of two systems are statistically different or not. Ideally,
we expect the set of measured values (from different eval-
uation measures) to have a statistically significant difference
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from one another to conclude how one metric is better than
the other.

In our experiments, we will compare the performance
of multiple recommender systems using several differ-
ent datasets applying the previously described metrics.
We decided to choose the method proposed by [15] and
recently used by [5]. We choose Fisher’s randomization test
with the difference in ‘‘mean’’ as the statistical test [5],
[16], since it provides comparatively better estimation for the
p − value [5], [17]. We use an approximation methodology,
Monte Carlo sampling with 100,000 samples which is suf-
ficient to compute a two-sided p-value of 0.05, as described
in [5].

For assessing how discriminative a given metric is,
we compute the p-value of the test among every possible pair
for recommenders using that metric. While doing this paired
testing, for each comparison, we consider an array of metric
values (fromMonte Carlo samples) for each user produced by
the two systems being tested. After that, we plot the p-values
sorted by decreasing order as described in [15]. This is called
the p-value curve of the metric. A highly discriminative met-
ric generates low p-values and hence, its p-value curve should
be closer to the origin.

Moreover, to summarize the p-value curve in one unique
value for each metric, we use the recently proposed method
by [5]. They propose to compute the area under the p-curve
by summing up all the p-values for the given metric. They
call this value DP (discriminative power). Thus, the lower
the value of DP, the higher the discriminative power of the
metric. Note that DP depends on both the set of systems and
the dataset. Therefore, we use it to compare the same systems
on the same dataset.

B. ROBUSTNESS
Incompleteness has been simulated in information retrieval
(IR) using unbiased random sampling techniques [8], [9].
As described in [5], incompleteness in recommender sys-
tems can be reflected as incompleteness in ratings, items,
and users. However, item and user incompleteness are more
related to the cold start problems, and thus it is beyond the
scope of this study. As a result, in our experiment, we focus
on rating incompleteness to evaluate the robustness of the
proposed metric.

One of the most common biases in recommender system
evaluations is the sparsity bias, which can be defined as
the absence of relevance scores for user-item pairs involved
in a recommendation [14]. We decided to use the method
proposed by [5] to assess robustness. They assessed the
robustness of different ranking metrics to the rating’s incom-
pleteness by using random test set samples. We define dif-
ferent test sizes starting from 10 percent to 100 percent of
the size of the original test set, and we take 50 random
samples of each size from the test set as described in [5].
Given a set of recommenders and a particular metric we
first rank these systems for each test set sample. Second,
we compute Kendall’s rank correlation coefficient of each

system ranking with respect to the original test set’s ranking.
Third and finally, by averaging the rank correlation of the
samples having the same size, we obtain a final estimate
of the robustness of a metric for each test size. For system
comparison, the smaller the test size (i.e., the simulated spar-
sity is more aggressive), the lower the expected correlation.
We suggest that a metric is more robust than another if it has
a higher average correlation with itself (original test set) as
the test set is reduced.

C. ASSESSING ITEMS MIGRATION PATTERN
As mentioned in Section II-B, existing measures either use
precision-based scores or compute cumulative gain for gen-
erating rank over items. However, we emphasize that while
calculating precision or generating ranking over items, exist-
ingmeasuresmay incorporate some error factors into the final
score. For example, the ranking/precision function (MAP,
NDCG) that usually takes relvec and predvec vectors may
generate a perfect score leading to a perfect mapping between
a relevance list and a recommended list. However, we argue
that mapping from the relevance list to the recommended list
may have three types of item mappings, up-sell, down-sell
and perfect-sell (us, ds, ps) resulting in three error functions.
These functions are mentioned in Equation 16, Equation 17
and Equation 18.

fus(k) =

{
1 if (k)predvec > (k)relvec+ λ
0 otherwise

(16)

fds(k) =

{
1 if (k)predvec < (k)relvec+ λ
0 otherwise

(17)

fps(k) =

{
1 if (k)predvec = (k)relvec+λ
0 otherwise

(18)

Error functions take a list of N items for each user and
tag binary values to items depending upon the conditions.
We call these error functions as fus and fds. For a given
predictive vector and relevance vector, denoted as (k)predvec
and (k)reldvec relatively, fus assigns ‘1’ to an item at position
k if its predicted score is relatively higher than the relevance
score, including a margin factor λ. Else, fds defined as ‘1’ if
it is predictive score is relatively lower than relevance score,
plus a margin factor λ (de-graded relevancy). See Figure 1 for
an illustration. Here λ controls the degree of variance between
relevance score and predictive score, estimated from score
distribution. It also serves as a tool to incorporate the inherent
biasing factor resulting from explicit ratings. Finally, fps is
the function that assigns 1 to an item if it does not change
its position plus a margin factor + in the recommended list.
Lower values of fus and fds quantify that recommended list
correlates better with the user preferences as per the relevance
list.

Finally, Equation 19 and Equation 20 compute the final
up-sell and down-sell score (us@N and ds@N ) for each
user at top-N items. Here, Nu denotes the top-N items
for each user u, and the scores for us@N and ds@N are
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within [0,1] interval.

us@N =
1
U

U∑
u=1

fus@Nu (19)

ds@N =
1
U

U∑
u=1

fds@Nu (20)

In a real-world scenario, the above-mentioned item map-
pings and error factors are inevitable and cannot be avoided
during recommendation modeling approaches and optimiza-
tion. However, we argue that these error factors should be
reflected in the final evaluation score to better differenti-
ate and approximate the strengths and weaknesses of the
modeling approaches. The challenge is how to capture and
incorporate these errors factors efficiently while evaluating
the models or systems. Existing measures either ignore this
error information (with MAP) or are inefficient at measuring
it (with NDCG). Specifically, us and ds can play a crucial
role in ordering items in the list and hence attention should
be paid to capture this difference in ratings for efficient and
useful top-N recommendations. For example, us may bring
relevant but less preferred items (as shown in Figure 2 and
Figure 1) at the top of the list and hence should be penalized
depending upon the position. The higher the error in the
position, the more should be the penalty. Similarly, as a result
of ds, relevant and most preferred items are either missed
from the recommended list or are present at the bottom of
the list and thus, the user may not find his favorite items at
the top of the list resulting in a user’s low interest and low
engagement.

Furthermore, if all or most of the items are predicted with
relatively low ratings while maintaining the same order as in
the relevance list, still it is not desirable since itemsmaymove
below the relevance threshold (if fixed) and drop out from the
top-N list. See Figure 1.

D. COMPARATIVE STUDY
This section suggests comparing the proposed metric with
existing metrics using state-of-the-art recommendation algo-
rithms, including point-wise and pair-wise methods and con-
textual and non-contextual approaches. The objective of this
comparison is two folds: 1) to compare the accuracy/precision
score and the statistical pattern between proposed and exist-
ing measures, and 2) to compare the algorithmic potential
towards generating effective relevancy scores and its relation-
ship with the evaluation measures.

Here, we list the latest state-of-the-art methods we use in
our experiment.

• Matrix factorization (MF): Matrix factorization meth-
ods [18] learn low rank-decomposition of user-item
interaction matrix by minimizing the square loss func-
tion. We specifically used this technique as a baseline
to compute the preference degree by the product of user
features and item features.

• Latent Cross Neural Network (LC-NN): Latent Cross
methods [19] take contextual data as a part of the input
and treat it differently. We use this method with CNN
and point-wise loss and take the dot product of hidden
vector and context vector and hence the name is Latent
Cross.

• Bayesian personalized ranking (BPR): Bayesian per-
sonalized ranking (BPR) [11] is a loss function and
optimization method (a variant of stochastic gradi-
ent descent), which accepts inputs in the form of
pairs/triplets, i.e., positive and negative. Thus, it takes
the dot product of user features with all available (posi-
tive and negative) features, making it the right choice for
personalized ranking.

• Neural collaborative filtering (NCF): We use a neural
network to learn features, i.e., user-item interactions
along with contextual vectors and then use MLP with
learned features for final prediction as described in [20].

It is essential to mention that our objective is not to prove
the best modeling approach through extensive hyperparame-
ter tuning and pre-training tweaks. Nevertheless, we demon-
strate how existing evaluation measures perform, assess and
approximate the strengths of different modeling approaches
and identify the added value of our proposedmetric in extract-
ing the model’s potential in status-quo. Status-quo is the same
for all involved evaluation measures to avoid any biases. All
the comparisons have been made at L levels of relevancy
thresholds, i.e., L = {Low-High, Medium-High, High} to
capture the fine-grained performance of the metric for the
varying levels of relevancy of items.

E. DATASETS AND TRAINING DETAILS
In our experiments, we use a variety of datasets from
different domains, including Movies (MovieLens), Books
(Book-Crossings), Research Papers feedback, products
(Amazon accessories) and Rental services (clothing brand-
RentTheRunway). Here, the MovieLens 25M (ml-25m)
dataset is the latest and more stable version (released in
12/2019), with ratings 1 to 5. The books dataset [21] includes
ratings (1-10) for books. The research paper dataset (RP) [22]
has the user’s ratings (1-10) for research papers. The amazon
dataset (AMZ) [23] includes ratings (1-5) for different acces-
sories like shoes and jewelry. Finally, the RentTheRunway
(RR) [24] is one of the largest rental platforms for women’s
clothing, where ratings range from 1 to 10.

We also created implicit versions of the above-mentioned
data sets. All items rated by the user u in the test set with
a value below a certain relevance threshold τ is considered
‘Not-liked’ for that user and above τ are ‘liked.’ We derived
different thresholds for different data sets depending upon
rating distribution. For example, it is common to set τ to 4 in
ratings ranging from 1 to 5. To compare the modeling algo-
rithms, we use two types of model learning: point-wise [25],
[26] and pair-wise [27], [28]. Moreover, for each type, we use
context-aware methods when the context is available with
the dataset. Otherwise, we use non-context state-of-the-art
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methods. Here, the context information includes the user’s
profile information, such as age, height and occupation.

The dataset preparation method is different for these two
learning methods since a point-wise method accepts indi-
vidual inputs, while a pair-wise learning method accepts
inputs in the form of pairs or triplets. For point-wise learning,
we split the dataset into 70 % training set and 30% test
set. For pair-wise learning, we first create the pairs/triplets,
in which each user is coupled with positive items (extreme
positive with ratings ≥ 5) and randomly chosen negative
items (extreme negative with ratings ≤ 2). This method of
creating a triplet is specifically helpful for learning discrimi-
nating features.

The training involves two models, embedding learner and
regressor. For the embedding learner, we use a convolutional
network consisting of three convolutional and 1× 1 average-
pooling layers. The network configuration (ordered from
input to output) consists of filter sizes {1, 2, 2} and feature
map dimensions {150, 500, 500, 256}, where the 150 vector
is the embedding dimension (input size) and the 256 vector
is the embedded representation of the network followed by
two fully-connected hidden layers, each with 500 nodes and
a Relu activation function. The final output layer is with
256 nodes and this 256 vector is the final representation of
embeddings coming from each instance of the triplet network.

We apply an L2 normalization to the embeddings before
feeding them into the triplet loss function. Applying normal-
ization like this can be compared to the advantage of cosine
similarity to Euclidean distance. The squared Euclidean dis-
tance between normalized vectors is proportionate to their
cosine similarity, so the squared Euclidean distance is guar-
anteed to be within the range [0, 4] (cosine similarity value).
The training is done in batches with a batch size of 64 and
runs over ten epochs. The embedding layer dropout is fixed
at 0.05, whereas the layer dropout is in order {0.5, 0.5,
0.25} from hidden to the output layer. The learning rate is
0.005 and the momentum is 0.9. The model is trained using
back-propagation with ADAM [29]. During each training
pass, the embeddings are evolved and improved by using
triplet hinge distribution loss at the end of the network asmen-
tioned in loss [30]. Finally, for final prediction, the embed-
ded learner’s learned embeddings are passed to a regressor,
1-layer feed-forward neural network.

V. RESULTS AND COMPARATIVE STUDY
In this section, we show the results for all the meth-
ods explained in Section IV. Furthermore, we discuss how
SDCSE performs compared to the other evaluation measures
for all the involved methods.

A. DISCRIMINATIVE POWER
In this section, we show the results of discriminative
power (DP) for all the metrics. We present the values of
DP (which amounts to the area under the p-value curve) in
Table 1. Overall, SDCSE has higher discriminative power
than the both MAP and NDCG on all datasets except ML.

TABLE 1. The DP values (lower is better) among all datasets. Overall,
SDCSE shows lower DP values.

NDCG, on the other hand, performs better than MAP in
three datasets. This is consistent with the findings in one
of the recent work [5], in which the authors concluded that
NDCG has most discriminative power than any other metric,
including MAP.

The metrics that use graded relevance (i.e., NDCG) seem
to discriminate better among systems [5]. For instance, when
two systems a and b find one relevant item each on position
5 for the user, only the graded metrics will produce different
performance values when the item found by system a was
rated higher than the one found by b. However, SDCSE
takes this concept further by enabling it to discriminate top-N
recommendations for each user. For example, when three
relevant items at positions 3, 4 and 5 (having different rele-
vance scores) get the same rank (due to the same prediction),
SDCSE will produce different values for each by considering
their respective prediction errors. Moreover, it also provides a
more diverse or dynamic range of metric values than a possi-
ble set of relevant graded values. Overall, we can conclude
that SDCSE has higher discriminative power than existing
commonly used metrics.

B. ROBUSTNESS
In this section, we present the results of robustness for all
metrics. In Figures 3 we can see that all the metrics are rea-
sonably robust to random rating sparsity since the correlation
is higher than 0.75, even after removing half of the test set.
Although the results are not very decisive, we can capture
some trends. SDCSE and MAP perform better than NDCG
on two datasets. Whereas NDCG performs better on three
datasets, but the difference is not very significant. In this
regard, NDCG can be viewed as a more robust metric than the
other two, which is also in line with most recent findings [5].
Interestingly, NDCG performs best in RR, the most unstable
dataset, whereas SDCSE and MAP have similar robustness.
Another interesting finding from a previous study is that
NDCG shows less robustness to popularity bias [5]. We also
observed this behavior inML(25m) and AMZ datasets, where
higher ratings form the most concentration of the overall
ratings. Applied on these datasets, SDCSE andMAP aremore
robust than NDCG. Overall, we can conclude that SDCSE
has a competitive robustness property compared to existing
commonly used metrics.

C. ASSESSING ITEMS MIGRATION PATTERN
In this section, we present the results of different migra-
tion patterns and show how well different evaluation mea-
sures assess and reflect this information in the final score.
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FIGURE 3. Comparison of robustness between proposed metric and state
of the art methods for data sets AMZ, BOOK, RP and RR is shown in (a),
(b), (c), (d), and (e) respectively.

Following are some of the scenarios comparing SDCSE
scores with existing measures scores. We have taken these
scenarios from the data set and simulated them to compare the
proposed metric effectiveness. We use p to denote predictive
score and y to denote their corresponding ground truth values,
symbols 〈〉 denote the subset of predictive and relevance
vectors for demonstration purposes.
• In this scenario, MAP is maximum, although some least
relevant items are at the top and most relevant is at
the bottom of the list, but MAP is unable to capture
this difference due to binary relevancy, see Section II-B.
However, the proposed metric, SDCSE, penalizes the

bad prediction (prediction error) and does not assign a
full score.

MAP =


y = 〈3.0, 3.0, 4.0, 3.0, 5.0〉
p = 〈5.0, 5.0, 4.0, 4.0, 4.0〉
MAP = {1}
SDCSE = {0.15}

• In the following use case, we have compared our pro-
posed metric with NDCG and found that NDCG may
bring some bad items in the list and still assign the
maximum score. This is due to the fact that as long as the
order is the same in both the lists, predicted and relevant,
NDCG assigns a full score. Moreover, if the top item
is most relevant and the rest of the items are less rele-
vant, NDCG assigns a full score (because more relevant
precedes the less relevant), as shown in the following
scenario. Moreover, based on the recommended list,
since all items are relevant, the user may get a complete
list of recommended items that are not of his interest.
On the other hand, SDCSE captures this behavior and
assigns a penalized score.

NDCG =


y = 〈4.0, 3.0, 2.0, 2.0, 1.0〉
p = 〈5.0, 5.0, 5.0, 4.0, 4.0〉
NDCG = {1}
SDCSE = {0.29}

• As opposed to the above scenario, the relevance list
may have all highly relevant items and therefore, NDCG
assigns full score, but there is a contradiction between
relevance list and recommended list and NDCG does
not capture this. Therefore, the user may get the only
top item for recommendation andmay lose interest. Still,
SDCSE assigns a penalized score to this use case.

NDCG =


y = 〈5.0, 5.0, 4.0, 4.0, 4.0〉
p = 〈5.0, 3.0, 2.0, 1.0, 1.0〉
NDCG = {1}
SDCSE = {0.35}

For implicit feedback, NDCG also does not penalize the
non-relevant items as long as the descending order is
maintained, as shown in the following example.

NDCG =


y = 〈1.0, 1.0, 1.0, 1.0, 1.0〉
p = 〈1.0, 1.0, 1.0, 0.0, 0.0〉
NDCG = {1}
SDCSE = {0.35}

NDCG uses the predicted order to rank the items in the
relevance list, which may be an appropriate choice for doc-
ument retrieval and query comparison systems where accu-
racy is maximum as long as items/queries are arranged in
descending order of relevance. However, in the case of rec-
ommender systems this metric may pose some challenges
as it assigns the same score to the users, although one user
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might havemore relevant list of items than the other user. This
means that in the above two cases, 〈4.0, 3.0, 2.0, 2.0, 1.0〉 and
〈5.0, 5.0, 5.0, 4.0, 4.0〉, are treated as equivalent with NDCG.
In recommendation systems, the problem mentioned ear-

lier may further trigger two problems. First, if there is a con-
flict between relevance ratings and predicted ratings, and the
evaluation measure does not capture it (though both follow
descending order), then it might enable the recommendation
system to consume the model with less predictive accuracy.
This, in turn, might generate similar features for potentially
two different users or cannot differentiate well between a high
relevant score and a less relevant score. Second, while pre-
dicting items for which users have not rated them yet, which is
mostly the case with recommendation systems, less relevant
itemsmight be presented to the user as the most relevant ones.
Similarly, recommendation systems might ignore some of the
most relevant recommendations if the ratings are below the
relevance threshold.

More precisely, an evaluation measure should estimate any
rating pattern migration, i.e., up-sell or down-sell of items,
which can in turn be considered as an approximation of
modeling strengths/weaknesses, and the final score should
reflect this behavior. Our study shows that existing evaluation
measures are unable to capture this behavior, which in the
long run, might result in decreasing the quality of recommen-
dation systems. Fortunately, by integrating the error metrics
with the ranked approach, such a capability of the model can
be measured efficiently with the proposed SDCSE.

Several qualitative aspects of the proposed evaluation met-
ric are associated with the accuracy score that is worth dis-
cussing.

First, this metric is appropriate to keep the interestingness
of the items by preserving the user’s preference structure.
This structural property is enforced by extracting and penal-
izing the error. By assigning a higher penalty to the top error,
it ensures that the user’s desired item has a higher priority
along with the relevance order. MAP cannot capture this
scenario while NDCG also ignores rating patterns and use
ordering instead, as explained in the above use-cases.

Second, SDCSE is beneficial for new users who are
exposed to only a limited number of items and are in the
process of exploring items. For quick and effective engage-
ment, it is more important to pay attention to down-sell and
up-sell. For example, if the user’s most favorite items are
at the bottom of the recommended list due to a down-sell
(MAP) or the metric being unable to penalize non-relevant
items (NDCG), it may cause a bad experience for the user at
the start of his/her system interaction. Similarly, if the user is
presented with items that he/she does not like at all, it may
also ruin the user experience.

Third, a recommender systemmay fail to present the user’s
potential favorite items to him/her, if they are below the rec-
ommended list’s relevance threshold. For example, if the user
is a high-value customer, e.g., in the e-commerce industry,
this might result in a challenge, such as losing the customer
due to constant frustration and revenue loss. Existing ranking

TABLE 2. Ratings migration (us-ds) for each model among different data
sets. Lower the value, better the model.

measures, such as NDCG, are unable to help to avoid this
situation. In contrast, SDCSE enforces both relevancy and
user preferences in a single measure, thus capturing this
potential problem.

In summary, we may say that up-sell and down-sell mea-
surements of graded ratings (prediction error) are imperative
to improve the general quality of recommendations, in addi-
tion to ranked order for top-N recommendations. More-
over, by integrating both ranking and error-based evaluation
approaches, our proposed measure can assess the utility and
the accuracy of recommendations simultaneously.

D. COMPARATIVE STUDY
In this section, we compare how evaluation measures are
good at assessing the algorithm’s potential. We perform our
experiment for different levels of relevance threshold where
Low−High ∈ 1, 2, 3, 4, 5,Med−High ∈ 3, 4, 5 andHigh ∈
4, 5. We summarize the comparative analysis as follows:
• We observed that the proposed metric, SDCSE, assigns
a higher score to MF at low-high and mid-high thresh-
old and LC-NN at the high threshold, as shown in
Figure 4. This is because MF and LC-NN have the least
up-sell and down-sell error/migration as discussed in
Section IV-C. This phenomenon supports that SDCSE
helps a recommender system achieve the best match
of users’ preferences. We also support this argument
statistically by extracting the up-sell and down-sell score
distribution from the datasets that we use in our analysis,
as shown in Table 2. This behavior is also well-aligned
with the objective of our proposed metric, i.e., top items
of the list must match the user’s preferred items, hav-
ing the least us/ds score (prediction error). In contrast,
NDCG ranks BPR relatively higher in the low-high and
med-high threshold, proving it the optimum approach.
However, as shown in Table 2, statistically, NDCG has
the higher us/ds error than MF. Similarly, MAP assigns
the lower score (except with the Books dataset) to MF,
though MF has a lower us-ds error in most datasets.
This shows that neither NDCG nor MAP can assess the
weaknesses of a predictive model.

• In RentTheRunway dataset, NDCG assigns the high-
est score to NCF. However, as depicted in Table 2,
statistically, NCF has the highest us/ds error than all
other models. Again, this modeling weakness is not cap-
tured by NDCG since it does not take the rating scores
into account and uses the order instead. As opposed to
NDCG and MAP, SDCSE’s ordering of models aligns
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FIGURE 4. Comparison of NDCG (a:e), MAP (f:j) and SDCSE (k:o) among different models at different level of relevancy threshold and for
different datasets.

well with the distribution ratings, i.e., the model with the
least prediction error set to be the best, while the model
with the most prediction error is at the lowest position,
as shown in Figure 4.

• NDCG and SDCSE both show the declining curve of
performance from low to high relevancy, which shows
the statistical consistency of pattern for proposed metric
with NDCG, since both deals with cumulative function,
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though, NDCG deals with gain metric (discrete values)
while SDCSE deals with error metric (continuous val-
ues). However, MAP deals with conditional function
(bool values) and it follows a different pattern from both
the metrics.

• It is important to mention again that our objective is
to demonstrate how evaluation measures perform and
contribute towards extracting and quantifying the algo-
rithm’s potential. Therefore, we noticed that SDCSE
assigns a relatively lower model score than NDCG and
MAP scores while exploring this relationship. This is
because the former put strict penalty to the prediction
error, while NDCG is a relevancy-gain based metric
and does not penalize the prediction error and hence
may assign a full score to the list while evaluating it,
as explained in Section II-B and Section II-C. Similarly,
MAP cannot differentiate between low and high rele-
vancy and may assign a maximum score to both the lists,
one with the highest relevant items and the other with
low relevant items. This is why existing measures may
not differentiate between good and weak models and
assign the same score to a less relevant recommended list
and a more relevant recommended list. On the contrary,
SDCSE may help select a more preferred list over a less
preferred list since it considers the modeling capability
through prediction error.

• NDCG and MAP operate at a list level and ignore the
individual score values. Therefore, these measures may
not perform well in a real-world scenario where pre-
diction error while achieving user’s preference struc-
ture is inevitable and visibility of prediction score to
end-user is encouraged. However, SDCSE operates at
the item level (prediction error) and the list level (rank)
and will never assign a full score unless it is a perfect
world. Therefore it is the most appropriate measure to
evaluate the modeling performance in the real world
scenario.

• Another property of SDCSE is its ability to differentiate
models with a considerable margin. NDCG and MAP
may generate an overlapping score since they consume a
fixed set of discrete relevance scores, for example, 1 to 5.
However, SDCSE may deal with continuous scores due
to the prediction error (at item level). For example,
using the prediction error for each item (each user may
have different error distribution in the list) in cumulative
function at the list level may result in a variable and
non-overlapping score for each user. Therefore, each
user may contribute to a non-overlapping score towards
achieving a unique and varying distribution for each
model.

• SDCSE also works well with the implicit feedback as
shown in Table 3, where we have used this metric with
binary versions of the datasets. However, this experi-
ment is designed to compare and to show the feasibility
and generality of the proposed metric instead of show-
casing the best modeling approach.

TABLE 3. SDCSE score for implicit feedback among different datasets.

E. LIMITATIONS OF PROPOSED METRIC
Generally, all metrics have some limitations, and so does
the metric proposed in this paper. First, we use accuracy
in combination with rank and for this reason, like other
metrics, SDCSE uses true relevance score in the testing and
evaluation phase. This could be a limitation since we cannot
guarantee that true relevance scores are always available.
A possible way to cope with this is to use inferred average
precision (InfAp) for approximation when the true relevance
values are missing or are incomplete.

Second, although the proposed metric is sufficiently robust
and has better discriminative power than all the metrics
(more suitable for top-N recommendations), it is not as
robust as the more commonly used state-of-the-art metric,
NDCG. Nevertheless, SDCSE is more robust than NDCG
against popularity biases, which shows its potentials. In our
future study, we will use this finding further to investigate
better methods to improve the robustness of the proposed
metric.

VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a new error-based ranking eval-
uation approach to improve the way recommendation algo-
rithms are evaluated. We discussed and showed that existing
measures might incorporate several error factors when com-
puting the accuracy of the evaluated models, which might,
as a result, hurt the overall quality of recommendations.
The proposed approach mitigates the challenges of existing
measures by evaluating both the accuracy and utility of the
recommendation in the same metric. Furthermore, it deals
with these challenges by exploiting the predictive accuracy
for each item with respect to its ranking position in the
list. Our experiments demonstrated that the proposed met-
ric improves the modeling strength assessment and enables
the recommender system to utilize the best possible model.
To evaluate our approach, we conducted a detailed empirical
analysis at a user and model level to showcase the compara-
tive analytical aspects and the added value of the proposed
metric. Our results show that the proposed metric outper-
forms the existing metrics at the user level by assigning more
realistic and penalized scores to the user’s items. Moreover,
by capturing the modeling strengths at the item and list levels,
SDCSE can discriminate the models from each other better
than the state-of-the-art metrics. All this demonstrates the
applicability, generality, and usefulness of the new metric.
For future work, we plan to extend our work by incorporating
other measures, which are not directly related to accuracy,
such as diversity and coverage.
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