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Data imbalance in datasets is a common issue where the number of instances in one or more categories
far exceeds the others, so is the case with the educational domain. Collecting feedback on a course on a
large scale and the lack of publicly available datasets in this domain limits models’ performance, espe-
cially for deep neural network based models which are data hungry. A model trained on such an imbal-
anced dataset would naturally favor the majority class. However, the minority class could be critical for
decision-making in prediction systems, and therefore it is usually desirable to train a model with equally
high class-level accuracy. This paper addresses the data imbalance issue for the sentiment analysis of
users’ opinions task on two educational feedback datasets utilizing synthetic text generation deep learn-
ing models. Two state-of-the-art text generation GAN models namely CatGAN and SentiGAN, are
employed for synthesizing text used to balance the highly imbalanced datasets in this study. Particular
emphasis is given to the diversity of synthetically generated samples for populating minority classes.
Experimental results on highly imbalanced datasets show significant improvement in models’ perfor-
mance on CR23K and CR100K after balancing with synthetic data for the sentiment classification task.
� 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Computers and Artificial Intel-
ligence, Cairo University. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Many universities throughout the globe have pivoted to online
courses from brick-and-mortar settings due to the COVID-19 pan-
demic. This smooth transition, though not common everywhere
globally, is made possible thanks to the recent technological devel-
opment and adaption of various tools including different Learning
Management Systems such as open source Moodle, and Teams and
zoom for online learning, both by students and the teachers. Cou-
pled with the popularity of massive open online courses (MOOCs),
many students in developing countries and remote areas could
register and access courses offered by top universities from the
comfort of their homes. The success of distance and blended edu-
cation relies heavily on students’ feedback.

Feedback assessment is an essential element of any quality
enhancement cell within an institute. It allows the faculty and
teaching staff to reflect on the teaching and other course aspects
and provides students with an opportunity to speak up. Students’
feedback is often unstructured, allowing them to express their
thoughts to open-ended questions related to various aspects of
teaching, course, and content. The institutes examine the feedback
provided by the students to alter and improve upon the process,
teaching, courses, tools and platforms used to deliver the lectures
and educational resources. For instance, the authors in [1] indi-
cated that students’ feedback helped to implement the co-
creation process.

It is impractical to monitor and analyze the textual feedback
and open-ended responses obtained from students manually over
a longer period. Moreover, for a large student representation in
an institute, it becomes a tedious and time-consuming task [2].
Therefore, processing students’ responses requires employing
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state-of-the-art automated text analysis techniques that fall under
opinion mining and text classification categories, i.e., to perform
aspect extraction and sentiment analysis on students’ responses
via machine learning tasks. Although this is a widely studied
domain in the past decade and has achieved remarkable results
[3], the lack of enough and an equal number of samples in each
class category often limits models’ performance, particularly for
deep learning-based techniques, which are data-hungry. Unlike
other domains such as movies [4], social media platform analysis
[5,6] and e-commerce [7], the eLearning domain still is in infancy
state when it comes to utilizing sentiment analysis techniques. It
is largely attributed to the data imbalance and scarcity of publicly
available datasets in the education domain, as is advocated by the
authors in [1].

The impact of uncommonly seen samples is often more signif-
icant than commonly seen ones as they normally contribute
towards suggestions and recommendations. The model trained
with an imbalanced dataset often has an abundance of training
samples from majority classes, resulting in poor prediction and
classification performance for minority classes due to inadequate
training samples. Researchers address this issue by applying data
balancing techniques. The idea is to produce similar samples
belonging to a class with fewer examples and bring it at par with
the rest of the classes. Resultantly, deep learning models will
have enough training samples to attain a higher classification
accuracy. Traditionally, synthetic minority oversampling tech-
nique (SMOTE) and adaptive synthetic (AdaSYN) are widely
employed to generate new samples. These, however, are not suit-
able for generating grammatically as well as semantically mean-
ingful text data.

With the recent advent of deep learning and the success of long
short-termmemory (LSTM) in processing sequential data, text gen-
eration techniques are gaining popularity. Table 1 highlights some
of the recent state-of-the-art techniques to generate synthetic text.
This study utilizes SentiGAN and CatGAN to address the data-
imbalance issues on sentiment polarity assessment tasks in the
education domain. These models are chosen due to their task-
specific nature of generating diversified high-quality sentimental
texts for different polarity categories. The significant contributions
of this article are as follows:

Investigation of the impact of synthetic text on the sentiment
polarity assessment task in education domain for highly imbal-
anced datasets.
Training and utilization of two state-of-the-art deep learning
generative adversarial network models on two large students’
feedback datasets for generating diverse synthetic samples.
Validation of SentiGAN and CatGAN generated text via NLL and
BLUE performance evaluation metrics for diversity and text
generation quality.
Detailed comparison of ten conventional and deep learning
models on two sentiment classification settings including orig-
inal and balanced datasets.

The rest of the paper is organised as below. Section 2 presents
relevant literature work focused on text generation and sentiment
analysis. Section 3 depicts methodology along with information
regarding datasets, preprocessing techniques, text generation
model architectures and evaluation metrics. Section 4 discusses
the major results from selected text generation models and senti-
ment analysis experiments on original as well as balanced datasets.
Finally, Section 5 shows conclusion and future work.
548
2. Related works

This section highlights some of the key research in recent years
on the topic of sentiment analysis in education domain and text
generation models.

2.1. Text generation

In the recent years, deep neural networks including RNN
[18,19], LSTM[20], and CNN [21,22] have shown remarkable ability
to generate synthetic text.

Vu & Le in [18] proposed the use of text topic along with input
text to generate text through RNN. They achieved an accuracy
improvement of 23% on Vietnamese news dataset in comparison
to baseline model without text generation. Masum et al. in [19]
used bi-directional RNN to generate news head lines in Bengali lan-
guage. They trained the network on Bengali newspapers’ text and
generated synthetic news headlines. Similarly, Li & Zhang [20] con-
ducted an exploratory research to compare text generation perfor-
mance of LSTM with its different variants focusing on long text
sequences. They conclude that performance of LSTM is better than
many of its variants on different evaluation metrics including
BERT, BLEURT etc. Akhtar et al. [23] used an optimized version of
GRU to generate Bengla sentences.

Although, RNN, LSTM and CNN have been used extensively in
the literature for text generation, however the generation quality
decreases for long sentences’ dependencies. In recent years, text
generation has shifted from these traditional approaches to more
advanced approached based on attention mechanism [24] includ-
ing transformers [25,26], BERT [27] and GPTs[28]. Readers are
advised to refer to the systematic mapping study on text genera-
tion techniques [29] for more information.

2.2. GAN-based text generation models

This section provides a brief overview of the available text gen-
eration models in the literature, especially those relying on GAN
models.

Yu et al. in [8] proposed the SeqGAN model to generate text
sequences by using GANs. The authors focused on one of the limi-
tations of GANs which is the generating sequences of discrete
tokens. Several set of experiments consisted of synthetic data as
well as evaluation with the real data are performed. The authors
evaluated the performance of SeqGAN by generating synthetic data
in three real-world domains including Chinese poems, Obama
political speech, and music.

Guo et al. in [9] proposed the LeakGAN model to generate long
texts. In general, the text generated by GANs is always evaluated as
realor fakeonce it isgeneratedbut theauthors in this studyproposed
to use intermediate evaluation during the text generation process.
The authors claimed that the proposed approach is good for generat-
ing long texts. Two evaluationmetrics namely, NLL and BLEU scores
are used to evaluate the performance of LeakGAN. For the synthetic
data, the study compared the performance of LeakGAN using NLL
metric with MLE, SeqGAN [8] and RankGAN [30]. Among all three
models, the LeakGAN outperformed. Furthermore, the authors also
compared the performance using BLEU scores metric with same
abovethreemodelsusingEMNLP2017WMT1dataset.Again,theLeak-
GANmodel outperformed all othermodels.
http://statmt.org/wmt17/translation-task.html.
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Table 1
10 GAN-based text generation models.

Type Name Author Year Ref.

General SeqGAN Yu et al. 2017 [8]
LeakGAN Guo et al. 2018 [9]
MaliGAN Che et al. 2017 [10]
JSDGAN Li et al. 2019 [11]
RelGAN Nie et al. 2018 [12]
DPGAN Xu et al. 2018 [13]
DGSAN Montahaei et al. 2021 [14]
CoT Lu et al. 2019 [15]

Category SentiGAN Wang et al. 2018 [16]
CatGAN Liu et al. 2020 [17]

Ali Shariq Imran, R. Yang, Z. Kastrati et al. Egyptian Informatics Journal 23 (2022) 547–557
Che et al. proposed the MaliGAN text generation model in their
study [10]. The model aimed to enhance the instability of GANs in
back propagation during the training process. The authors evalu-
ated the performance of proposed model using the BLEU scores
and PPL evaluation metrics on poetry generation task. An evalua-
tion performance of MaliGAN with MLE and SeqGAN text genera-
tion models is performed, and findings showed that MaliGan
outperformed both of them.

Li et al. in [11] proposed the JSDGAN model for the text gener-
ation. The authors compared the performance of proposed model
with MLE, SeqGAN, RankGAN and LeakGAN models using NLL
and BLEU score metrics. The findings reported in the study showed
that for the synthetic data the JSDGANmodel outperformed among
all models with overall NLL score of 5.50. Also, the authors evalu-
ated the proposed model using BLEU scores with above text gener-
ation models on Chinese poems, COCO image captions and Obama
political speech datasets.

Sarang et al. in [31] addressed the issue of data imbalance using
text sequence generation algorithms. They used an LSTM based
text generation model along with the GPT-2 for generating syn-
thetic data. Three highly imbalanced datasets from different
domains were studied in their work. A 17% improvement on the
results for similar deep learning models were observed in their
case. Another conclusion that the authors drew from their experi-
ments is that LSTM performs well in generating synthetic text at
sentence level, whereas at paragraph or document level, the per-
formance of GPT-2 is much better.

This study is an extension of the work presented in [31]. Instead
of using generic text generation models, in this study we utilized
pre-trained category GANs for generating sentiment-specific syn-
thetic samples in the education domain.

2.3. Polarity assessment in educational settings

With the rapid emergence of educational resources and an
abundance of digital tools for delivering online courses over the
last decade, fueled by the recent COVID-19 outbreak, many
researchers proposed solutions to effectively incorporate auto-
matic assessment models for quality enhancement cells within
an institute. These solutions fall in two categories based upon
the approaches: lexicon-based sentiment analysis and those
employing machine/deep learning techniques.

Sindhu et al. [32], for example, developed a two layers LSTM
model for analyzing sentiments from students’ reviews. The
authors implemented two levels of categorization. First is identify-
ing aspects such as teacher, course, content, and the second is the
classification of reviews belonging to these aspects into positive,
negative, and neutral categories. They reported 93% sentiment
classification accuracy on the manually labeled students’ reviews.
Kastrati et al. compared the conventional machine learning and
deep learning algorithms on sentiment analysis based on 21;940
549
students’ reviews scrapped from the Coursera MOOC platform
[33]. They performed experiments implementing Naive Bayes,
Decision Tree, SVM, and Boosting. They further developed the
1D-CNN model for extracting aspects and to predicts sentiments
on them. As per the authors, 1D-CNN achieved 88.2% F1-score, bet-
ter than the rest of the classifiers. However, they claim that the
conventional models performed better at aspect extraction.

In another study, Anna et al. [34] conducted a survey-based
questionnaire containing multiple open ended questions. Out of
204 feedback, 161 were classified as positive, while 42 were classi-
fied as negative. The authors used K-nearest neighbor and Naive
Bayes to predict sentiment from the students’ reviews. The authors
compared the results with the Recursive Neural Tensor Network
(RNTN) [35] method showing that despite better precision, RNN
has poor recall and accuracy. Katragadda et al. [36] employed sev-
eral supervised algorithms and a DNN model on 30,000 feedback
reviews into positive, negative, and neutral classes. Naive Bayes
showed 50% accuracy on their dataset, SVM reported 60.8%, and
their proposed DNN model achieved 88.2% classification accuracy.

Lwin et al. [37] in their study utilized a dataset containing text
reviews having rating scores along with an open-ended textual
feedback question. The authors implemented a K-means clustering
algorithm to pre-label the feedback data into five rating scores, i.e.,
worse, bad, neutral, good, and excellent. The last question was cat-
egorized into positive and negative sentiment polarity. They
applied conventional machine learning algorithms, including logis-
tic regression, multilayer perceptron, SVM, and Random forest, to
train and classify sentiments. Sadriu et al. performed sentiment
classification of students’ feedback on the Albanian language using
Monkey learn API and Textblob [38]. They reported 72% accuracy
on 114 descriptive feedback.

The authors in [3] generated two corpus: SentiTEXT and edu-
SERE. The former contains positive and negative polarity state-
ments, while the latter was categorized into learning-centered
emotions like engaged, excited, bored, and frustrated. The dataset
was obtained from multiple sources, including YouTube videos
and other educational platforms. In their work, the authors main-
tained an emotional dictionary by building connections between
words and their polarity. This dictionary was used as a lexical
resource to generate the ground truth based on word frequency
count. The author then used BERT and EvoMSA models for the clas-
sification task achieving 93%-94% on SentiTEXT and 83%-84% on
EduSERE, respectively.

Despite numerous research in this domain, there is no bench-
mark dataset to report and test the best performing model for sen-
timent classification on students’ feedback. Furthermore, Kastrati
et al. [39] advocated that the high accuracy reported in most
research on sentiment classification tasks in the education domain
is on their own (private) datasets, favoring the majority classes.
And most of these models fail when applied to a real-world, highly
imbalanced dataset on a large scale. They also presented a
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systematic mapping study of sentiment analysis of students’ feed-
back with NLP and Deep Learning. They stated that the sentiment
analysis is still infancy development stage, especially when it
comes to the lack of structured, manually-labeled publicly avail-
able datasets. Most datasets used in recent studies favour neutral
or positive classes. Moreover, the authors also indicated that struc-
tured datasets, standard solutions, and sentiment expression and
detection need further attention.

3. Methodology

This section provides an overall methodology of research study.
In particular, it presents information about datasets, preprocessing
techniques, models and algorithms used for the experiments as
well as the evaluation metrics. A high-level conceptual view of
the methodology is given in Fig. 1.

3.1. Dataset

To validate the benefit of text generation for sentiment analysis,
we used two datasets, namely CR23K [33] and CR100K.2 Both data-
sets are from education domain and contain manually labeled course
reviews for three classes (e.g. positive, negative & neutral). Both
datasets are highly imbalanced with maximum number of reviews
for the positive label. The first dataset, CR23K, contains 21,940
course reviews collected from the online learning platform Coursera.
The dataset is in English language and is manually labeled with three
sentiment labels. More specifically, 84.2% of the reviews are labeled
as positive, 10.6% as negative, and 5.2% of them are labeled as neu-
tral. The second dataset, CR100K, includes 107,016 reviews obtained
from Kaggle. The dataset contains rating scores ranging from 1 to 5
for each of the review as a sentiment label. A conversion strategy is
used to convert ratings into sentiment labels. Ratings 4 and 5 are
assigned a positive sentiment, rating 3 a neutral sentiment, and rat-
ings less than 3 are labeled as negative. After conversion, 90.9% of the
reviews are labeled as positive, 4.7% as negative, and 4.4% of them
are labeled as neutral. The sentiment distribution shows the highly
imbalanced nature of both datasets with major inclined towards
positive sentiment label.

3.2. Preprocessing

We applied few preprocessing steps to the dataset before feed-
ing it to the classifiers. Initially, we removed all the non-English
texts from both datasets. Next, we removed all the stop words,
converted text to lower case and then performed lemmatization
of the text. The advantage of pre-processing is depicted in Fig. 2,
where the part (a) and (b) show the length distribution of the texts
before and after preprocessing, respectively. Although, after pre-
processing the length is shortened but the overall datasets are
now in normal distribution in terms of text length. Furthermore,
after applying the above preprocessing steps the CR100K dataset
reduced up to 25%. However, the CR23K dataset remains same after
the preprocessing steps.

3.3. Architecture of text generation models

As the focus of this study is to investigate the impact of text
generation on sentiment analysis on datasets comprising multiple
categories/labels, we therefore employed two text generation
models, namely SentiGAN and CatGAN.

SentiGAN is proposed byWang et al. in [16]. The model consists
of multiple LSTM-based generators and a classifier. The classifier
2 https://www.kaggle.com/septa97/100k-courseras-course-reviews-dataset.
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predicts synthetic text from the real ones. In SentiGAN, multiple
generators are used to generate text of each category in an unsu-
pervised manner. These generators can work independently and
do not rely on each other. Similar to the research study [40], the
researchers used the sequence generation process as the sequence
decision process as well. They applied random initialization strat-
egy to parameters of each generator model and then Monte Carlo
search is used to search for the appropriate parameters. Then,
the classifier is used to evaluate the generated text, which con-
tributes towards the learning of the generator. The main advantage
of this model is the use of penalty mechanism, which force each
generator to generate sentiment-specific text along with its polar-
ity. The basic model structure of SentiGAN is shown in Fig. 3.

CatGAN is proposed by Liu et al. in [17]. The architecture of the
model is shown in Fig. 4. The model consists of two main parts.
One is the category aware model. It finds the error between the
generated text and the original for each category to reduce the
error. The generator is based on relational memory core to gener-
ate text with a specific category. The second part is the hierarchical
evolutionary algorithm. It is used for training the model and for
classifying the generated samples from the original ones for each
category. It further tries to maintain the quality and generated text
diversity of the CatGAN.

3.4. Evaluation metrics – text generation

This section provides various evaluation metrics used for evalu-
ating the quality of the generated text in reference to the original
text.

BLEU, which stands for Bilingual Evaluation Understudy, is a
metric for evaluating the model with multiple correct output
results [41]. For example, comparing overlapping degree of gener-
ated text and original text. The higher the overlapping degree, the
higher the quality of generated text. In real life, usually N ¼ 1� 4is
used where N refers to n-gram in the text. Then, we calculate the
weighted average score of all the n-grams using Eq. 1.

BLEU ¼ BP � expð
XN
n¼1

Wn � log PnÞ ð1Þ

where BP is defined in Eq. 2.

BP ¼ 1 lc > lr
expð1� lr=lcÞ lc 6 lr

�
ð2Þ

The score range of BLEU is from 0 to 1. Generated text gets a
score of 1 if it’s exactly the same with the reference text.

NLLgen;NLLdiv – to evaluate diversity of the generated text, we
used two metrics called NLLgen [17] and NLLdiv [42]. Both metrics
are mathematically defined in Eq. 3 and 4.

NLLgen ¼ �EYc�Pc log Phðc1; . . . ; cTÞ½ � ð3Þ

NLLdiv ¼ �EYh�Ph log Phðy1; . . . ; yTÞ½ � ð4Þ
where, Ph denotes the samples distribution of the generated text
and ðy1; . . . ; yTÞ is the generated text by generator, yt 2 t, where t
is vocabulary of all inputted tokens, Pc is the samples distribution
of the real generated text.

3.5. Evaluation metrics – sentiment analysis

To evaluate the performance of different models applied for
sentiment analysis, we used information retrieval based evaluation
metrics such as accuracy, precision, recall and F1-score, defined in
Eq. (5)–(8).

https://www.kaggle.com/septa97/100k-courseras-course-reviews-dataset


Fig. 1. High-level overview of the sentiment classification approach.

Fig. 2. Length distribution of CR23K and CR100K datasets before and after preprocessing.
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Fig. 3. SentiGAN [16].
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Accuracy ¼ Npre

Ntotal
ð5Þ

Precision ¼ TP
TP þ FP

ð6Þ

Recall ¼ TP
TP þ FN

ð7Þ

F1� score ¼ 2TP
2TP þ FN þ FP

ð8Þ

where, Npre represents samples that are predicted correctly, Ntotal

indicates total samples in the test dataset, TP is true positive, FP
is false positive and FN is false negative.

4. Results and discussion

4.1. Text generation

We trained two different types of text generation models on
two different datasets. In order to compare the performance
between SentiGAN and CatGAN, two different evaluation metrics
are used as depicted in Section 3.4. First, we will discuss the results
with respect to BLEU scores with n ¼ 2;3;4;5 of both SentiGAN
and CatGAN for CR23K and CR100K datasets, respectively. The
higher the BLEU score, the generated text is more similar to the
original text. Fig. 5 shows some of the important statistics regard-
Fig. 4. CatGAN with hierarchical
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ing BLEU score calculations. The black dotted line is the division
line marking the pre-training and adversarial training process.
Before the black dotted line, it is the pre-training part where the
initial generator was trained. The field after the black dot line is
the adversarial training part where the pre-trained generator gets
strengthened training aiming to improve the quality and diversity
of generated text again.

As can be seen from the Fig. 5, BLEU scores of SentiGAN for
CR23K and CR100K have a sharp increase to a quite high score
for the positive and negative category when in the adversarial
training process and then remain constant. For the neutral cate-
gory, the curve is a bit different. The score increases sharply at first
but then jump down instantly to almost zero and remains con-
stant. However, BLEU scores of CatGAN for CR23K and CR100K
increase slowly but stably for the positive and negative category.
The sharp increase after the adversarial training in SentiGAN is
due to the gradient vanishing problem in adversarial training,
causing SentiGAN to lose the ability to generate diverse text and
would only output the same text every time. On the contrary, Cat-
GAN can keep the diversity of generated reviews with high text
quality. This is in line with the empirical findings which shows a
better of CatGAN over SentiGAN.

Next, we have used NLLdiv and NLLgen evaluation metrics to eval-
uate the text diversity of the generated text for both models Cat-
GAN and SentiGAN for CR23K and CR100K datasets. Fig. 6 and 7
depict NLLdiv and NLLgen scores that are reciprocal of each other.
The smaller the NLLdiv value, the more diverse the generated text
and the higher the NLLgen value, the less diverse the generated text.

The NLLdiv decreases a lot to a stable value in pre-training part
and remains overall stable afterwards. When in adversarial train-
ing, NLLdiv remains stable at the first few epochs but then decreases
dramatically to 0 and keeps 0 later. NLLdiv becomes 0 meaning the
generated text every time is the same without any diversity. The
same decreasing trend applies to all the three sentiment labels
(i.e. positive, negative and neutral). The NLLgen metric results also
show the same trend but on the opposite direction because the
higher NLLgen, the more diverse the generated text. NLLgen shows
different results at the pre-training process that it decreases shar-
ply at first and then remain constant. This means the diversity of
generated text increases firstly and then remain unstable. This
happened because those two metrics are specially designed for
text generated from the adversarial training part and may not
accurately display the generated text in the pre-training part.
However, our study focuses on the adversarial part, so the slight
evolutionary learning [17].



Fig. 5. BLEU-ð2;3;4;5Þ " scores of SentiGAN and CatGAN on each sentimental polarity for CR23K and CR100K datasets. The black dot line is the division line between pre-
training and adversarial training process that are before and after black dot line part, respectively.
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difference of metrics results in the pre-training part is acceptable.
NLLgen score proves the assumption from NLLdiv score that gener-
ated text every time is the same without any diversity in most
adversarial training process parts. For CatGAN scores, when train-
ing comes to the adversarial part, the NLLdiv would increase slightly
to a local best value for all three sentimental polarities and then
starts decreasing down to 0. The decreasing trend of NLLdiv for Cat-
GAN is mild and slow compared with SentiGAN that would experi-
ence again a fast gradient vanishing problem.

These analysis again indicate that SentiGAN has a gradient van-
ishing problem on both datasets CR23K and CR100K. This causes
SentiGAN to lose the ability of generating diverse text and can only
generate the same sentence every time. Based on the above results
and analysis on both datasets, CatGAN is selected to synthesize/gen-
erate reviews, which are then used to balance the original datasets.
4.2. Balanced dataset

Based on the quality and diversity of generated text, we trained
two CatGAN models to generate the text. One model was trained
for 90 epochs to generated reviews for the CR23K dataset. Second
model was trained for 50 epochs to generate reviews for the
CR100K dataset. The total number of reviews for each sentiment
label, before and after balancing for both datasets, is shown in
Fig. 8.
4.3. Sentiment classification

To check the impact of text generation on sentiment analysis,
we selected 10 baseline machine and deep learning models. For
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this purpose a standard test dataset is needed. If we just split the
original dataset into two parts and use one part as a test dataset,
the models’ actual performance will not be well tested. For exam-
ple, for the original imbalanced dataset, 90% of the reviews in the
dataset were positive. The model can get 90% or more accuracy
but this cannot be used in real life since it cannot predict negative
and neutral categories accurately. At the same time, the balanced
dataset with synthetic data will be only part of the training dataset
to analyze if this improves the training of the model. Therefore, a
test dataset from original imbalanced dataset is needed.

We extracted a total of 870 original course reviews from the
Coursera online learning platform and labeled them manually into
three sentiments (i-e: positive, negative, and neutral). The senti-
ment distribution of test dataset has been shown in Fig. 9a. Besides
this, to reflect the sentiment classification model’s performance
accurately on real course reviews in the test dataset as much as
possible, we do not have any long length reviews. The length-
frequency distribution graph has been shown in Fig. 9b.

Table 2 shows the accuracy and F1-score for test dataset regard-
ing 10 different baseline models trained on imbalanced as well as
balanced datasets for both CR23K and CR100K datasets. It is evident
that the models which were tested on balanced dataset have better
accuracy and F1-score as compared to the models which were only
trained on the original (imbalanced) dataset. The third column
depicting thedifferencebetween theaccuracyandF1-scorebetween
results obtained on imbalanced and balanced dataset clearly shows
significant performance improvement on sentiment classification
task. Moreover, the results support the selection of CatGAN over
the SentiGAN text generation model for balancing the dataset.

It is interesting to note from results shown in Table 2 that more
complex and deep model architectures perform worse on the



Fig. 6. NLLdiv " and NLLgen # scores of SentiGAN and CatGAN on each sentimental polarity for CR23K and CR100K datasets.
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highly imbalanced dataset. For instance, as in the case of BERT (Bi-
LSTM and GRU) as compared to other DNN variants and conven-
tional machine learning algorithms. It is highly likely due to a
greater number of network parameters to train. Thus the network
may need more data fed in order to achieve outstanding perfor-
mance. Therefore, when the dataset is small or highly imbalanced,
the models are more likely to be influenced by major classes. The
results of conventional machine learning techniques (SVM, Naive
Bayes, Decision Tree, AdaBoosting) and RNN also indicate the same,
as their network structure is relatively simpler than other deep
learning models. Therefore, the performance is only slightly
improved on CR23K dataset even after balancing, as the ratio of
negative and positive class samples is small. Additionally, signifi-
cant performance improvement is observed in case of LSTM and
GRU models that have BERT transformers. The BERT model utilized
in this study has eleven layers. These consist of self-output layer,
attention layer, intermediate and output layers. In case of imbal-
anced dataset, LSTM and GRU with BERT transformers are more
likely to focus on the majority category (i.e., positive class in our
experiment) but ignore the other class with fewer data. Balancing
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the dataset with equal number of classes therefore improves the
accuracy and F1-score of these models. Similar results pattern
can be observed for CR100K dataset.

Another interesting fact to note is that while the gap between
positive and negative or neutral classes increases in the dataset,
the performance of sentiment classification models improves.
The proportion of instances in positive and neutral category is
18746� 2316 � 8:094for the CR23K and 74191� 2602 � 28:51
for the CR100K. The accuracy of all baseline models, including con-
ventional machine learning algorithms, is improved for 2.04 per-
centage points for CR23K dataset and 4.82 percentage points for
CR100K dataset. The performance of models trained on CR100K
dataset is more than two times greater than the average improve-
ment of models trained on CR23k and an explanation for this is the
size CR23k dataset which contains a greater number of instance.
The average improvement of models trained on both datasets is
shown in Table 3.

We can easily conclude that the CatGAN’s performance is
improved on a balanced dataset as compared to the original imbal-
anced one. It shows that the synthetic text samples can add value



Fig. 7. NLLdiv " and NLLgen # scores of SentiGAN and CatGAN on each sentimental polarity for CR23K and CR100K datasets.

Fig. 8. CR23k and CR100k dataset before and after balancing.
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Fig. 9. Distribution of sentiment polarity and length frequency histogram for test dataset.

Table 2
Overall results of different algorithms and models for imbalanced dataset and dataset balanced with generated reviews from CatGAN model for CR23k and CR100k dataset.

Dataset Model Imbalanced Dataset Balanced Dataset Difference

Accuracy (%) F1-score (%) Accuracy (%) F1 score (%) Accuracy F1-score

CR23K SVM (RBF kernel) 32.07 31.35 33.21 27.62 1.15 �3.73
Decision Tree 34.25 34.12 34.14 32.83 �0.11 �1.11
Naive Bayes 32.41 27.12 32.53 26.10 0.12 �1.02
AdaBoosting 31.83 24.13 32.53 21.54 0.69 �2.59
RNN 33.97 17.27 34.10 17.14 0.13 �0.13
Bi-LSTM (GloVe) 62.31 58.49 63.45 60.04 1.14 1.55
Bi-LSTM (FastText) 61.85 56.62 62.19 58.14 0.34 1.52
CNN (GloVe) 56.64 61.80 62.07 61.72 5.43 �0.08
Bi-LSTM (BERT) 33.99 16.61 39.47 31.77 5.48 15.16
GRU (BERT) 33.65 17.11 39.67 35.44 6.02 18.33

CR100K SVM (RBF kernel) 30.00 21.09 32.64 29.48 2.64 8.39
Decision Tree 33.21 31.41 34.48 34.41 1.27 3.00
Naive Bayes 31.14 20.34 34.60 31.67 3.46 11.33
AdaBoosting 34.82 24.27 35.86 25.85 1.04 1.58
RNN 33.52 16.53 35.96 21.87 2.44 5.34
Bi-LSTM (GloVe) 59.89 53.73 63.71 62.31 3.82 8.58
Bi-LSTM (FastText) 61.84 57.50 63.48 61.64 1.64 4.14
CNN (GloVe) 55.63 58.31 61.58 62.10 5.95 3.79
Bi-LSTM (BERT) 33.37 16.61 44.55 35.36 11.18 18.75
GRU (BERT) 33.43 16.64 46.21 43.82 12.78 27.18
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to a minority class and in overall improving the model’s perfor-
mance. The major analysis are summarized below:

For machine learning, algorithms with the balanced dataset for
both datasets have slightly higher accuracy than algorithms
with an unbalanced dataset but not very much.
For deep learning models without transformers, the bidirec-
tional LSTM with GloVe and FastText embedding and CNN with
GloVe embedding, their accuracy increases 0:34% � 5:43% for
CR23K as well as 1:64% � 5:95% for CR100K. The reason why
compare these three model together is that they are with the
same type of embedding.
For deep learning models with transformer BERT, the bidirec-
tional LSTM and GRU models are tested. We can see that their
accuracy increases from 1:64% � 5:95% and F1-score increases
18:33% � 27:18% after balancing the imbalanced dataset with
synthetic text generated by CatGAN model.

5. Conclusion & future work

The importance of mining students’ opinions in online courses
has gained significance as many educational institutes switch to
556
online and digital forms of teaching amidst the COVID-19 pan-
demic. Such feedback helps teachers and institute better under-
stand student needs. However, automating sentiment analysis
models on student feedback is often challenging due to a low
response turnaround and the lack of a publically available dataset.
Data imbalance is another problem in educational settings. A
highly imbalanced dataset will adversely affect the model’s perfor-
mance on the sentiment classification task. This article explored
CatGAN and SentiGAN text generation models to generate new
samples for minority classes. We further analyzed the impact of
synthetic text generation on the sentiment classification task for
the highly imbalanced dataset using deep learning and machine
learning models. The CatGAN model was able to generate higher-
quality text without losing text diversity compared to SentiGAN
model and was selected to generate text to balance the highly
imbalanced datasets of CR23K and CR100K. We trained several
machine learning and deep learning models on synthetic balanced
and imbalanced version of both datasets. The results conclude that
comparing with the original imbalanced dataset, the accuracy and
F1-score of the model trained on synthetic balanced dataset is
improved. The accuracy increases to 2.039% and 4.822% for
CR23K and CR100K dataset. Moreover, the F1-score increases to



Table 3
Summary statistics of the degree of difference of sentiment classification models performance on the balanced datasets

CR23k CR100k

Difference Accuracy (%) Deep learning 3.09 6.64
Machine Learning 0.46 2.10
Overall average 2.04 4.82

F1-score (%) Deep learning 6.06 11.30
Machine Learning �2.12 6.08
Overall average 2.79 9.21
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2.79% and 9.208% for CR23K and CR100K dataset, respectively. In
the future, the ongoing work can be extended by exploiting differ-
ent types of complicated text generation models like GPT-3 and
more complex sentiment analysis models in order to have better
and more generalized models.
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