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Abstract. We construct the first non-interactive zero-knowledge (NIZK)
proof systems in the fine-grained setting where adversaries’ resources are
bounded and honest users have no more resources than an adversary.
More concretely, our setting is the NC1-fine-grained setting, namely, all
parties (including adversaries and honest participants) are in NC1.

Our NIZK systems are for circuit satisfiability (SAT) under the worst-
case assumption, NC1 ( ⊕L/poly. As technical contributions, we propose
two approaches to construct NIZKs in the NC1-fine-grained setting. In
stark contrast to the classical Fiat-Shamir transformation, both our ap-
proaches start with a simple Σ-protocol and transform it into NIZKs
for circuit SAT without random oracles. Additionally, our second ap-
proach firstly proposes a fully homomorphic encryption (FHE) scheme
in the fine-grained setting, which was not known before, as a building
block. Compared with the first approach, the resulting NIZK only sup-
ports circuits with constant multiplicative depth, while its proof size is
independent of the statement circuit size.
Extending our approaches, we obtain two NIZK systems in the uni-

form reference string model and two non-interactive zaps (namely, non-
interactive witness-indistinguishability proof systems in the plain model).
While the previous constructions from Ball, Dachman-Soled, and Kulka-
rni (CRYPTO 2020) require provers to run in polynomial-time, our
constructions are the first one with provers in NC1.
Keywords. Fine-grained cryptography, non-interactive zero-knowledge
proof, fully homomorphic encryption

1 Introduction

Non-interactive zero-knowledge (NIZK) proof systems [11] are a central topic
in complexity theory and theoretical cryptography. In the recent years, it also
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provides numerous novel applications in cryptography. An important line of
research is to construct NIZKs based on different assumptions. An earlier work
has shown that NIZKs require a trusted setup, such as a common reference string
(CRS) [4]. Moreover, Pass and shelat [16] showed that (non-uniform) one-way
functions are sufficient for NIZK for AM. Recently, it is possible to construct
efficient NIZKs such as Diffie-Hellman-based constructions [12,13]. In this paper,
we are interested in NIZKs based on much mild assumptions.
NC1-fine-grained cryptography. Fine-grained cryptography [7] designs cryp-
tographic schemes in a setting where adversaries have only bounded resources
and honest users have no more resources than adversaries. In this setting, it is
possible to have more efficient schemes and base their security on weaker, or
extremely mild assumptions. Although this notion of cryptography was firstly
proposed by Degwekar, Vaikuntanathan, and Vasudevan [7], it has long history
starting from the Merkle key exchange protocol [15].

In this paper, we consider NC1-fine-grained cryptography where adversaries are
in NC1. Cryptography in this setting is often based on the worst-case assumption
on complexity classes, NC1 ( ⊕L/poly. Here ⊕L/poly is the class of languages with
polynomial-size branching programs, and all languages in NC1 have polynomial-
size branching programs of constant width by the Barrington theorem [3]. The
NC1 ( ⊕L/poly assumption states that there exists at least one language having
only polynomial-size branching programs with non-constant width.

We suppose that it is interesting to study NC1-fine-grained cryptography. First,
it is a fundamental question to consider which kind of cryptographic schemes can
be constructed in such a setting by assuming NC1 ( ⊕L/poly. Currently, we know
that one-way functions [7], (somewhat homomorphic) public-key encryption [7,5],
hash proof systems (HPS) [9], and attribute-based encryption [20] are possible
in this setting. We want to explore whether it is possible to push the boundary
further. Second, as pointed out in [7], these primitives in NC1 can be combined
with other constructions against polynomial-time adversaries under stronger
assumptions. Although the resulting scheme relies on stronger assumptions
(e.g., factoring, Diffie-Hellman, and learning with errors) for polynomial-time
adversaries, it is secure for NC1 adversaries as long as NC1 ( ⊕L/poly.
Current NIZKs in NC1. We aim at constructing NIZKs in the NC1-fine-grained
setting. To the best of our knowledge, there are three proof systems under the
assumption NC1 ( ⊕L/poly [9,2,20], but none of them achieves our goal, and, in
particular, it is inherently difficult to transform them in achieving our goal.

A fine-grained NIZK proof system has previously been constructed by Ball,
Dachman-Soled, and Kulkarni [2] assuming NC1 ( ⊕L/poly, but in a stronger
setting, where the prover is polynomial-time and more powerful than NC1 circuits
and the verifier, simulator, and adversaries are in NC1. To be a bit more technical,
we suppose their requirement on polynomial-time provers is inherent, since their
provers need to compute the determinant of some matrix, which cannot be done
in NC1. Another example is the hash proof system (HPS) by Egashira, Wang,
and Tanaka [9]. Although in their scheme adversaries and all honest parties are in
NC1, an HPS is a weaker form of NIZK, namely, the designated verifier needs to
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hold the secret hash key to verify the proof. Recently, Wang, Pan, and Chen [20]
proposed a quasi-adaptive NIZK in NC1 with public verification. However, their
scheme can only support languages that can be expressed as linear subspaces,
which is rather restricted, and their scheme is in the weaker quasi-adaptive model,
namely, their CRSs have to be dependent on the language parameter.

1.1 Our Contributions

We construct the first NIZK proof systems in the fully NC1 setting, where
adversaries, honest provers, and verifiers are all in NC1. We note that this is
in contrast to schemes in [2] which requires the provers to be polynomial and
more powerful than NC1 circuits. Similar to previous NC1-fine-grained primitives
[7,5,9,20], the security of our scheme is based on the NC1 ( ⊕L/poly assumption.

Our approach first constructs a simple Σ-protocol that runs in AC0[2] which
is a subset of NC1, and then compiles it to NIZKs for circuit satisfiability (SAT)
in the CRS model. Our transformation does not require random oracles as in
the classical Fiat-Shamir transformation [10], or pairings as in the recent work of
Couteau and Hartmann [6].

Our transformation contains several intermediate steps, as described figu-
ratively in Figure 1. We first transform our Σ-protocol to a NIZK for linear
languages, namely, a NIZK for proving whether a vector belongs to

LM = {t : ∃w ∈ {0, 1}t, s.t. t = Mw},

where M ∈ {0, 1}n×t. Based on this, we construct an OR-proof system for
disjunction.

NIZK for NC1-circuit SAT

Σ-protocol NIZK for Linear Languages OR-proof

NIZK for AC0
CM[2]-circuit SAT

Sec. 4 Sec. 5

+DVV

Sec. 6

+FHESec. 7

Fig. 1. Overview of our approaches in constructing NIZK in the CRS model.

Starting from our OR-proof, we have two methods to construct NIZKs for
circuit SAT. Our first method uses the additive homomorphic encryption from
Degwekar, Vaikuntanathan, and Vasudevan (DVV) [7] (in a non-black-box way)
to transform our OR-proof to a NIZK for circuit SAT. Its proof size grows linearly
with the size of the statement circuit. The resulting NIZK can prove statements
that can be represented as NC1 circuits, since our provers are NC1 circuits.

We stress that in the (fully) NC1-fine-grained setting a statement circuit
cannot go beyond NC1. This is because if the statement circuit is outside NC1,
then even the honest prover in NC1 cannot decide with the witness if the statement
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is true or not. However, if we allow the honest prover to run in polynomial-time
as in [2], our construction works for any statement circuits with polynomial-size.

Our second method first constructs a fully homomorphic encryption (FHE)
scheme in the NC1 setting, and then uses it to construct a NIZK for circuit
SAT. On the one hand, different to our first method, this NIZK’s proof size is
independent of the statement size. On the other hand, our NIZK from the second
method supports statements in AC0

CM[2], since our FHE supports homomorphic
evaluation of AC0

CM[2] circuits. Here AC0
CM[2] circuits are AC0[2] circuits with

constant multiplicative depth, where multiplicative depth can be thought of as
the degree of the lowest-degree polynomial in GF (2) evaluating to a circuit [5]
(See Definition 4).
Interlude: Fine-grained FHE. We highlight that our FHE scheme is of inde-
pendent interest. To the best of our knowledge, the scheme of Campanelli and
Gennaro [5] is the only known somewhat homomorphic encryption (SHE) in
the NC1-fine-grained setting, where SHE is a weaker notion of FHE. Thus, our
scheme is the first FHE in the NC1-fine-grained setting. Moreover, our FHE is
conceptually simpler and compatible with our OR-proof in constructing NIZK
for circuit SAT. In terms of efficiency, our scheme is comparable to the SHE
scheme in [5]: our public key has λ2 bits, while theirs has O(λ3) bits. Also, our
scheme uses less parallel running-time, in the sense that it only computes the
parity of λ bits in parallel for homomorphic multiplication, while theirs has to
compute the parity of λ2 bits. Here λ is the security parameter.

We leave improving the power of homomorphic computation of our scheme as
an open problem. We are also optimistic that all FHE-based applications can be
realized in the NC1-fine-grained setting using our FHE, and we leave a detailed
treatment of it as a future work.
Extensions. We extend our NIZKs to construct non-interactive zaps [8] (i.e.,
non-interactive witness-indistinguishability proof systems in the plain model) by
improving the techniques in [12]. The key enabler for this is that all our NIZKs
have verifiable correlated key generation which is a property used in [12] and
formally defined by us. Roughly speaking, this property states that a perfectly
sound CRS (i.e., a binding CRS) is correlated to a perfectly zero-knowledge one
(i.e., a hiding CRS), and in some particular case this can even be verified.

All the aforementioned NIZKs are in the CRS model. We further extend them
to the uniform random string (URS) model, where a trust setup only samples
public coins.

1.2 Technical Details

In this section, we give more details about our techniques with a particular focus
on constructing NIZKs for circuit SAT in the CRS model. A figurative overview
for this is given in Figure 1.
Starting point: a Σ-protocol in AC0[2]. Rather than directly constructing
a NIZK under the worst-case assumption NC1 ( ⊕L/poly, we first construct a
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Σ-protocol with unconditionally special soundness and special honest-verifier zero-
knowledge. Our protocol does not require any cryptographic group structure where
the discrete logarithm or factoring assumption holds. For the aforementioned
linear language LM, the prover sends the commitment C = MR, where R $←
{0, 1}t×(λ−1), to the verifier and receives a challenge r̃ $← {0, 1}λ−1 back. The
response to the challenge is D = (R||w)A, where A = (R̂||R̂r̃)> and R̂ =(

0
Iλ−1

)
∈ {0, 1}λ×(λ−1). Iλ−1 is an identity matrix in {0, 1}(λ−1)×(λ−1). The

verifier checks whether (C||x)A = MD. In our Σ-protocol, all computations are
in GF (2), and all parties can run in AC0[2]. We refer the reader to Section 3 for
the detailed proof, which reflects our main technical contribution in this part.
Compiling Σ-protocol to NIZK. Couteau and Hartmann [6] showed how to
convert a Σ-protocol into a NIZK for L(gM), where L(gM) is the language including
all the group vectors with exponents in the span of M. Their main idea is to put
the challenge originally in Zp into the group and set it as the common reference
string. Verification can be executed by using bilinear map, and finding a valid
proof can be reduced to breaking the (extended) kernel matrix Diffie-Hellman
assumption. Although this assumption is falsifiable and has analysis in the generic
group model and algebraic group model, we want a NIZK based on assumptions
weaker than that. Moreover, in the fine-grained cryptographic landscape, we are
not aware of the existence of any bilinear map.

Our work exploits the indistinguishability of the following two distributions
against NC1 adversaries used in [7,5,9,2,20]:

{M ∈ {0, 1}λ×λ : M> $← ZeroSamp(λ)}︸ ︷︷ ︸
=:D0

and {M ∈ {0, 1}λ×λ : M> $← OneSamp(λ)}︸ ︷︷ ︸
=:D1

.

Here, λ is the security parameter, and the randomized sampling algorithms
ZeroSamp and OneSamp output matrices with rank λ−1 and full rank, respectively.
Concrete definitions of these algorithms are given in Section 2.2. Note that this
indistinguishability holds under the assumption NC1 ( ⊕L/poly [14,1]. Based on
the indistinguishability between D0 and D1, we develop a new compiler from a
Σ-protocol to a NIZK in NC1-fine-grained cryptography.

The main idea is to generate R̂ in our Σ-protocol as eλ1 ||R̂ $← LSamp(λ)

instead of
(

0
Iλ−1

)
, where eλ1 = (1, 0, · · · , 0)> and LSamp is an intermediate

algorithm in ZeroSamp. This makes the distribution of A = (R̂||R̂r̃)> in the
Σ-protocol identical to D0 (see Section 2.2 for details). The hiding CRS of the
resulting NIZK is A with r̃ being the simulation trapdoor, and a proof consists of
(C,D) (i.e., the first and third round messages of the Σ-protocol). Perfect zero
knowledge follows from the honest-verifier zero-knowledge of the aforementioned
Σ-protocol. To prove soundness, we switch the distribution of A from D0 to D1,
which corresponds to switching a hiding CRS to a binding one. In this case, the
kernel of A> becomes empty and there exists no invalid statements passing the
verification.
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Extension to OR-proof. Let A be a binding CRS in D1. From A, we show that
a prover can derive a hiding CRS A1−j with a trapdoor r̃1−j and a binding CRS
Aj . Moreover, switching the distribution of A to D0 leads both Aj and A1−j
to become hiding CRSs. Based on this crucial step, we develop a fine-grained
version of the “OR-proof techniques” [12,17] to achieve the target OR-proof
system. Roughly, the prover generates proofs with respect to both Aj and A1−j .
Soundness is guaranteed when one of them is binding, and perfect zero-knowledge
is guaranteed when both are hiding.
NIZK for circuit SAT using DVV. We now give an overview on how we
construct a NIZK for circuit SAT in NC1 by using our OR-proof and improving
the GOS framework by Groth, Ostrovsky, and Sahai [12].

In the GOS NIZK, for each input/output pair ((wi,wj),wk) of a NAND gate,
the prover encrypts the bits of wires with an additive homomorphic commitment
scheme, and proves that the plaintexts satisfy the relation wi + wj + 2wk − 2 ∈
{0, 1}.3 However, since all the computations are performed in GF (2) in NC1-fine-
grained cryptography, wi + wj + 2wk − 2 ∈ {0, 1} always holds, and thus proving
this relation becomes meaningless.

To address the above problem, we adopt another OR-relation:

1 + wi + wk = 0 ∧ 1 + wj = 0 or 1 + wk = 0 ∧ wj = 0.

One can check that each valid input/output pair of a NAND gate should satisfy
it.4 Then we use the DVV encryption scheme by Degwekar, Vaikuntanathan, and
Vasudevan [7] to encrypt wi, wj , and wk respectively and prove that the plaintexts
satisfy this new relation with our OR-proof. There are two nice properties of
the DVV encryption useful in our case: (1) additive homomorphism and (2) a
ciphertext of 0 (respectively, 1) is in (respectively, outside) the linear subspace of
the public key, which make it compatible with our OR-proof.
NIZK for circuit SAT using FHE. In our NIZK for circuit SAT mentioned
above, we generate a ciphertext for each wire of a statement circuit and a proof
of compliance for each gate. Thus, the final proof size grows linearly with the
circuit size.

Our second construction circumvents this by constructing a fine-grained
FHE scheme. In this way, we only have to encrypt the input bits (i.e., witness)
and execute the fully homomorphic evaluation of a statement circuit on these
ciphertexts to obtain an output ciphertext. Afterwards, we exploit our OR-proof
to prove that all the input ciphertexts are valid and the output ciphertext
corresponds to 1. The final NIZK proof does not include intermediate ciphertexts
generated during the homomorphic evaluation. Thus, the proof size is independent
of the circuit size. To verify the final proof, one can just evaluate the ciphertext
homomorphically and check the proofs for the input/output ciphertexts. Due to
3 Recall that any circuit can be converted to one consisting only of NAND gates, and

1− wiwj = 0 is equivalent to wi + wj + 2wk − 2 ∈ {0, 1} in Zp for a large number p.
4 Notice that all the computations are performed in GF (2) and thus addition and
subtraction are equivalent.
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the correctness of the FHE and the soundness of the OR-proof, a valid witness
can be extracted from any valid proof with the secret key of the FHE.

Similar to the fine-grained SHE proposed by Campanelli and Gennaro [5],
our FHE scheme supports the homomorphic evaluation of circuits in AC0

CM[2],
which makes the supporting statement of the resulting NIZK somewhat limited.
Using the generic technique in [5, Section 3.3], we can extend our FHE to
support homomorphic evaluation of circuits in AC0[2] with constant number of
non-constant fan-in gates. Also, our FHE enjoys short public key size and parallel
running-time, and compatibility with our OR-proof.
Extensions to non-interactive zap and NIZK in the URS model. For the
conversion from NIZKs to non-interactive zaps, the bulk of our technical contri-
bution is to prove that all our NIZKs have verifiable correlated key generation. At
the core of our proof we show that if Nλ = A0 +A1 for any (eλ1 ||A

>
0 ) ∈ LSamp(λ)

and any matrix, where Nλ is some constant matrix (See Section 2), either A0 or
A1 must be a binding CRS with perfect soundness. This allows us to improve
the GOS technique to generically convert our NIZKs into non-interactive zaps.

Moreover, we show the existence of an algorithm that can sample matrices
with only public coins, while its output distribution is identical to D0 and D1
with “half-half” probability. Since the CRSs of our NIZKs consist only of matrices
in D0 and D1, we can sample CRSs by using this new algorithms for multiple
times, and generate proofs for a same statement in parallel. Zero-knowledge
follows from that of the underlying NIZK and the indistinguishability between
D0 and D1. Statistical soundness holds since with high probability, at least one
of the CRSs is binding. Since the sampling procedure for CRSs only uses public
coins, the resulting NIZK is in the URS model.

2 Preliminaries

Notations. We note that all arithmetic computations are over GF (2) in this
work. Namely, all arithmetic computations are performed with a modulus of
2. We write a $← A(b) (respectively, a = A(b)) to denote the random variable
outputted by a probabilistic (respectively, deterministic) algorithm (or circuit)
A on input b. By x $← S we denote the process of sampling an element x from a
set or distribution S uniformly at random. Let R be the randomness space of
A, a $← A(b) is equivalent to a = A(b; r) for r $← R. By x ∈ {0, 1}n we denote
a column vector with size n and by, say, x ∈ {1} × {0, 1}n−1 we mean that the
first element of x is 1. By xi (respectively, xi) we denote the ith element of a
vector x (respectively, x). By [n] we denote the set {1, · · · , n}. By negl we denote
an unspecified negligible function.

For a matrix A ∈ {0, 1}n×t with rank t′ ≤ n, we denote the sets {y|∃x s.t. y =
Ax} and {x |Ax = 0} by Im(A) (i.e., the span of A) and Ker(A) respectively. By
A⊥ ∈ {0, 1}n×(n−t′) we denote a matrix consisting of n− t′ linear independent
column vectors in the kernel of A>. Note that for any y /∈ Im(A), we have
y>A⊥ 6= 0. For a matrix A ∈ {0, 1}λ×λ, by A (respectively, A) we denote the
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upper (λ− 1)× λ matrix (respectively, lower 1× λ vector) of A. Let b ∈ {0, 1},
by bA we denote a zero matrix 0 ∈ {0, 1}n×t if b = 0 or A if b = 1.

By eλi we denote the column vector in {0, 1}λ with the ith element being 1
and the other elements being 0. By 0 we denote a zero vector or matrix. By In
we denote an identity matrix in {0, 1}n×n. By Mn

0 , Mn
1 , and Nn, we denote the

following n× n matrices: Mn
0 =

(
0 0

In−1 0

)
, Mn

1 =
(

0 1
In−1 0

)
, Nn =

(
0 0
1 0

)
.

2.1 Function Families

In this section, we recall the definitions of function family, NC1 circuits, AC0[2]
circuits, AC0

CM[2] circuits, and ⊕L/poly circuits. Note that AC0[2] ( NC1 [18,19].

Definition 1 (Function family). A function family is a family of (possibly
randomized) functions F = {fλ}λ∈N, where for each λ, fλ has a domain Df

λ and
a range Rfλ.

Definition 2 (NC1). The class of (non-uniform) NC1 function families is the
set of all function families F = {fλ}λ∈N for which there is a polynomial p(·) and
constant c such that for each λ, fλ can be computed by a (randomized) circuit of
size p(λ), depth c log(λ), and fan-in 2 using AND, OR, and NOT gates.

Definition 3 (AC0[2]). The class of (non-uniform) AC0[2] function families is
the set of all function families F = {fλ}λ∈N for which there is a polynomial p(·)
and constant c such that for each λ, fλ can be computed by a (randomized) circuit
of size p(λ), depth c, and unbounded fan-in using AND, OR, NOT, and PARITY
gates.

One can see that multiplication of a constant number of matrices can be performed
in AC0[2], since it can be done in constant-depth with PARITY gates.

Next we recall the definitions of multiplicative depth in [5], which can be
thought of as the degree of the lowest-degree polynomial in GF (2) evaluating to
a circuit.

Definition 4 (Multiplicative depth [5]). Let C be a circuit, typeC(g) be the
type of a gate g in C, and parentsC(g) be the list of gates of C whose output is
an input to C. The multipicative depth of C is md(gout), where gout is the output
gate and the function md is defined as

md(g) =


1 if typeC(g) = input
max{md(g′) : g′ ∈ parentsC(g)} if typeC(g) = XOR∑
g′∈parentsC(g) md(g′) if typeC(g) ∈ {AND,OR}

,

where the sum in the last case is over the integers.

Definition 5 (AC0
CM[2] [5]). AC0

CM[2] is the class of circuits in AC0[2] with
constant multiplicative depth (as defined in Definition 4).

Note that an AND gate of fan-in λ (i.e., the security parameter) cannot be
performed in AC0

CM[2].
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Definition 6 (⊕L/poly). ⊕L/poly is the set of all boolean function families
F = {fλ}λ∈N for which there is a constant c such that for each λ, there is a
non-deterministic Turing machine Mλ such that for each input x with length
λ, Mλ(x) uses at most c log(λ) space, and fλ(x) is equal to the parity of the
number of accepting paths ofMλ(x).

2.2 Sampling Procedure

We now recall the definitions of four sampling procedures LSamp, RSamp,
ZeroSamp, and OneSamp in Figure 2. Note that the output of ZeroSamp(n) is

LSamp(n):
For all i, j ∈ [n] and i < j:
ri,j

$← {0, 1}
Return

1 r1,2 · · · r1,n−1 r1,n
0 1 r2,3 · · · r2,n

0 0
. . .

...
...

...
. . . 1 rn−1,n

0 · · · 0 0 1



RSamp(n):
For i = 1, · · · , n− 1
ri

$← {0, 1}
Return

1 · · · 0 r1
0 1 r2

0 0
. . .

...
...

...
. . . 1 rn−1

0 · · · 0 0 1



ZeroSamp(n):
R0

$← LSamp(n) ∈ {0, 1}n×n
R1

$← RSamp(n) ∈ {0, 1}n×n
Return R0Mn

0 R1 ∈ {0, 1}n×n

OneSamp(n):
R0

$← LSamp(n)
R1

$← RSamp(n)
Return R0Mn

1 R1 ∈ {0, 1}n×n

Fig. 2. Definitions of LSamp, RSamp, ZeroSamp, and OneSamp. n = n(λ) is a polynomial
in the security parameter λ.

always a matrix of rank n− 1 and the output of OneSamp(n) is always a matrix
of full rank [7]. Additionally, in Figure 3, we define an algorithm ˜ZeroSamp which
runs in exactly the same way as ZeroSamp except that it additionally outputs a
vector r̃ = (ri)n−1

i=1 consisting of the random bits used in generating R1. We have

˜ZeroSamp(n):

R0
$← LSamp(n) ∈ {0, 1}n×n, R1 =

(
Iλ−1 r̃

0 1

)
$← RSamp(n) ∈ {0, 1}n×n

Return (R0Mn
0 R1 ∈ {0, 1}n×n, r̃)

Fig. 3. The definition of ˜ZeroSamp.

(
r̃
1

)
∈ Ker(R0Mn

0 R1), since R0Mn
0 R1

(
r̃
1

)
= R0

(
0 0

Iλ−1 0

)(
Iλ−1 r̃

0 1

)(
r̃
1

)
= 0.

This implies the following lemma.
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Lemma 1 (Lemma 3 in [9]). For all λ ∈ N and all M ∈ ZeroSamp(λ), it
holds that Ker(M) = {0,k} where k is a vector such that k ∈ {0, 1}λ−1 × {1}.

We now recall an assumption and a lemma on ZeroSamp and OneSamp given
in [7].
Definition 7 (Fine-grained matrix linear assumption [7]). There exists
a polynomial n = n(λ) in the security parameter λ such that for any family
A = {aλ}λ∈N in NC1 and any λ ∈ N, we have

|Pr[aλ(M) = 1 |M $← ZeroSamp(n)]−
Pr[aλ(M′) = 1 |M′ $← OneSamp(n)]| ≤ negl(λ).

Lemma 2 (Lemma 4.3 in [7]). If NC1 ( ⊕L/poly, then the fine-grained
matrix linear assumption holds.

Remark. Notice that for any polynomial n = n(λ), we have {fn}λ∈N ∈ NC1 iff
{fλ}λ∈N ∈ NC1 since O(log(n(λ))) = O(log(λ)). Hence, in the above lemma, we
can also set n(·) as an identity function, i.e., n = λ. For simplicity, in the rest of
the paper, we always let ZeroSamp(·) and OneSamp(·) take as input λ.

The following lemma indicates a simple relation between the distributions of
the outputs of ZeroSamp(λ) and OneSamp(λ).

Lemma 3 (Lemma 7 in [9]). For all λ ∈ N, the distributions of M + Nλ and
M′ are identical, where M> $← ZeroSamp(λ) and M′> $← OneSamp(λ).

2.3 Proof Systems

In this section, we give the definitions of Σ-protocol, NIZK, and non-interactive
zap. Below, for a language description ρ with the associated language Lρ and
relation Rρ, by x ∈ Lρ we mean that there exists w such that Rρ(x,w) = 1.
Σ-protocol. The definition of Σ-protocol is as follows.
Definition 8 (Σ-protocol). A C1-Σ-protocol for a set of language distributions
{Dλ}λ∈N is a function family {Prover1

λ,ChSetλ,Prover2
λ,SVerλ,SExtλ,SSimλ}λ∈N ∈

C1 with the following properties.
– Prover1

λ(ρ ∈ Dλ, x,w) returns a commitment com and a state st.
– ChSetλ returns a uniformly random string ch.
– Prover2

λ(ch, st) returns a response resp.
– SVerλ(ρ, x, com, ch, resp) deterministically returns 1 (accept) or 0 (reject).
– SExtλ(x, com, (ch, resp), (ch′, resp′)) returns a witness w.
– SSimλ(ρ, x, ch) returns a commitment com and a response resp.
Completeness is satisfied if for all λ ∈ N, all ρ ∈ Dλ with the associated

relation Rρ, all (x,w) such that Rρ(x,w) = 1, all (com, st) ∈ Prover1
λ(ρ, x,w), all

ch ∈ ChSetλ, and all resp ∈ Prover2
λ(ch, st), we have SVerλ(ρ, x, com, ch, resp) = 1.

Special Soundness is satisfied if for all λ ∈ N, all ρ ∈ Dλ, and all (x, com,
(ch, resp), (ch′, resp′)) such that ch 6= ch′ satisfying

SVerλ(ρ, x, com, ch, resp) = SVerλ(ρ, x, com, ch′, resp′) = 1,
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we have Rρ(x,w) = 1 for w = SExtλ(x, com, (ch, resp), (ch′, resp′)).
Special honest-verifier zero-knowledge is satisfied if for all λ ∈ N, all ρ ∈ Dλ,

all (x,w) such that Rρ(x,w) = 1, and all ch ∈ ChSetλ, the distributions of
(com, resp) and (com′, resp′) are identical, where (com, st) $← Prover1

λ(ρ, x,w),
resp $← Prover2

λ(ch, st), and (com′, resp′) $← SSimλ(ρ, x, ch).

NIZK. We now give the definition of fine-grained NIZK with composable zero-
knowledge and statistical/perfect soundness.

Definition 9 (Non-interactive zero-knowledge (NIZK) proof). A C1-
NIZK for a set of language distributions {Dλ}λ∈N is a function family NIZK =
{Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N ∈ C1 with the following properties.
– Genλ returns a binding CRS crs.
– TGenλ returns a hiding CRS crs and a simulation trapdoor td.
– Proveλ(crs, ρ ∈ Dλ, x,w) returns a proof π.
– Verλ(crs, ρ, x, π) deterministically returns 1 (accept) or 0 (reject).
– Simλ(crs, td, ρ, x) returns a simulated proof π.
Completeness is satisfied if for all λ ∈ N, all ρ ∈ Dλ with the associated

relation Rρ, all (x,w) such that Rρ(x,w) = 1, all crs ∈ Genλ, and all π ∈
Proveλ(crs, ρ, x,w), we have Verλ(crs, ρ, x, π) = 1.
C2-composable zero-knowledge is satisfied if for any adversary A = {aλ}λ∈N ∈

C2, we have

Pr[1 $← aλ(crs)|crs $← Genλ]− Pr[1 $← aλ(crs)|(crs, td) $← TGenλ] ≤ negl(λ),

and for all λ ∈ N, all ρ ∈ Dλ, and all (x,w) such that Rρ(x,w) = 1, the following
distributions are identical.

π $← Proveλ(crs, ρ, x,w) and π $← Simλ(crs, td, ρ, x),

where (crs, td) $← TGenλ.
Statistical soundness is satisfied if for all λ ∈ N and all ρ ∈ Dλ, we have

Pr[∃x /∈ Lρ and π, s.t. Verλ(crs, ρ, x, π) = 1|crs $← Genλ] ≤ negl(λ),

where x ∈ Lρ iff there exists w such that Rρ(x,w) = 1.
Perfect soundness is satisfied if the above probability is 0.

Definition 10 (NIZK in the uniform random string (URS) model.). A
NIZK NIZK = {Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N is in the URS model if Genλ
only samples a public coin urs $← {0, 1}p(λ) at random for some polynomial p and
returns urs.

Non-interactive zap. A non-interactive zap is a witness-indistinguishable non-
interactive proof system in the plain model, where there is no trusted setup. The
definition is as follows.
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Definition 11 (Non-interactive zap). A C1-non-interactive zap for a set of
language distributions {Dλ}λ∈N is a function family ZAP = {ZProveλ,ZVerλ}λ∈N
with the following properties.
– ZProveλ(ρ ∈ Dλ, x,w) returns a proof π.
– ZVerλ(ρ, x, π) deterministically returns 1 (accept) or 0 (reject).
Completeness is satisfied if for all λ ∈ N, all ρ ∈ Dλ, all (x,w) such that

Rρ(x,w) = 1, and all π ∈ ZProveλ(ρ, x,w), we have ZVerλ(ρ, x, π) = 1.
C2-witness indistinguishability is satisfied if for all λ ∈ N, all ρ ∈ Dλ with the

associated relation Rρ, all (x,w0,w1) such that Rρ(x,w0) = Rρ(x,w1) = 1, and
any adversary A = {aλ}λ∈N ∈ C2, we have

Pr[1 $← aλ(π)|π $← ZProveλ(ρ, x,w0)]−
Pr[1 $← aλ(π)|π $← ZProveλ(ρ, x,w1)] ≤ negl(λ).

Perfect soundness is satisfied if for all λ ∈ N, all ρ ∈ Dλ, all x /∈ Lρ, and all
π, we have ZVerλ(ρ, x, π) = 0.

3 AC0[2]-Σ-Protocol for Linear Languages

Let Dλ be a probability distribution outputting language descriptions M ∈
{0, 1}n×t, where n(·) and t(·) are functions in λ. We define the associated language
as LM = {t : ∃w ∈ {0, 1}t, s.t. t = Mw}. For the associated relation RM, we

have RM(x,w) = 1 iff x = Mw. Let R̂ =
(

0
Iλ−1

)
. We give a Σ-protocol Σ for

{Dλ} in Figure 4.

Prover1
λ(M,x,w):

R $← {0, 1}t×(λ−1)

Return com = MR and st = (R,w)

ChSetλ:
Return ch = r̃ $← {0, 1}λ−1

Prover2
λ(ch, st):

A = (R̂||R̂r̃)> ∈ {0, 1}λ×λ
Return resp = (R||w)A ∈ {0, 1}t×λ

SVerλ(M,x, com = C, ch, resp = D):
A = (R̂||R̂r̃)> ∈ {0, 1}λ×λ
Return 1 iff (C||x)A = MD

SExtλ(x, com, (ch, resp), (ch′, resp′)):
r = ch− ch′ ∈ {0, 1}λ−1

T = resp− resp′ ∈ {0, 1}t×λ
If r = 0, abort
Else find the smallest i ∈ [λ − 1] s.t.
ri = 1 and return ti

SSimλ(M,x, ch):
R′ $← {0, 1}t×(λ−1)

A = (R̂||R̂r̃)> ∈ {0, 1}λ×λ
R′ $← {0, 1}t×(λ−1)

C = MR′ − x · r̃>
D = (R′||0)A
Return com = C and resp = D

Fig. 4. Definition of Σ = {Prover1
λ,ChSetλ,Prover2

λ, SVerλ,SExtλ, SSimλ}λ∈N. Note that
R̂> = (0||Iλ−1) where Iλ−1 is an identity matrix in {0, 1}(λ−1)×(λ−1).
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Theorem 1. Σ is an AC0[2]-Σ-protocol with special soundness and special honest-
verifier zero-knowledge.

Proof. First, we note that {Prover1
λ,ChSetλ,Prover2

λ,SVerλ,SExtλ,SSimλ}λ∈N are
computable in AC0[2], since they only involve operations including multiplication
of a constant number of matrices and sampling random bits.
Completeness. Perfect completeness follows from the fact that for C = MR
and D = (R||w)A, we have (C||x)A = (MR||Mw)A = M(R||w)A = MD.

Special soundness. For a statement x, a commitment (C, R̂), and two valid
challenge/response pairs ((r̃,D), (r̃′,D′)) such that r̃ 6= r̃′, we have

(C||x)
(

R̂>
r̃>R̂>

)
= MD and (C||x)

(
R̂>

r̃′>R̂>

)
= MD′.

Combining the above two equations yields x((r̃>− r̃′>)R̂>) = M(D−D′). Since
the rank of R̂ is λ− 1, we have r̃>R̂> 6= r̃′>R̂> if r̃> 6= r̃′>. Let the ith bit of
(r̃>− r̃′>)R̂> be 1 and the ith column vector of D−D′ be di, we have x = Mdi.
Therefore, the extractor can successfully extract a witness for x. This completes
the proof of special soundness.
Special honest-verifier zero-knowledge. For x = Mw, since MR = M(R +
w · r̃>)− x · r̃> and

(R||w)
(

R̂>
r̃>R̂>

)
= (R + w · r̃>)R̂> = (R + w · r̃>||0)

(
R̂>

r̃>R̂>

)
,

and the distribution of R + w · r̃> is uniform for R $← {0, 1}t×(λ−1), the sim-
ulator perfectly simulates transcripts generated by honest protocol executions,
completing the proof of special honest-verifier zero-knowledge.

Putting all the above together, Theorem 1 immediately follows. ut

4 Fine-Grained NIZK for Linear Languages

In this section, we show how to compile the Σ-protocol in Section 3 to a fine-
grained NIZK for linear languages.

Let Dλ be a probability distribution outputting language descriptions M of
rank t′ < n from {0, 1}n×t, where n(·), t(·), and t′(·) are functions in λ and there
exists M⊥ ∈ {0, 1}n×(n−t′) such that M>M⊥ = 0. We define the associated
language as

LM = {x : ∃w ∈ {0, 1}t, s.t. x = Mw}.

For the associated relation RM, we have RM(x,w) = 1 iff x = Mw. We give the
construction of NIZK in Figure 5. Note that each proof of our NIZK consists of a
commitment/response pair in our Σ-protocol, and A used by Prover2

λ and SVerλ
is generated by using OneSamp(λ) and plays a binding CRS now. A hiding CRS
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is generated by ˜ZeroSamp(λ), and its trapdoor r̃ essentially corresponds to the
challenge in the Σ-protocol. Roughly, soundness follows from the fact that when
A is of full rank, the kernel of A> is empty and no invalid proof can pass the
verification. Zero-knowledge follows immediately from that of our Σ-protocol
when switching A to a non-full rank matrix.

Genλ:
A> $← OneSamp(λ)
Return crs = A ∈ {0, 1}λ×λ

Proveλ(crs,M ∈ {0, 1}n×t,x,w):
R $← {0, 1}t×(λ−1), C = MR ∈ {0, 1}n×(λ−1)

D = (R||w)A ∈ {0, 1}t×λ
Return π = (C,D)

Verλ(crs,M,x, π):
Return 1 iff (C||x)A = MD

TGenλ:
(A>, r̃) $← ˜ZeroSamp(λ)
Return crs = A ∈ {0, 1}λ×λ and
td = r̃

Simλ(crs, td,M,x):
R′ $← {0, 1}t×(λ−1)

C = MR′ − x · r̃>
D = (R′||0)A
Return π = (C,D)

Fig. 5. Definition of LNIZK = {Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N for {Dλ}λ∈N.

Theorem 2. If NC1 ( ⊕L/poly, then LNIZK in Figure 5 is an AC0[2]-NIZK
with perfect soundness and NC1-composable zero-knowledge.

Proof. First, we note that {Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N are computable
in AC0[2], since they only involve operations including multiplications of a constant
number of matrices and sampling random bits.
Completeness. Completeness follows from the fact that for x = Mw, C = MR,
and D = (R||w)A, we have (C||x)A = (MR||Mw)A = M(R||w)A = MD.
NC1-composable zero-knowledge. For any adversary A = {aλ}λ∈N ∈ NC1,
the advantage of aλ in distinguishing crs $← Genλ from (crs, td) $← TGenλ is the
same as its advantage in breaking the fine-grained matrix linear assumption,
which is negligible if NC1 ( ⊕L/poly, due to Lemma 2.

According to the definition of ˜ZeroSamp (see Section 2.2), we can give the
running procedure of TGenλ in an explicit way, namely, randomly sampling

R0 = (eλ1 ||R̂) $← LSamp(λ) and R1 =
(

Iλ−1 r̃
0 1

)
$← RSamp(λ), and setting

A> = R0Mλ
0 R1. In this case, A> = (eλ1 ||R̂)

(
0 0

Iλ−1 0

)(
Iλ−1 r̃

0 1

)
= (R̂||R̂r̃).

Then for x = Mw, we have MR = M(R + w · r̃>)− x · r̃> and

(R||w)A = (R||w)
(

R̂>
r̃>R̂>

)
= (R + w · r̃>)R̂> = (R + w · r̃>||0)A.
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Moreover, for R $← {0, 1}t×(λ−1), the distribution of R + w · r̃> is uniformly ran-
dom in {0, 1}t×(λ−1). Thus, for any statement, the simulator perfectly simulates
honest proofs, completing the proof of composable zero-knowledge.
Perfect soundness. For any valid statement/proof pair (x, (C,D)) such that
(C||x)A = MD for M ∈ Dλ, we have (M⊥)>(C||x)A = 0. Since A> ∈ OneSamp
is of full rank, we must have (M⊥)>x = 0, i.e., x ∈ LM, completing the proof of
perfect soundness. Notice that M⊥ is not necessarily efficiently computable here.

Putting all the above together, Theorem 2 immediately follows. ut
Remark. By replacing OneSamp with ZeroSamp in Genλ, we immediately achieve
a fine-grained NIZK with perfect zero-knowledge and computational soundness.
The proof is almost identical to that of Theorem 2 except that we exploit the
fine-grained matrix linear assumption in the proof of soundness this time. Similar
arguments can also be made for our OR-proof and NIZKs for circuit SAT given
in the following sections.

5 Fine-Grained OR-Proof

In this section, we extend LNIZK in Section 4 to an OR-proof system.
Let Dor

λ be a probability distribution outputting matrices of rank t′ < n from
(M0,M1) ∈ {0, 1}n×t × {0, 1}n×t, where n(·), t(·), and t′(·) are functions in λ
and there exists M⊥

i ∈ {0, 1}n×(n−t′) such that M>
i M⊥

i = 0 for i ∈ {0, 1}. We
define the following language

Lor
M0,M1

= {x0,x1 : ∃w ∈ {0, 1}t, s.t. x0 = M0w ∨ x1 = M1w}.

For the associated relation Ror
M0,M1

, we have Ror
M0,M1

((x0,x1),w) = 1 iff x0 =
M0w or x1 = M1w. The OR-proof is given in Figure 6.

Theorem 3. If NC1 ( ⊕L/poly, then ORNIZK in Figure 6 is an AC0[2]-NIZK
with perfect soundness and NC1-composable zero-knowledge.

Proof. First, we note that {ORGenλ,ORTGenλ,ORProveλ,ORVerλ,ORSimλ}λ∈N
are computable in AC0[2], since they only involve operations including multipli-
cations of a constant number of matrices and sampling random bits.
Completeness. Completeness follows from the fact that for xj = Mjw, Cj =
MjRj , and Dj = (Rj ||w)Aj , we have

(Cj ||xj)Aj = (MjRj ||Mjw)Aj = Mj(Rj ||w)Aj = MjDj ,

and for A1−j =
(

A
r̃>1−jA

)
, C1−j = M1−jR′1−j − x1−j · r̃>1−j , and D1−j =

(R′1−j ||0)A1−j , we have

(C1−j ||x1−j)A1−j =((M1−jR′1−j − x1−j · r̃>1−j)||x1−j)
(

A
r̃>1−jA

)
=M1−jR′1−jA = M1−j(R′1−j ||0)A1−j = M1−jD1−j .
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ORGenλ:
A> $← OneSamp(λ)
Return crs = A ∈ {0, 1}λ×λ

ORProveλ(A, (Mi,xi)i=0,1,w):
Let j ∈ {0, 1} s.t. xj = Mjw
r̃1−j

$← {0, 1}λ−1

A1−j =
(

A
r̃>1−jA

)
Aj =

(
A

A− r̃>1−jA

)
Rj

$← {0, 1}t×(λ−1)

Cj = MjRj ∈ {0, 1}n×(λ−1)

Dj = (Rj ||w)Aj ∈ {0, 1}t×λ
R′1−j $← {0, 1}t×(λ−1)

C1−j = M1−jR′1−j − x1−j · r̃>1−j
D1−j = (R′1−j ||0)A1−j
Return π = ((Ci,Di)i=0,1,A0)

ORTGenλ:
(A>, r̃) $← ˜ZeroSamp(λ)
Return (crs = A ∈ {0, 1}λ×λ, td = r̃)

ORSimλ(A, r̃, (Mi,xi)i=0,1):
r̃0

$← {0, 1}λ−1, r̃1 = r̃− r̃0

A0 =
(

A
r̃>0 A

)
, A1 =

(
A

r̃>1 A

)
For i = 0, 1

R′i $← {0, 1}t×(λ−1)

Ci = MiR′i − xi · r̃>i
Di = (R′i||0)Ai

Return π = ((Ci,Di)i=0,1,A0)

ORVerλ(A, (Mi,xi)i=0,1, π):

A0 =
(

A
A0

)
, A1 =

(
A

A−A0

)
Return 1 iff (Ci||xi)Ai = MiDi for i = 0, 1

Fig. 6. Definition of ORNIZK = {ORGenλ,ORTGenλ,ORProveλ,ORVerλ,ORSimλ}λ∈N
for {Dor

λ }λ∈N. Recall that A (respectively, A) denotes the upper (λ − 1) × λ matrix
(respectively, lower 1× λ vector) of A.

NC1-composable zero-knowledge. For any adversary A = {aλ}λ∈N ∈ NC1,
the advantage of aλ in distinguishing crs $← ORGenλ from (crs, td) $← ORTGenλ
is negligible if the fine-grained matrix linear assumption holds.

According to the definition of ˜ZeroSamp (see Section 2.2), we can give the
running procedure of ORTGenλ in an explicit way by randomly sampling R0 =

(eλ1 ||R̂) $← LSamp(λ) and R1 =
(

Iλ−1 r̃
0 1

)
$← RSamp(λ) and setting A> =

(eλ1 ||R̂)
(

0 0
Iλ−1 0

)(
Iλ−1 r̃

0 1

)
= (R̂||R̂r̃), where the distribution of r̃ is uniform

in {0, 1}λ−1. Thus we have A = r̃>A. Therefore, the distributions of (A0,A1)
generated by ORProveλ and ORSimλ on input a CRS generated by TGenλ are
identical. Moreover, we have MjRj = Mj(Rj + w · r̃>)− xj · r̃> and

(Rj ||w)Aj = (Rj ||w)
(

A>

r̃>j A>

)
= (Rj + w · r̃>j )A> = (Rj + w · r̃>j ||0)Aj

for xj = Mjw. Since the distribution of Rj + w · r̃>j for Rj
$← {0, 1}t×(λ−1)

is uniform in {0, 1}t×(λ−1), the simulator perfectly simulates honest proofs,
completing the proof of composable zero-knowledge.
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Perfect soundness. For a valid statement/proof pair (x, π) where x = (x0,x1)

and π = ((Ci,Di)i=0,1,A0), we set A0 =
(

A
A0

)
and A1 =

(
A

A−A0

)
. Since

A> ∈ OneSamp(λ) is of full rank, at least one of A0 and A1 is of full rank.
For i = 0, 1 and (Ci||xi)Ai = MiDi, we have (M⊥

i )>(Ci||xi)Ai = 0. Let
A>j be of full rank for j = 0 or j = 1. We must have (M⊥

j )>xj = 0. This means
that x ∈ Lor

M0,M1
must hold, completing the proof of perfect soundness. Notice

that M⊥
j is not necessarily efficiently computable here.

Putting all the above together, Theorem 3 immediately follows. ut

6 Fine-Grained NIZK Proof for Circuit SAT

In this section, we propose a fine-grained NIZK for circuit SAT running in NC1

and secure against adversaries in NC1.
Let {NDλ}λ∈N be any family of language distributions such that for all

ρ ∈ NDλ and all x ∈ Lρ, we have {Rρ(x, ·)}λ∈N ∈ NC1, where Lρ and Rρ are
the associated language and relation respectively. Without loss of generality,
we assume that each Rρ(x, ·) only consists of NAND gates, since an NC1 circuit
can be transformed to an NC1 circuits consisting only of NAND gates, and the
transformation can also be performed in NC1 by changing the gates in parallel.
Let ORNIZK = {ORGenλ,ORTGenλ,ORProveλ,ORVerλ,ORSimλ}λ∈N be a NIZK
for distributions {Dor

λ }λ∈N defining the language

Lor
M′ = {x0,x1 : ∃w ∈ {0, 1}2λ s.t. x0 = M′w ∨ x1 = M′w},

where M′ =
(

M 0
0 M

)
for M ∈ ZeroSamp(λ). We give our NIZK for {NDλ}λ∈N

in Figure 7.

Theorem 4. If NC1 ( ⊕L/poly and ORNIZK is an AC0[2]-NIZK with perfect
soundness and NC1-composable zero-knowledge, then NCNIZK is an NC1-NIZK
with perfect soundness and NC1-composable zero-knowledge.

Proof. First, we note that {NCGenλ,NCTGenλ,NCProveλ,NCVerλ,NCSimλ}λ∈N
are computable in NC1, since they only involve operations including multiplica-
tions of a constant number of matrices, sampling random bits, running ORNIZK,
and computing Rρ(x,w) ∈ NC1. Notice that after computing the values of all
wires, the prover can generate ciphertexts and run ORNIZK for each wire and
gate in parallel and the verifier can check the proofs in parallel.
Completeness. Let wi and wj be the input bits of a NAND gate, and wk be the
true output. We must have 1 + wi + wk = 0 ∧ 1 + wj = 0 or 1 + wk = 0 ∧ wj = 0.
Let cti = Mri + eλλwi and ctj = Mrj + eλλwj be the input ciphertexts and
ctk = Mrk + eλλwk be the output ciphertext. We have

xi =
(

eλλ + cti + ctk
eλλ + ctj

)
= M′

(
ri + rk

rj

)
+
(

eλλ(1 + wi + wk)
eλλ(1 + wj)

)
= M′

(
ri + rk

rj

)
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NCGenλ:
crsor

$← ORGenλ, M> $← ZeroSamp(λ)
Return CRS = (crsor,M)

NCTGenλ:
(crsor, tdor) $← ORTGenλ(λ), M> $← OneSamp(λ)
Return CRS = (crsor,M) and TD = tdor

NCProveλ(CRS, ρ, x,w):
Extend w to (w1, · · · ,wout) containing the bits of all wires in the circuit Rρ(x, ·)
Compute ri $← {0, 1}λ and cti = Mri + eλλwi for each bit wi
Set rout = 0 and ctout = eλλ for the output wire
For each NAND gate with input ciphertexts cti = Mri+eλλwi and ctj = Mrj+eλλwj
and the output ciphertext ctk = Mrk + eλλwk, run

– xi =
(

eλλ + cti + ctk
eλλ + ctj

)
, r′i =

(
ri + rk

rj

)
, xj =

(
eλλ + ctk

ctj

)
, r′j =

(
rk
rj

)
– πij

$← ORProveλ(crsor,M′, (xi, xj), r′b) if xb = M′r′b for b ∈ {i, j} and abort

otherwise, where M′ =
(

M 0
0 M

)
Return Π consisting of all the ciphertexts and proofs

NCVerλ(CRS, ρ, x, Π):
Check that all wires have a corresponding ciphertext and ctout = eλλ
Check that all NAND gates have a valid NIZK proof of compliance
Return 1 iff all checks pass

NCSimλ(CRS,TD, ρ, x):
Compute ri $← Zλp and cti = Mri for each wire in the circuit Rρ(x, ·)
For each NAND gate with input ciphertexts cti and ctj and the output ciphertext
ctk, run

– xi =
(

eλλ + cti + ctk
eλλ + ctj

)
, xj =

(
eλλ + ctk

ctj

)
– πij

$← ORSimλ(crsor, tdor,M′, (xi, xj)) where M′ =
(

M 0
0 M

)
Return Π consisting of all the ciphertexts and proofs

Fig. 7. Definition of NCNIZK = {NCGenλ,NCTGenλ,NCProveλ,NCVerλ,NCSimλ}λ∈N
for {Dλ}λ∈N. Recall that eλλ = (0 · · · 01)> ∈ {0, 1}λ.

or

xj =
(

eλλ + ctk
ctj

)
= M′

(
rk
rj

)
+
(

eλλ(1 + wk)
eλλwj

)
= M′

(
rk
rj

)
.

Therefore, we have xi ∈ Im(M′) if wj = 1 and xj ∈ Im(M′) otherwise. Then the
completeness of NCNIZK follows from the completeness of ORNIZK.



Non-Interactive Zero-Knowledge Proofs with Fine-Grained Security 19

NC1-composable zero-knowledge. The indistinguishability of CRSs generated
by NCGenλ and NCTGenλ follows immediately from Lemma 2 and the composable
zero-knowledge of ORNIZK.

Next we define a modified prover NCProve′λ, which is exactly the same as
NCProveλ except that for each NAND gate, πij is generated as πij $← ORSimλ(crsor,
tdor,M′, (xi, xj)). The following distributions are identical due to the composable
zero-knowledge of ORNIZK.

Π $← NCProveλ(CRS, ρ, x,w) and Π $← NCProve′λ(CRS, ρ, x,w),

for (CRS,TD) $← TGenλ and any (x,w) such that Rρ(x,w) = 1.
Moreover, since the distribution of cti = Mri is identical to that of cti = Mri+

eλλwi for ri $← {0, 1}λ when M ∈ OneSamp(λ) is of full rank, the distributions of

Π $← NCProve′λ(CRS, ρ, x,w) and Π $← NCSimλ(CRS,TD, ρ, x),

where (CRS,TD) $← NCTGenλ and Rρ(x,w) = 1, are identical as well, completing
the proof of composable zero-knowledge.
Perfect soundness. Due to the perfect soundness of ORNIZK, for each NAND
gate with input ciphertexts (cti, ctj) and an output ciphertext ctk in a valid
proof, we have

xi =
(

eλλ + cti + ctk
eλλ + ctj

)
∈ Im(M′) or xj =

(
eλλ + ctk

ctj

)
∈ Im(M′).

Let k = (r̃>, 1)> be the vector in the kernel of M>, which must exist according
to Lemma 1. We have

k>(eλλ + cti + ctk) = 1 + k>cti + k>ctk = 0 ∧ k>(eλλ + ctj) = 1 + k>ctj = 0

or
k>(eλλ + ctk) = 1 + k>ctk = 0 ∧ k>ctj = 0,

i.e., we can extract a true input/output pair ((k>cti,k>ctj),k>ctk) for each
NAND gate. For the output wire, we have k>ctout = k>eλλ = 1. As a result, we
can extract the bits of all the wires leading to a final output 1, completing the
proof of perfect soundness.

Putting all the above together, Theorem 6 immediately follows. ut
Remark. If we relax the restriction on the computational resources of the prover
and allow it to run in, say, polynomial-time, our NIZK can also prove statements
in NP. The same argument can also be made for our non-interactive zap and NIZK
in the URS model (based on this NIZK) given later in Sections 8.2 and 9. Notice
that for the security proof of the non-interactive zap with a polynomial-time
prover, we have to ensure that the reduction can simulate proofs in NC1. This is
possible by hard-wiring the extended witness in the reduction beforehand. We
refer the reader to Appendix A for details.
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7 Fine-Grained NIZK for AC0
CM[2] with Short Proofs

In this section, we propose another fine-grained NIZK generically constructed
from fine-grained NIZKs (instantiated as in Sections 4 and 5) and a new fine-
grained strongly FHE (sFHE) scheme that we give later. Different from the NIZK
in Section 6, we only consider statement circuits in AC0

CM[2] here, while the proof
size is independent with the statement circuit size and only dependent on the
length of witness. Specifically, while the proof size of the NIZK in Section 6 is
l · O(λ2), that of the NIZK in this section is n · O(λ2), where l and n are the
circuit and witness sizes respectively.

7.1 Definition of Fine-Grained sFHE

For an sFHE scheme, additionally to the properties of a standard FHE, we require
that the homomorphic evaluation do not change the form of ciphertexts, and
there exist an algorithm RandEvalλ outputting the corresponding randomness of
a homomorphically evaluated ciphertext on input the messages and randomness
of the originally ciphertexts. Moreover, we define a composable version of indis-
tinguishability against chosen plaintext attacks (CPA), which requires that the
adversary cannot distinguish an honest public key with an “invalid” public key,
and a ciphertext generated by an invalid public key reveals no information on
the message.

Definition 12 (Strongly fully homomorphic encryption (sFHE)). A C1-
sFHE scheme for C3 circuits is a function family sFHE = {FHEGenλ,FHEGen′λ,Encλ,
Decλ,Evalλ,RandEvalλ}λ∈N ∈ C1 with the following properties.
– FHEGenλ returns a public/secret key pair (pk, sk).
– FHEGen′λ returns a public key pk.
– Encλ(pk,m ∈ {0, 1}; r ∈ R) returns a ciphertext ct.
– Decλ(sk, ct) (deterministically) returns a message m ∈ {0, 1}.
– Evalλ(pk, f ∈ C3, (ct1, · · · , ctn)) (deterministially) return a ciphertext ct.
Without loss of generality, we require that f is represented as an arithmetic
circuit in GF (2) with XOR gates of unbounded fan-in and AND gates with
fan-in 2.

– RandEvalλ(pk, f ∈ C3, (m1, · · · ,mn), (r1, · · · , rn)) (deterministially) return a
randomness r ∈ R. We require that f is represented in the same way as above.
Correctness is satisfied if we have m = Decλ(sk,Encλ(pk,m; r)) for all λ ∈ N,

all m ∈ {0, 1}, all (pk, sk) ∈ FHEGenλ, and all r ∈ R.
C2-composable CPA security is satisfied if for any adversary A = {aλ}λ∈N ∈

C2, we have

Pr[1 $← aλ(pk)|(pk, sk) $← FHEGenλ]−Pr[1 $← aλ(pk)|pk $← FHEGen′λ] ≤ negl(λ),

and for all λ ∈ N and all pk ∈ FHEGen′λ, the distributions of ct $← Encλ(pk, 0)
and ct $← Encλ(pk, 1) are identical.
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Strong homomorphism is satisfied if for every function family {fλ}λ∈N ∈ C3,
all λ ∈ N, all (pk, sk) ∈ FHEGenλ, all m1, · · · ,mn ∈ {0, 1}, and all r1, · · · , rn ∈ R,
we have

Evalλ(pk, f,Encλ(pk,m1; r1), · · · ,Encλ(pk,mn; rn))
=Encλ(pk, f(m1, · · · ,mn); RandEvalλ(pk, f, (m1, · · · ,mn), (r1, · · · , rn))).

One can easily see that composable CPA security implies standard CPA
security. Also, strong homomorphism implies standard homomorphism, since a
homomorphically evaluated ciphertext can be decrypted to the right value due
to correctness.

7.2 Construction of Fine-Grained sFHE

We now give our construction of sFHE sFHE = {FHEGenλ,FHEGen′λ,Encλ,Decλ,
Evalλ,RandEvalλ}λ∈N in Figure 8. Evalλ is defined by evaluation algorithms of
AND and XOR gates, i.e., Evaland

λ and Evalxor
λ . Similarly, RandEvalλ is defined by

RandEvaland
λ and RandEvalxor

λ .

FHEGenλ:
(M>, r̃) $← ˜ZeroSamp(λ)
Return (pk, sk) = (M, r̃)

FHEGen′λ:
M> $← OneSamp(λ)
Return pk = M

Encλ(pk,m ∈ {0, 1}):
R $← {0, 1}λ×λ
Return ct = MR + mIλ ∈ {0, 1}λ×λ

Decλ(sk, ct):
Let c be the λth column vector of ct
Return (̃r>||1)c

Evaland
λ (pk, (ct0, ct1)):

Return ct2 = ct0ct1 ∈ {0, 1}λ×λ

Evalxor
λ (pk, (cti)ni=1):

Return ct =
∑n

i=1 cti ∈ {0, 1}λ×λ

RandEvaland
λ (pk, (m0,m1), (R0,R1)):

ct1 = MR1 + m1Iλ ∈ {0, 1}λ×λ
Return (R0ct1 + m0R1) ∈ {0, 1}λ×λ

RandEvalxor
λ (pk, (mi)ni=1, (Ri)ni=1):

Return
∑n

i=1 Ri ∈ {0, 1}λ×λ

Fig. 8. Definition of sFHE = {FHEGenλ,FHEGen′λ,Encλ,Decλ,Evalλ,RandEvalλ}λ∈N
where Evalλ (respectively, RandEvalλ) is defined by Evaland

λ and Evalxor
λ (respectively,

RandEvaland
λ and RandEvalxor

λ ). Recall that Iλ is an identity matrix in {0, 1}λ×λ.

Theorem 5. If NC1 ( ⊕L/poly, then sFHE is an AC0[2]-sFHE scheme for
AC0

CM[2] circuits that is NC1-composably CPA secure.

Proof. First, we note that sFHE is computable in AC0[2], since the key generation
algorithms, the encryption algorithm, and the decryption algorithm only involve
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operations including multiplications of a constant number of matrices, sampling
random bits, and computing parity, and we only consider homomorphic evaluation
of circuits in AC0

CM[2] (i.e., with constant multiplicative depth), which only involve
multiplications of a constant number of matrices as well.
Correctness. Correctness follows from the fact that the λth column vector of a
ciphertext for m is in the form of Mrλ+eλλm ∈ {0, 1}λ (where eλλ = (0, · · · , 0, 1)>)
and we have (r̃>||1)(Mrλ + eλλm) = 0 + (r̃>||1)eλλm = m.
Strong homomorphism. To prove strong homomorphism, we just have to show
the correctness of the homomorphic evaluation for XOR and AND gates.

For homomorphic addition, we have

n∑
i=1

cti = M(
n∑
i=1

Ri) + (
n∑
i=1

mi)Iλ.

For homomorphic multiplication, we have

ct0ct1 = (MR0 + m0Iλ)ct1 =MR0ct1 + m0Iλ(MR1 + m1Iλ)
=M(R0ct1 + m0R1) + m0m1Iλ.

Hence,
∑n
i=1 cti and ct0ct1 are ciphertexts for

∑n
i=1 mi and m0m1 with ran-

domness
∑n
i=1 Rn and R0ct1 + m0R1 respectively, i.e., strong homomorphism

holds.
Composable CPA security. The security follows immediately from Lemma 2
and the fact that when M ∈ OneSamp(λ), M is of full rank, and thus the
distributions of MR + Iλ and MR are identical for R $← {0, 1}λ×λ.

Putting all the above together, Theorem 5 immediately follows. ut
We now give some remarks on our scheme.

Remark on AC0
CM[2]. We follow Campanelli and Gennaro [5] to define AC0

CM[2]
circuits with constant multiplicative depth. The reason that we only consider
this class is that the main overhead for homomorphic evaluation is given by
the multiplication gates. Each homomorphic multiplication in our case involves
multiplication of two λ×λ matrices, which can be performed in an AC0[2] circuit
with depth 2 (the first layer consists of fan-in 2 multiplication gates and the
second layer consists of fan-in λ addition gates). But it requires Ω(log(λ)) depth
with fan-in two gates. Hence, a circuit with non-constant multiplicative depth
would require an evaluation of ω(log(λ)) depth, which cannot be performed in
NC1, while addition of polynomial numbers of matrices and multiplication of a
constant depth of matrices can be performed in AC0[2].
Remark on efficiency. In our scheme, the public key size is only λ2 and the
depth of an NC1 circuit required for homomorphic multiplication is small since
it only computes the parity of λ bits (in parallel). In contrast, the somewhat
homomorphic encryption in [5] has public keys of length (L · λ3 + λ2), where L is
an a-prior fixed upper bound for the multiplicative depth of evaluation circuits,
and computes the parity of λ2 bits in parallel for homomorphic multiplication.
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Remark on proofs for ciphertexts. We note that our NIZK for linear lan-
guages in Section 4 and our OR-proof in Section 5 support the following two
languages respectively including ciphertexts of 1 and all valid ciphertexts.

L1
pk = {x : ∃r ∈ R s.t. x = Encλ(pk, 1; r)}

= {x : ∃R ∈ {0, 1}λ×λ,m ∈ {0, 1} s.t. x + Iλ = MR}

and

Lvalid
pk = {x : ∃r ∈ R s.t. x = Encλ(pk, 0; r) ∨ x = Encλ(pk, 1; r)}

= {x : ∃R ∈ {0, 1}λ×λ s.t. x = MR ∨ x + Iλ = MR}.

Here, pk = M ∈ {0, 1}λ×λ. The reason is that, say, x = MR is equivalent to
x′ = M′r′, where x′ and r′ are concatenations of column vectors in x and R
respectively, and M′ ∈ {0, 1}λ2×λ2 is a large matrix with the diagonal being
matrices M and other positions being 0.

7.3 Generic construction of NIZK

Let {ADλ}λ∈N be any family of language distributions such that for all ρ ∈ ADλ
and all x ∈ Lρ, we have {Rρ(x, ·)}λ∈N ∈ AC0

CM[2], where Lρ and Rρ are the
associated language and relation respectively.

Let sFHE = {FHEGenλ,FHEGen′λ,Encλ,Decλ,Evalλ,RandEvalλ}λ∈N be an
sFHE scheme with the randomness space R satisfying NC1-composable CPA secu-
rity and AC0

CM[2]-randomness homomorphism. Let ORNIZK = {ORGenλ,ORTGenλ,
ORProveλ,ORVerλ,ORSimλ}λ∈N be a NIZK for a distribution {Dor

λ }λ∈N defin-
ing the language Lvalid

M and LNIZK = {Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N be a
NIZK for a distribution {Dλ}λ∈N defining L1

M (see the remark in Section 7.2 for
Lvalid

M and L1
M). We give our NIZK for {ADλ}λ∈N in Figure 9.

Theorem 6. If NC1 ( ⊕L/poly, LNIZK and ORNIZK are AC0[2]-NIZKs with
perfect soundness and NC1-composable zero-knowledge, and sFHE is an AC0[2]-
sFHE for AC0

CM[2] circuits with NC1-composable CPA security and strong ho-
momorphism, then NCNIZK∗ is an AC0[2]-NIZK with perfect soundness and
NC1-composable zero-knowledge.

Proof. First, we note that {NCGenλ,NCTGenλ,NCProveλ,NCVerλ,NCSimλ}λ∈N
are computable in AC0[2], since they only involve operations including multipli-
cations of a constant number of matrices, sampling random bits, and running
LNIZK,ORNIZK, and homomorphic evaluation for Rρ(x, ·) ∈ AC0

CM[2] is com-
putable in AC0[2]. Notice that the prover can generate ciphertexts and run
ORNIZK for each input wire in parallel, and the verifier can check the proofs in
parallel.
Completeness. Due to the strong homomorphism of sFHE, we must have
ctout = Encλ(pk, 1; rout) ∈ L1

M when w is a valid witness and ctout and rout are
honestly generated. Then the completeness of NCNIZK∗ follows immediately from
the completeness of LNIZK and ORNIZK.
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NCGenλ:
crsor

$← ORGenλ, crs $← Genλ, (pk, sk) $← FHEGenλ
Return CRS = (crsor, crs, pk)

NCTGenλ:
(crsor, tdor) $← ORTGenλ, (crs, td) $← TGenλ, pk $← FHEGen′λ
Return CRS = (crsor, crs, pk) and TD = (tdor, td)

NCProveλ(CRS, ρ, x,w = (wi)ni=1):
For i = 1, · · · , n, compute

ri $←R, cti = Encλ(pk,wi; ri), and πvalid
i

$← ORProveλ(crsor, pk, cti, ri)
Compute ctout = Evalλ(pk,Rρ(x, ·), (ct1, · · · , ctn))
Compute rout = RandEvalλ(pk,Rρ(x, ·), (w1, · · · ,wn), (r1, · · · , rn))
Compute πout

$← Proveλ(crs, pk, ctout, rout)
Return Π = ((cti)ni=1, (πvalid

i )ni=1, πout)

NCVerλ(CRS, ρ, x, Π):
Compute ctout = Evalλ(pk,Rρ(x, ·), (ct1, · · · , ctn))
Check the validity of all NIZK proofs and return 1 iff all checks pass

NCSimλ(CRS,TD, ρ, x):
For i = 1, · · · , n, compute cti $← Encλ(pk, 0) and πvalid

i
$← ORSimλ(crsor, tdor, pk, cti)

Compute ctout = Evalλ(pk,Rρ(x, ·), (ct1, · · · , ctn)) and πout
$← Simλ(crs, td, pk, ctout)

Return Π = ((cti)ni=1, (πvalid
i )ni=1, πout)

Fig. 9. Definition of NCNIZK∗ = {NCGenλ,NCTGenλ,NCProveλ,NCVerλ,NCSimλ}λ∈N
for {ADλ}λ∈N.

NC1-composable zero-knowledge. The indistinguishability of CRSs generated
by NCGenλ and NCTGenλ follows immediately from Lemma 2, the composable
zero-knowledge of LNIZK and ORNIZK, and the composable CPA security of
sFHE.

Next we define a modified prover NCProve′λ, which is exactly the same as
NCProveλ except that for each i ∈ [n], πvalid

i is generated as πvalid
i

$← ORSimλ(crsor,
tdor, pk, cti) and πout is generated as πout

$← Simλ(crs, td, pk, ctout). Then the
following distributions are identical due to the composable zero-knowledge of
ORNIZK and LNIZK.

Π $← NCProveλ(CRS, ρ, x,w) and Π $← NCProve′λ(CRS, ρ, x,w),

for (CRS,TD) $← NCTGenλ and any (x,w) such that Rρ(x,w) = 1.
Moreover, since the distribution of cti ← Encλ(pk, 0) is identical to that of

cti $← Encλ(pk,wi) for pk $← FHEGen′λ, the distributions of

Π $← NCProve′λ(CRS, ρ, x,w) and Π $← NCSimλ(CRS,TD, ρ, x),

where (CRS,TD) $← TGenλ and Rρ(x,w) = 1, are identical as well, completing
the proof of composable zero-knowledge.
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Perfect soundness. Let Π = ((cti)ni=1, (πvalid
i )ni=1, πout) be a valid proof for x.

Due to the perfect soundness of ORNIZK and LNIZK, there must exist wi and
ri such that cti = Encλ(pk,wi; ri) for all i. Then we must have Decλ(sk, ctout) =
Rρ(x, (wi)ni=1) for ctout = Evalλ(pk,Rρ(x, ·), (ct1, · · · , ctn)), due to the homomor-
phism of sFHE. Moreover, due to the completeness of LNIZK, we have ctout ∈ L1,
i.e., Decλ(sk, ctout) = 1. Therefore, we have Rρ(x, (wi)ni=1) = 1, completing the
proof of perfect soundness.

Putting all the above together, Theorem 6 immediately follows. ut
Remark on the CRS. The size of CRS in NCNIZK∗ can be further reduced,
since we can let LNIZK and ORNIZK share a single matrix A such that A> $←
OneSamp(λ) as their CRS, and use A + Nλ as the public-key of the FHE since
the distribution of A + Nλ is identical to ZeroSamp(λ) according to Lemma 3.

8 Fine-Grained Non-Interactive Zap

In this section, we formally define verifiable correlated key generation, and show
that all our fine-grained NIZKs have such type of key generation. Then we improve
the framework in [12] to transform our NIZKs into zaps in the fine-grained setting.

8.1 Verifiable Correlated Key Generation

Definition 13 (Verifiable correlated key generation). A C1-NIZK NIZK =
{Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N has verifiable correlated key generation if
there exists a function family {Convertλ,Checkλ}λ∈N ∈ C1 such that
1. the distribution of Convertλ(crs0) is identical to that of crs1, where crs0

$←
Genλ and (crs1, td1) $← TGenλ,

2. Checkλ(crs0,Convertλ(crs0)) = 1 for all crs0 ∈ Genλ, and
3. for any crs0, crs1 (not necessarily in the support of Genλ or TGenλ) such that

Checkλ(crs0, crs1) = 1, we have crs0 ∈ Genλ or crs1 ∈ Genλ.

Lemma 4. LNIZK in Section 4 (see Figure 5) and ORNIZK in Section 5 (see
Figure 6) have verifiable correlated key generation.

Proof. For LNIZK and ORNIZK, where a binding (respectively, hiding) CRS
consists only of a matrix sampled by OneSamp(λ) (respectively, ZeroSamp(λ)),
we define {Checkλ}λ∈N and {Convertλ}λ∈N as in Figure 10.

Convertλ(A0):
A1 = A0 + Nλ

Checkλ(A0,A1):
Return 1 iff Nλ = A0 + A1 and (eλ1 ||A0

>) ∈ LSamp(λ)

Fig. 10. Definitions of {Checkλ}λ∈N and {Convertλ}λ∈N for LNIZK and ORNIZK. See
Section 2 for the definitions of eλi , Nλ, and LSamp.
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First we note that {Convertλ}λ∈N ∈ AC0[2] and {Checkλ}λ∈N ∈ AC0[2] since
they only involve addition of matrices and it is straightforward that checking
whether (eλ1 ||A0

>) ∈ LSamp(λ) is in AC0[2].
For A>0 $← OneSamp(λ) and A>1 $← ZeroSamp(λ), the distributions of A0+Nλ

and A1 are identical due to Lemma 3. Thus, the first condition in Definition 13
is satisfied.

We now generate A>0 explicitly by sampling (eλ1 ||R̂) $← LSamp(λ) and(
Iλ−1 r̃

0 1

)
$← RSamp(λ) and computing A>0 = R0Mλ

1 R1. In this case,

A>0 = (eλ1 ||R̂)
(

0 1
Iλ−1 0

)(
Iλ−1 r̃

0 1

)
= (eλ1 ||R̂)

(
0 1

Iλ−1 r̃

)
= (R̂||R̂r̃) + N>λ ,

i.e., A0 = R̂>. Hence, we must have (eλ1 ||A0
>) ∈ LSamp(λ) for A>0 ∈ OneSamp(λ).

Moreover, for A1 = A0 +Nλ we have Nλ = A0 +A1. Hence, the second condition
in Definition 13 is satisfied.

According to the above arguments, for A0 such that (eλ1 ||A0
>) ∈ LSamp(λ),

if A0
> ∈ Im(A0

>), i.e., there exists r̃ ∈ {0, 1}λ−1 such that A0
> = A0

>r̃, then

A>0 + N>λ ∈ OneSamp(λ). If A0
> /∈ Im(A0

>), we must have (A0
>||eλ1 )

(
r̃
1

)
=

A0
> for some r̃ ∈ {0, 1}λ−1, since (A0

>||eλ1 ) is of full rank and (A0
>||eλ1 )

(
r̃
0

)
6=

A0
> for any r̃. Since (A0

>||eλ1 )
(

r̃
1

)
= A0

> (equivalently, A0 = r̃>A0 + eλ1
>)

implies A0 =
(

A0
r̃>A0

)
+ Nλ, we have A>0 ∈ OneSamp(λ). As a result, either

A>0 or A>1 must be in the support of OneSamp(λ) when A0 + A1 = Nλ and
(eλ1 ||A0

>) ∈ LSamp(λ), i.e., the third condition is satisfied.
Putting all the above together, the proof of Lemma 4 immediately follows. ut

Lemma 5. NCNIZK and NCNIZK∗ in Sections 6 and 7 (see Figures 7 and 9)
have verifiable correlated key generation if the underlying NIZKs ORNIZK have
verifiable correlated key generation. 5

Let {Checkλ}λ∈N ∈ AC0[2] and {Convertλ}λ∈N ∈ AC0[2] be the checking
and converting algorithms for ORNIZK. For NCNIZK and NCNIZK∗, we define
{Check′λ}λ∈N and {Convert′λ}λ∈N as in Figure 11.

The proof of Lemma 5 follows immediately from the verifiable correlated key
generation of ORNIZK and the proof of Lemma 4. Notice that M is sampled from
ZeroSamp(λ) rather than OneSamp(λ) in the CRS of NCNIZK. However, one can
see that this does not make any essential difference and some minor changes on
the proof of Lemma 4 is sufficient.
5 As remarked in Section 7.3, we can make the CRS of NCNIZK∗ a single matrix in

OneSamp(λ).
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Convert′λ(crsor,M):
crs′or = Convertλ(crsor)
M′ = M + Nλ

Check′λ((crsor,M), (crs′or,M′)):
Return 1 iff Nλ = M + M′, (eλ1 ||M

>) ∈ LSamp(λ),
and Checkλ(crsor, crs′or) = 1

Fig. 11. Definitions of {Check′λ}λ∈N and {Convert′λ}λ∈N for LNIZK and ORNIZK.

8.2 Construction of Fine-Grained Non-Interactive Zap

In this section, we give the transformation from NIZKs with verifiable correlated
key generation to non-interactive zaps by using the technique in [12].

Let {Dλ}λ∈N be any family of language distributions such that for all ρ ∈ NDλ
and all x ∈ Lρ, we can run {Rρ(x, ·)}λ∈N in NC1, where Lρ and Rρ are the associated
language and relation of ρ respectively. Let NIZK = {Genλ,TGenλ,Proveλ,Verλ,
Simλ,Checkλ,Convertλ}λ∈N be a NIZK with verifiable correlated key generation
for {Dλ}λ∈N. We give a non-interactive zap ZAP = {ZProveλ,ZVerλ}λ∈N for
{Dλ}λ∈N in Figure 12.

ZProveλ(ρ, x,w):
(crs0, td0) $← TGenλ, crs1 = Convertλ(crs0)
π0

$← Proveλ(crs0, ρ, x,w)
π1

$← Proveλ(crs1, ρ, x,w)
Return π = (crs0, crs1, π0, π1)

ZVerλ(ρ, x, π):
Return 1 iff

Checkλ(crs0, crs1) = 1
Verλ(crs0, ρ, x, π0) = 1
Verλ(crs1, ρ, x, π1) = 1

Fig. 12. Definition of ZAP = {ZProveλ,ZVerλ}λ∈N for {Dλ}λ∈N.

Theorem 7. If NIZK is an NC1-NIZK with NC1-composable zero-knowledge,
perfect soundness, and verifiable correlated key generation, then ZAP is an NC1-
non-interactive zap with perfect soundness and NC1-witness indistinguishability.

We refer the reader to Appendix A for the security proof.
By instantiating the underlying NIZK with our NIZK in Section 6, we obtain an

NC1-non-interactive zap with NC1-witness indistinguishability. Also, by using our
NIZK for AC0

CM[2] in Section 7, we immediately achieve an AC0[2]-non-interactive
zap for AC0

CM[2], while the proof is almost identical to that of Theorem 7. Similar
argument can also be made for our NIZKs in the URS model in Section 9.

9 Fine-Grained NIZK in the URS Model

In this section, we extend our fine-grained NIZKs in the CRS model to ones in
the URS model. We first show the existence of a public coin distribution that
is identical to the output distributions of ZeroSamp(λ) and OneSamp(λ) with
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“half-half” probability, and then show how to convert our fine-grained NIZKs into
ones in the URS model by exploiting this distribution.
Matrices represented by random coins. Let r = (r1,2, · · · , r1,λ, r2,3, · · · , r2,λ,
· · · , rλ−1,λ) ∈ {0, 1}λ(λ−1)/2. We define the a function family {Fλ}λ∈N such that

Fλ(r) =



r1,2 · · · r1,λ−1 r1,λ
1 r2,3 · · · r2,λ

0
. . .

...
...

. . . 1 rλ−1,λ
0 · · · 0 1

 .

One can see that for uniform random r $← {0, 1}λ(λ−1)/2, the distribution of
eλλ||Fλ(r) is exactly the output distribution of LSamp(λ) in Figure 2.

Lemma 6. If NC1 ( ⊕L/poly, for any {aλ}λ∈N ∈ NC1, we have

|Pr[aλ(Fλ(r)||s) = 1|r $← {0, 1}λ(λ−1)/2, s $← {0, 1}λ]
−Pr[aλ(M)|M $← ZeroSamp(λ)]| ≤ negl(λ).

Proof. Let r̃ $← {0, 1}λ−1, r $← {0, 1}λ(λ−1)/2, s $← {0, 1}λ, and b $← {0, 1}. Since
eλλ||Fλ(r) is of full rank, the distribution of Fλ(r)r̃ + eλ1 · b, where r̃ $← {0, 1}λ−1

and b $← {0, 1}, is uniform over {0, 1}λ. Moreover, since the distributions of

Fλ(r)||Fλ(r)r̃ = (eλ1 ||Fλ(r))
(

0 0
Iλ−1 0

)(
Iλ−1 r̃

0 1

)
and

Fλ(r)||(Fλ(r)r̃ + eλ1 ) = (eλ1 ||Fλ(r))
(

0 1
Iλ−1 0

)(
Iλ−1 r̃

0 1

)
are exactly the same as the output distributions of ZeroSamp(λ) and OneSamp(λ)
respectively, the distribution of Fλ(r)||s is identical to ZeroSamp(λ) and OneSamp(λ)
with probability 1/2 (over the choice of b) respectively. Then Lemma 6 immedi-
ately follows from the fine-grained matrix linear assumption (see Lemma 2). ut

One can see that the proof of Lemma 6 also implies the following lemma.

Lemma 7. If NC1 ( ⊕L/poly, for r ∈ {0, 1}λ(λ−1)/2 and s $← {0, 1}λ, we have

Pr[(Fλ(r)||s) ∈ ZeroSamp(λ)] = Pr[(Fλ(r)||s) ∈ OneSamp(λ)] = 1/2.

Moreover, combining Lemmata 2 and 6 immediately yields the following
corollary.

Corollary 1. For any {aλ}λ∈N ∈ NC1, we have

|Pr[aλ(Fλ(r)||s) = 1|r $← {0, 1}λ(λ−1)/2, s $← {0, 1}λ]
−Pr[aλ(M)|M $← OneSamp(λ)]| ≤ negl(λ).
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Constructions in the URS model. Let n be some constant and NIZK =
{Genλ,TGenλ,Proveλ,Verλ,Simλ}λ∈N be a NIZK with perfect soundness and
composable zero-knowledge, where each CRS consists of n matrices outputted by
ZeroSamp(λ) or OneSamp(λ). We construct a statistical NIZK URSNIZK in the
URS model as follows.

UGenλ:
For i = 1, · · · , `

For j = 1, · · · , n
rij $← {0, 1}λ(λ−1)/2, sij $← {0, 1}λ

Return urs = ((rij , sij)nj=1)`i=1

UProveλ(urs, ρ, x,w):
For i = 1, · · · , `

crsi = ((Fλ(rij)||sij)>)nj=1
πi

$← Proveλ(crsi, ρ, x,w)
Return π = (πi)`i=1

UVerλ(urs, ρ,x, π):
For i = 1, · · · , `, crsi = ((Fλ(rij)||sij)>)nj=1
Return 1 iff Verλ(crsi, ρ, x, πi) = 1 for all i ∈ [`]

UTGenλ:
For i = 1, · · · , `

(crsi, tdi) $← TGenλ
Let ((Fλ(rij)||sij)>)nj=1 = crsi
Return urs = ((rij , sij)nj=1)`i=1
and td = (tdi)`i=1

USimλ(urs, td, ρ, x):
For i = 1, · · · , `

crsi = ((Fλ(rij)||sij)>)nj=1
πi

$← Simλ(crsi, tdi, ρ, x)
Return π = (πi)`i=1

Fig. 13. Definition of URSNIZK = {UGenλ,UTGenλ,UProveλ,UVerλ,USimλ}λ∈N for
{Dλ}λ∈N. ` denotes some polynomial in λ and n is some constant.

Theorem 8. If NC1 ( ⊕L/poly and NIZK is an NC1-NIZK for a set of language
distributions {Dλ}λ∈N with perfect soundness and NC1-composable zero-knowledge,
then URSNIZK is an NC1-NIZK for {Dλ}λ∈N in the URS model with statistical
soundness and NC1-composable zero-knowledge.

The composable zero-knowledge of URSNIZK follows from that of NIZK and
Lemma 6 and Corollary 1. Statistical soundness follows from the fact that among
a sufficiently large number of CRSs, at least one of them should be binding
with overwhelming probability according to Lemma 7. We refer the reader to
Appendix B for the formal proof.
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A Proof of Theorem 7

In this section, we give the proof of Theorem 7.

Proof. First, we note that ZAP runs in NC1 since NIZK runs in NC1.
Completeness. The completeness of ZAP follows immediately from the com-
pleteness of NIZK and the fact that Checkλ(crs0,Convertλ(crs0)) = 1 for all
crs0 ∈ Genλ (see Definition 13).
Perfect soundness. Due to the verifiable correlated key generation of NIZK,
we have crs0 ∈ Genλ or crs1 ∈ Genλ for a proof π = (crs0, crs1, π0, π1) passing the
verification. Then the perfect soundness of ZAP follows immediately from the
perfect soundness of NIZK.
NC1-witness indistinguishability. We prove the witness indistinguishability
of ZAP by defining a sequence of intermediate games.

ZProveλ(ρ, x,w0), ZProveλ(ρ, x,w0,w1) , ZProveλ(ρ, x,w1) :

G0, G1 , G2 , G3 , G4

(crs0, td0) $← TGenλ, crs0
$← Genλ , (crs0, td0) $← TGenλ

crs1 = Convertλ(crs0)
π0

$← Proveλ(crs0, ρ, x,w0), π0
$← Proveλ(crs0, ρ, x,w1)

π1
$← Proveλ(crs1, ρ, x,w0), π1

$← Proveλ(crs1, ρ, x,w1)
Return π = (crs0, crs1, π0, π1)

Fig. 14. Modifications on ZProveλ in the intermediate games.

Let A = {aλ}λ∈N ∈ NC1 be any adversary against the witness indistinguisha-
bility of ZAP. It receives a proof π generated by the (modified) prover in each
game as defined in Figure 14.
Games G0 and G1. G0 is the honest game where aλ receives π = (crs0, crs1, π0,
π1) $← ZProveλ(ρ, x,w0). G1 is the same as G0 except that π0 is generated as
π0

$← Proveλ(crs0, ρ, x,w1) instead of π0
$← Proveλ(crs0, ρ, x,w0).

Lemma 8. Pr[Gaλ0 ⇒ 1] = Pr[Gaλ1 ⇒ 1].

Proof. Lemma 8 follows immediately from the composable zero knowledge of
NIZK. ut

Game G2. G2 is the same as G1 except that crs0 is generated as crs0
$← Genλ

instead of (crs0, td0) $← TGenλ.
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Lemma 9. There exists an adversary B1 = {b1
λ}λ∈N ∈ NC1 such that b1

λ breaks
the composable zero-knowledge of NIZK with probability |Pr[Gaλ2 ⇒ 1]−Pr[Gaλ1 ⇒
1]|.

Proof. We build the distinguisher b1
λ as follows.

b1
λ runs in exactly the same way as the challenger of G1 except that instead of

generating crs0 by itself, it takes as input crs0 generated as (crs0, td0) $← TGenλ
or crs0

$← Genλ from its own challenger. When aλ outputs β ∈ {0, 1}, b1
λ outputs

β as well.
If crs0 is generated as (crs0, td0) $← TGenλ (respectively, crs0

$← Genλ), the
view of aλ is the same as its view in G1 (respectively, G2). Hence, the probability
that b1

λ breaks the fine-grained matrix linear assumption is |Pr[Gaλ2 ⇒ 1] −
Pr[Gaλ1 ⇒ 1]|.

Moreover, since all operations in b1
λ are performed in NC1, we have B1 =

{b1
λ}λ∈N ∈ NC1, completing this part of proof. ut

Game G3. G3 is the same as G2 except that π1 is generated as π1
$← Proveλ(crs1, ρ,

x,w1) instead of π1
$← Proveλ(crs1, ρ, x,w0).

Lemma 10. Pr[Gaλ3 ⇒ 1] = Pr[Gaλ2 ⇒ 1].

Proof. Due to the property of verifiable correlated key generation, the distribution
of Convertλ(crs0) is the same as crs1 for crs0

$← Genλ and (crs1, td1) $← TGenλ.
Then Lemma 10 follows immediately from the composable zero-knowledge of
NIZK. ut
Game G4. G4 is the same as G3 except that crs0 is generated as (crs0, td0) $←
TGenλ instead of crs0

$← Genλ.

Lemma 11. There exists an adversary B2 = {b2
λ}λ∈N ∈ NC1 such that b2

λ breaks
the composable zero-knowledge of NIZK with probability |Pr[Gaλ4 ⇒ 1]−Pr[Gaλ3 ⇒
1]|.

Proof. We build the distinguisher b2
λ as follows.

b2
λ runs in exactly the same way as the challenger of G3 except that instead

of generating crs0 by itself, it takes as input crs0 generated as crs0
$← Genλ or

(crs0, td0) $← TGenλ from its own challenger. When aλ outputs β ∈ {0, 1}, b2
λ

outputs β as well.
If crs0 is generated as crs0

$← Genλ (respectively, (crs0, td0) $← TGenλ), the
view of aλ is the same as its view in G3 (respectively, G4). Hence, the probability
that b2

λ breaks the composable zero-knowledge of NIZK is |Pr[Gaλ4 ⇒ 1] −
Pr[Gaλ3 ⇒ 1]|.

Moreover, since all operations in b2
λ are performed in NC1, we have B2 =

{b2
λ}λ∈N ∈ NC1, completing this part of proof. ut
Putting all the above together, Theorem 7 immediately follows. ut

Remark on non-interactive zap for NP. Our transformation from NIZK
to the non-interactive zap also works for polynomial-time provers, namely, we
have a non-interactive zap for all NP if the prover is polynomial-time. In our
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transformation, generating a zap proof (see Figure 12) involves two proofs of the
underlying NIZK. In this case, we have to show that the above reductions run
in NC1, i.e., we need to ensure that they can generate proofs of the underlying
NIZK in NC1. This is possible for our NIZK in Figure 7: to generate a NIZK
proof for an NP statement, NC1-reductions can perform all the steps except for
extending the witness (since the ciphertexts and OR-proofs can be generated
in parallel). Extending the witness is not necessary, since the extended witness
can be hard-wired in an NC1-reduction beforehand, due to the fact that any
statement x and its two witnesses w0 and w1 are a-prior fixed in the hybrid
games.

B Proof of Theorem 8

In this section, we give the proof of Theorem 8.

Proof. First, we note that URSNIZK ∈ NC1, since NIZK ∈ NC1 and running NIZK
in parallel does not increase the circuit depth.
Completeness. The completeness of URSNIZK follows immediately from the
completeness of NIZK.
Statistical soundness. For each (rij , sij)nj=1 in urs generated by UGenλ, the
probability that (Fλ(rij)||sij)nj=1 ∈ Genλ is 1/2n according to Lemma 7, where
{Genλ}λ∈N is the family of (binding) CRS generation algorithms of NIZK. Then,
for a randomly chosen URS, the probability that (Fλ(rij)||sij)nj=1 /∈ Genλ for
all ` is (1− 1/2n)`. Hence, the probability that there exists a valid proof for a
statement x /∈ Lρ is at most (1− 1/2n)`, due to the perfect soundness of NIZK.
Since n is a constant and ` is a polynomial, (1− 1/2n)` is negligible, completing
this part of proof.
NC1-composable zero-knowledge. To prove composable zero-knowledge, we
define a sequence of hybrid games G0 to Gn·l. In G0 (respectively, Gn·l), an
NC1 adversary recieves urs = ((rij , sij)nj=1)`i=1 generated by UGenλ (respec-
tively, UTGenλ), and for each i ∈ [`] and j ∈ [n], Gn·(i−1)+j−1 is the same as
Gn·(i−1)+j except that in Gn·(i−1)+j−1, the distribution of (rij , sij) is uniform
in {0, 1}λ(λ−1)/2 × {0, 1}λ. Without loss of generality, we assume that the jth
matrix in a CRS of NIZK is sampled by ZeroSamp(λ).

Lemma 12. For each i ∈ [`] and j ∈ [n], there exists an adversary Bn·(i−1)+j−1 =
{bn·(i−1)+j−1
λ }λ∈N ∈ NC1 distinguishing M $← ZeroSamp(λ) and Fλ(rij)||sij,

where rij $← {0, 1}λ(λ−1)/2 and sij $← {0, 1}λ−1, with advantage |Pr[Gaλn·(i−1)+j ⇒
1]− Pr[Gaλn·(i−1)+j−1 ⇒ 1]|.

Proof. We build the distinguisher bn·(i−1)+j−1
λ as follows.

b
n·(i−1)+j−1
λ runs in exactly the same way as the challenger of Gn·(i−1)+j−1

except that instead of generating Fλ(rij)||sij by itself, it takes as input Fλ(rij)||sij
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from its own challenger. When aλ outputs β ∈ {0, 1}, bn·(i−1)+j−1
λ outputs β as

well.
If Fλ(rij)||sij is generated as rij $← {0, 1}λ(λ−1)/2 and sij $← {0, 1}λ (respec-

tively, Fλ(rij)||sij $← ZeroSamp(λ)), the view of aλ is the same as its view in
Gn·(i−1)+j−1 (respectively, Gn·(i−1)+j). Hence, the advantage of bn·(i−1)+j−1

λ is

|Pr[Gaλn·(i−1)+j ⇒ 1]− Pr[Gaλn·(i−1)+j−1 ⇒ 1]|.

Moreover, since all operations in bn·(i−1)+j−1
λ are performed in NC1, we have

Bn·(i−1)+j−1 = {bn·(i−1)+j−1
λ }λ∈N ∈ NC1, completing this part of proof. ut

Then, according to Lemma 6, we conclude that |Pr[Gaλn·(i−1)+j ⇒ 1] −
Pr[Gaλn·(i−1)+j−1 ⇒ 1]| ≤ negl(λ).

One the other hand, if the jth matrix in a CRS of NIZK is sampled by
OneSamp(λ), then the indistinguishability between Gn·(i−1)+j−1 and Gn·(i−1)+j
can be shown in the same way according to Corollary 1.

Moreover, due to the NC1-composable zero-knowledge of NIZK, the distribu-
tions of Proveλ(crsi, ρ, x,w) and Simλ(crsi, tdi, ρ, x) are identical, where ρ ∈ Dλ,
(x,w) is a valid statement/witness pair, and (crsi, tdi) $← TGenλ, for all i ∈ [`].
Hence, the NC1-composable zero-knowledge of URSNIZK holds.

Putting all the above together, Theorem 8 immediately follows. ut
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