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Abstract. We analyse a nonlinear stochastic partial differential equation that

corresponds to a viscous shallow water equation (of the Camassa–Holm type)

perturbed by a convective, position-dependent noise term. We establish the
existence of weak solutions in Hm (m ∈ N) using Galerkin approximations

and the stochastic compactness method. We derive a series of a priori esti-

mates that combine a model-specific energy law with non-standard regularity
estimates. We make systematic use of a stochastic Gronwall inequality and

also stopping time techniques. The proof of convergence to a solution argues
via tightness of the laws of the Galerkin solutions, and Skorokhod–Jakubowski

a.s. representations of random variables in quasi-Polish spaces. The spatially

dependent noise function constitutes a complication throughout the analysis,
repeatedly giving rise to nonlinear terms that “balance” the martingale part of

the equation against the second-order Stratonovich-to-Itô correction term. Fi-

nally, via pathwise uniqueness, we conclude that the constructed solutions are
probabilistically strong. The uniqueness proof is based on a finite-dimensional

Itô formula and a DiPerna–Lions type regularisation procedure, where the reg-

ularisation errors are controlled by first and second order commutators.
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1. Introduction and main results.

1.1. Background. We are interested in the initial-value problem for the stochastic
parabolic-elliptic system

0 = du+
[
u ∂xu+ ∂xP − ε∂2

xu
]

dt

− 1

2
σ(x)∂x (σ(x)∂xu) dt+ σ(x)∂xudW,

−∂2
xP + P = u2 +

1

2
(∂xu)

2
, for (t, x) ∈ (0, T )× S1,

(1.1)

where S1 = R/Z is the 1D torus (circle), ε and T are positive numbers, σ = σ(x) ∈
W 2,∞(S1) is a position-dependent noise amplitude, and W is a 1D Brownian motion
defined on a probability space and adapted to some filtration (further details will be
given later). Formally, by the Itô–Stratonovich conversion formula, the two σ terms
in (1.1) can be combined into the simple looking Stratonovich differential σ ∂xu◦dW ,
which in the literature is referred to as a gradient, transport or convection noise
term. The elliptic equation for P can be “solved” to give

P = P [u] := K ∗
(
u2 +

1

2
(∂xu)

2

)
, (1.2)

where K denotes the Green’s function of the operator 1 − ∂2
x on S1, which can be

given in explicit form, and ∗ denotes convolution in x. Consequently, (1.1) takes
the form of a nonlinear, nonlocal stochastic partial differential equation (SPDE).

If ε = 0 and σ ≡ 0, then (1.1) becomes the classical (deterministic) Camassa–
Holm (CH) equation [13, 28], which is a nonlinear dispersive PDE that models
shallow water waves. Besides, it is nonlocal, completely integrable and may be
written in (bi-)Hamiltonian form in terms of the so-called momentum variable m :=(
1− ∂2

xx

)
u. The inclusion of gradient type noise is natural in that the perturbation

can be thought of as one on the transporting velocity field, i.e., u ∂xu is replaced
by (u + σ ◦ Ẇ ) ◦ ∂xu, and hence as an additive perturbation of the underlying
Lagrangian dynamics; see Section 1.2 for more details.

The CH equation is a supercritical PDE in the sense that the competition between
dispersion, which tends to spread out a wave, and nonlinearity, which causes a
wave to concentrate, leads to the development of singularities in finite time (wave
breaking). The well-posedness of the CH wave equation, in different classes of weak
solutions for general finite-energy initial data u|t=0 = u0 ∈ H1, has been widely
studied, see for example [7, 8, 19, 31, 51] (and the references therein). The relevance
of the Sobolev space H1 is that its norm is preserved (up to an inequality) by the
solution operator, and H1 regularity is needed to make distributional sense to the
equation. This space is consistent with wave breaking, i.e., a solution u remains
bounded while its x-derivative ∂xu becomes (negatively) unbounded [13] (this is
rigorously demonstrated in [20, 21]).

Random effects are important when developing good mathematical models of
complex phenomena, with carefully crafted SPDEs providing tools for modelling,
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analysis, and prediction. Randomness can enter models differently, such as through
stochastic transport, stochastic forcing, or uncertain system parameters like random
initial and boundary data. The work [34] proposes a general approach to deriving
SPDEs for fluid dynamics from a stochastic variational principle. This approach
constitutes a stochastic extension of the classical variational derivation of Eulerian
fluid dynamics. The corresponding stochastic perturbation of the CH equation
leads to an SPDE similar to (1.1) (with ε = 0), see [22] and also [3]. For the related
stochastic Hunter–Saxton equation, see [33].

1.2. Stochastic CH equation. Let us discuss the derivation of (1.1) (with ε = 0)
in more detail. Denote by Mm the multiplication operator by m =

(
1− ∂2

x

)
u, i.e.,

Mm[v] = mv, and by D the (spatial) differentiation operator on S1. As is well
known, the deterministic CH equation can be written in a bi-Hamiltonian form as

0 = ∂tm+MmD
δh̃[m]

δm
+DMm

δh̃[m]

δm
, (1.3)

where the Hamiltonian is

h̃[m] =
1

2

∫
S1
m(t, x) (K ∗m)(t, x) dx, (1.4)

and the kernel

K(x) :=
cosh(x− 2π

[
x
2π

]
− π)

2 sinh(π)
(1.5)

is the Green’s function for the operator 1− ∂2
x on S1. One can formally convert the

bi-Hamiltonian equation (1.3) into the “transport” system

0 = ∂tu+ u ∂xu+ ∂xP, with P = P [u] defined in (1.2),

which is a popular formulation of the CH equation. It was suggested in [34, 22]
that the Hamiltonian ought to be perturbed by noise directly, so that a physically
significant stochastic analogue of the CH equation should be based on the integrated
Hamiltonian

H[m] =

∫
S1

∫ t

0

1

2
m(s, x)(K ∗m)(t, x) ds+

∫ t

0

(
m(s, x)σ(x)

)
◦ dW (s) dx.

With σ ≡ 0, we identify h̃, cf. (1.4), with dH/dt. The first variation of H[m] is

δH[m]

δm
= u+ σ(x) Ẇ ,

This expression is of class C−1/2−0 in time, and it is far from being a time-continuous
object. However, at the formal level, compared with (1.3), the analogous stochastic
CH equation becomes

0 = dm+MmD
(
u dt+ σ(x) dW

)
+DMm

(
u dt+ σ(x) dW

)
,

where the multiplication operator Mm here uses the Stratonovich product ◦; written
out more explicitly, we have

0 = dm+
(
m∂xu+ ∂x(mu)

)
dt+m∂xσ(x) ◦ dW + ∂x

(
mσ(x)

)
◦ dW. (1.6)

We can derive an equation for u that is heuristically equivalent to (1.6). Under the
assumption that the functions u, m = u−∂2

xu and σ are sufficiently regular, we can
convolve (1.6) by K to obtain

0 = d
(
K ∗

(
u− ∂2

xu
))

+K ∗
(

3u ∂xu− 2∂xu ∂
2
xu− u∂3

xu
)

dt



VISCOUS STOCHASTIC CH EQUATION 571

+K ∗
(
∂xσ u− 2∂xσ ∂

2
xu+ ∂x (σu)− σ∂3

xu
)
◦ dW.

Recalling the definition of K, cf. (1.5), we obtain

0 = du+ u ∂xu dt+K ∗
(
2u ∂xu+ ∂xu ∂

2
xu
)

dt

+
[
σ∂xu+K ∗

(
∂2
xσ ∂xu+ 2∂xσ u

)]
◦ dW.

Setting P = P [u], cf. (1.2), we arrive at the final form

0 = du+ [u ∂xu+ ∂xP ] dt+
[
σ∂xu+K ∗

(
2∂xσ u+ ∂2

xσ ∂xu
)]
◦ dW. (1.7)

Mathematically, as explained in Remark 4.4, the convolution part of the noise term
offers no new (essential) difficulties compared to σ∂xu◦dW . For the sake of clarity,
we will therefore focus on the equation

0 = du+ [u ∂xu+ ∂xP ] dt+ σ(x)∂xu ◦ dW.

By the Stratonovich–Itô conversion formula, the foregoing equation takes the oper-
ational form

0 = du+ [u ∂xu+ ∂xP ] dt− 1

2
σ∂x (σ(x)∂xu) dt+ σ∂xudW. (1.8)

Regarding the analysis of the stochastic CH equation (1.8), there are few results
available at the moment. To better describe the situation, let us note that the
equations discussed so far are all nonlinear SPDEs of the form

0 = ∂tu+ u∂xu+ S
(
u, ∂xu, ∂

2
xu
)

+ Γ
(
x, u, ∂xu

)
dW.

Depending on the specification of the functions S and Γ, randomness enters the
equation in different ways, including stochastic forcing (noise through a lower order
“source term”) or gradient-dependent noise (noise through a transport/convection
operator). Examples of stochastic forcing arise if Γ

(
x, u, ∂xu

)
= β(x, u), for some

function β. A typical gradient noise example is Γ
(
x, u, ∂xu

)
= σ(x)∂xu, for some

function σ, like in (1.8) or (1.1). Now most of the results in the literature concern the
“stochastic forcing” case, either via additive (β = β(x)) or multiplicative (β = β(u))
noise, see the works [16, 17, 18, 32, 52, 38, 42, 47, 48, 53]. For gradient noise, we
refer to [1] for a local well-posedness result (up to wave-breaking) for (1.6). The
idea in [1] is to transform the equation into a PDE with random coefficients, and
apply Kato’s operator theory. The work [2] extends this result to a stochastic two-
component CH system with gradient noise σ(x)∂x ◦ dW , for smooth (C∞) noise
functions σ(x). The approach [2] is based on an abstract SDE framework à la [37],
but one that is adapted to handle gradient-dependent noise operators (the original
framework [37] applies to stochastic forcing operators). The global-in-time existence
of properly defined weak solutions for the stochastic CH equation (1.8) is an open
problem, but see [15] for some partial results if σ is a constant.

1.3. Main results. In this paper, we study a regularised version of (1.8), namely
the SPDE (1.1), which contains a viscous dissipation term ε∂2

xu, ε > 0. The second-
order operator in (1.8) involving σ is not a regularising (parabolic) operator. The
technical reason for this is that the quadratic variation of the martingale part of the
equation coincides with the dissipation generated by the second-order operator. The
difference between these two terms arises when computing the nonlinear composition
S(u) using Itô’s formula. There are several reasons why we focus on (1.1) instead of
(1.8). First of all, with a few exceptions (discussed above), a general (global) well-
posedness theory for (1.8) is missing, and (1.1) appears to be a natural place to start.
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Apart from that, in ongoing work, we are investigating the existence of dissipative
weak solutions for (1.8). This class of global weak solutions is strongly linked to the
well-posedness of (1.1). Indeed, in the deterministic literature there are two natural
classes of weak solutions, “dissipative” and “conservative”, which differ in how they
continue the solution past the blow-up time. Conservative solutions ask that the
PDE holds weakly and that the total energy is preserved. In contrast, dissipative
solutions are characterized by a drop in the total energy (at the time of blow up).
To demonstrate the existence of an appropriately defined dissipative solution to
(1.8), one starts from the well-posedness of the viscous SPDE (1.1) to construct an
approximate solution sequence {uε}ε>0, exhibiting good regularity properties and a
priori estimates, and then attempt to pass to the limit ε→ 0 to produce a solution of
the inviscid equation (1.8), making use of subtle weak convergence and propagation
of compactness techniques (the details will be presented in an upcoming work).

In the present paper, as a first step towards global existence for (1.8), we will
develop a rather complete (global) well-posedness theory for (1.1), which allows for
general “non-smooth” noise functions σ(x). Roughly speaking, by a solution to (1.1)
we mean a stochastic process (ω, t) 7→ u(ω, t, · ) that takes values in H1(S1) and
satisfies the SPDE in the weak sense in x. These solutions are strong (or pathwise)
in the probabilistic sense, i.e., they are adapted to an underlying fixed filtration.
For a detailed description of the concept of solution, see Definitions 2.1 and 2.2.
The first main theorem of the paper is the following result.

Theorem 1.1 (Well-posedness in H1). Suppose σ ∈ W 2,∞(S1), p0 > 4, and
u0 ∈ Lp0(Ω;H1(S1)). There exists a unique strong H1 solution to (1.1) with initial
condition u|t=0 = u0.

There is a sense in which the “natural” energy space given by the structure of
the CH equation is L∞t H

1
x; see beginning of Section 8.1 where Hm

x estimates are
discussed and compared against estimates in H1

x. There is also a slight difference
in the definitions of Hm solutions pertaining to the function spaces in which they
are required to inhabit (see (c) of Definition 2.1). So we record as our second main
result a separate theorem on well-posedness in higher-regularity classes:

Theorem 1.2 (Well-posedness in Hm). Fix m ≥ 2 and p0 > 4. Suppose σ ∈
Wm+1,∞(S1), and u0 ∈ Lp0(Ω;Hm(S1)). There exists a unique strong Hm solution
to (1.1) with initial condition u|t=0 = u0.

The Hm
x estimates (m ≥ 2) do not follow from standard parabolic regularity

theory because of nonlinear factors of cubic type, and the fundamental lack of
L1
tL
∞
ω,x estimates on u and ∂xu (this is in contrast to the deterministic equation

[51]). We cope with these problems using stopping time arguments and a stochastic
Gronwall inequality. The moment requirement p0 > 4 on the initial condition in
Hm
x comes from technical lemmas (Lemmas 7.1, 7.2 and Proposition 7.4, and see

also Remark 8.2).

1.4. Organisation of paper. We bring this introduction to an end by outlining
the organization of the paper, along with a quick exposition of ideas behind the
proofs.

First, in Section 2, we state precisely the different solution concepts used through-
out the paper. The existence parts of Theorems 1.1 and 1.2 are based on weak solu-
tions and the introduction of suitable Faedo–Galerkin approximations {un}, where
the epithet “weak” refers to probabilistic weak and so-called martingale solutions.
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A refined stochastic compactness method [39] is used to conclude convergence {un}
towards a weak solution. In the context of SPDEs, the stochastic compactness
method goes back to [4] and it was subsequently used in numerous works, see for
example [23, 27, 29] and the references therein. In Section 3, we define and estab-
lish the well-posedness of the Faedo–Galerkin approximations. A priori estimates
and tightness properties of the approximations {un} are proved in Sections 4 and
5. More precisely, in Proposition 4.2 and Lemma 5.1 we supply several n-uniform
(and ε-uniform) bounds that imply

{un} ⊆b Lp
(
Ω;L∞([0, T ];H1(S1))

)
∩ Lp

(
Ω;Cθ([0, T ];L2(S1))

)
,

for appropriate ranges of p and θ (where⊆b means “bounded inclusion”, i.e., A ⊆b X
if A ⊆ X and supa∈A ‖a‖X <∞). We use this and the compact inclusion

L∞([0, T ];H1(S1)) ∩ Cθ([0, T ];L2(S1)) ↪−↪→ C([0, T ];H1
w(S1))

to deduce the tightness of the probability laws of the Faedo–Galerkin solutions in
the quasi-Polish space C([0, T ];H1

w(S1)). Here H1
w(S1) denotes the space H1(S1)

with the weak topology. Because of a uniform-in-n bound on E ‖un‖2L2([0,T ];H2(S1)),

arising from the ε-dissipation operator in (1.1), we also obtain the uniform sto-

chastic boundedness of {un} in the space L2([0, T ];H2(S1)) ∩W θ′,2([0, T ];L2(S1)),
with θ′ < θ. Hence, it follows that the probability laws of {un} are tight on
L2([0, T ];H1(S1)), cf. Lemma 5.5. Using the Skorokhod–Jakubowski theorem [35]
of almost sure representations of random variables in quasi-Polish spaces (see Ap-
pendix A), we deduce in Section 6 the existence of weak (martingale) solutions to
the viscous stochastic CH equation (1.1). In Sections 7.1–7.2, we prove pathwise
uniqueness for (1.1) by a renormalisation procedure, bypassing the need for an in-
finite dimensional Itô formula. The uniquenss proof requires some non-standard
first- and second-order commutator estimates (that extend beyond the standard
DiPerna–Lions estimates), which are established in Lemmas 7.1, 7.2 and Proposi-
tion 7.4. Pathwise uniqueness, along with the weak existence result and also the
Gyöngy–Krylov characterization of convergence in probability, allows us to conclude
in Section 7.3 the existence of a unique strong (pathwise) H1 solution to (1.1), thus
concluding the proof of Theorem 1.1.

One-sided strong temporal continuity characterises dissipative weak solutions in
the inviscid ε ↓ 0 limit. For fixed positive viscosity, solutions satisfy (two-sided)
strong temporal continuity. This is demonstrated afterwards in Section 7.4.

In Section 8, we turn to Theorem 1.2 and solutions with higher regularity. In Sec-
tion 8.1, we fix m ≥ 2 and prove n-uniform bounds in Lp

(
Ω;L∞([0, τ ];Hm(S1)

)
,

for p ∈ [1,∞), up to a suitable stopping time τ (Proposition 8.1). Using this
we conclude the stochastic boundedness (see (A.1)) in the higher regularity space
L2([0, T ];Hm+1(S1))∩W θ,2([0, T ];L2(S1)), for some θ < 1, as long as the initial con-
dition u0 belongs to Lp(Ω;H1(S1)) ∩ L2(Ω;Hm(S1)). By some additional stopping
time arguments, this implies that the laws of {un} are tight on L2([0, T ];Hm(S1)),
(see Lemma 8.4), and by a Skorokhod–Jakubowski procedure (as in Section 6) we
extract a weak solution in L2([0, T ];Hm(S1)). The key difference between the H1

and Hm cases lies in the lack of a bound on E ‖un‖2L2([0,T ];Hm(S1)), that is, if m ≥ 2,

then Lemma 8.4 is available for Hm only up to some stopping time τ < T but not on
[0, T ]. This obstacle, which is peculiar to the stochastic problem, makes it necessary
to argue along several layers of stopping times, see Lemma 8.4 and its proof. Finally,
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in Section 8.2, we establish the pathwise uniqueness in L1(Ω;L∞([0, T ];Hm(S1)))
and conclude the well-posedness of strong Hm solutions.

In Appendix A, we record some results of stochastic analysis frequently deployed
in this paper.

2. Solution concepts. In this section, we present the solution concept used in
Theorems 1.1 and 1.2. We denote by

(
Ω,F ,P

)
a complete probability space with

(countably generated) σ-algebra F and probability measure P. We consider filtra-
tions {Ft}t∈[0,T ] that satisfy the “usual conditions” of being complete and right-
continuous. We refer to

S :=
(
Ω,F , {Ft}t≥0,P

)
(2.1)

as a stochastic basis (sometimes called a filtered probability space).
Theorems 1.1 and 1.2 speak of strong Hm solutions. These are weak (distribu-

tional) solutions in the PDE sense in the Sobolev space Hm. From the probabilistic
point of view, however, we will have to consider first so-called martingale solutions,
which are also referred to as weak solutions. The notions of weak/strong proba-
bilistic solutions have a different meaning from weak/strong solutions in the PDE
literature. If the stochastic basis S (2.1) and the Wiener process W are fixed in
advance, we speak of a strong (or pathwise) solution. If

(
S,W

)
is a part of the

unknown solution, the relevant notion is a martingale solution. In what follows,
“weak Hm solutions” refer to solutions that are probabilistic weak and weak in the
PDE sense, whereas “strong Hm solutions” refer to solutions that are pathwise and
weak in the PDE sense.

In view of Theorems 1.1 and 1.2, the H1 well-posedness theory deviates slightly
from the Hm theory for m ≥ 2. The corresponding solution concepts differ in their
requirement on the initial condition and the condition u ∈ L2

(
Ω;L2([0, T ];H2(S1))

)
ifm = 1 versus the weaker stochastic boundedness condition in L2([0, T ];Hm+1(S1))
if m ≥ 2, as is seen in the next definition.

Definition 2.1 (Weak Hm solution). Fix m ∈ N and p0 > 4. Let Λ be a probability
measure on Hm(S1) satisfying∫

Hm(S1)

‖v‖p0Hm(S1) Λ(dv) <∞. (2.2)

The triple
(
S, u,W

)
is a weak (or martingale) Hm solution to (1.1) with initial

distribution Λ if the following conditions hold:

(a) S =
(
Ω,F , {Ft}t≥0,P

)
is stochastic basis, cf. (2.1);

(b) W is a standard Wiener process on S;
(c) u : Ω × [0, T ] → H1(S1) is adapted, with u ∈ Lp0

(
Ω;C([0, T ];H1(S1)

)
and

u ∈ L2([0, T ];Hm(S1)), P-almost surely. Moreover,{
u ∈ L2

(
Ω;L2([0, T ];H2(S1)

)
, if m = 1,

u ∈sb L
2([0, T ];Hm+1(S1)) ∩ L∞([0, T ];Hm(S1)), if m ≥ 2,

where ∈sb means stochastically bounded (see (A.1));
(d) the law of the initial data u0 := u(0) on Hm(S1) is Λ, i.e., (u(0))∗ P = Λ, or

Λ(A) = P(u(0)−1(A)) for measurable sets A;
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(e) for all t ∈ [0, T ] and all ϕ ∈ C1(S1) the following equation holds P-almost
surely (in the sense of Itô):∫

S1
u(t)ϕdx−

∫
S1
u0ϕdx

=

∫ t

0

∫
S1

(−u ∂xuϕ+ (P − ε∂xu) ∂xϕ) dxds

− 1

2

∫ t

0

∫
S1
σ∂xu ∂x (σϕ) dx ds−

∫ t

0

∫
S1
ϕσ ∂xudxdW (s),

where P = P [u] := K ∗
(
u2 + 1

2 (∂xu)
2
)

.

Finally, we introduce the notion of strong (pathwse) Hm solution.

Definition 2.2 (Strong Hm solution). Fix a stochastic basis S, cf. (2.1), and a
Wiener process W defined on S. Fix m ∈ N and p0 > 4, and consider a random
variable u0 ∈ Lp0(Ω;H1(S1)). A process u, defined relative to S, is a strong Hm

solution to (1.1) if
(
S, u,W

)
is a weak Hm solution to (1.1) with initial law Λ :=

(u0)∗ P, i.e., Λ obeys (2.2) and
(
S, u,W

)
satisfies (a)–(e) in Definition 2.1.

3. The Galerkin approximation. We now specify our Galerkin scheme for con-
structing approximate solutions. Let {e1, e2, . . .} ⊆ H1(S1) be an orthonormal basis
of L2(S1) that is dense in H1(S1) and set Hn = span {e1, . . . , en}. In particular, we
take {ei}i∈N to be the eigenfunctions of ∂2

x on the circle S1, i.e., e2j(x) = cos(2πjx)

and e2j+1(x) = sin(2πjx), x ∈ [0, 1], for concreteness. Let Πn :
(
H1(S1)

)∗ → Hn

be defined by

Πnu :=

n∑
i=1

〈
u, ei

〉
L2(S1)

ei,

so that, restricted to L2(S1), Πn is the orthogonal projection onto Hn.
For each n ∈ N, we consider the Galerkin approximation of (1.1) on Hn, that is,

we seek a function

un(ω, t, x) =

n∑
i=1

wi(ω, t)ei(x),

where the unknown coefficients {wi = wi(ω, t)}ni=1 are determined by requiring that

0 = dun − ε∂2
xun dt+ Πn (un∂xun + ∂xP [un]) dt

− 1

2
Πn (σ∂x (σ∂xun)) dt+ Πn (σ∂xun) dW,

un(0) = Πnu0.

(3.1)

Here, u0 is a random variable Ω → H1(S1) with law Λ and a bounded second

moment, i.e., E ‖u0‖2H1(S1) <∞.

Theorem 3.1. For any fixed n, there exists a unique C([0, T ];Hn)-valued adapted
process un that is a strong solution to (3.1).

Proof. The proof consists of noting that (3.1) is a SDE system with coefficients
that are locally Lipschitz continuous in w = {wi}i∈N. By a standard well-posedness
theorem for SDEs [41, Thm. IX.2.1], this immediately implies the existence and
uniqueness of a continuous (strong) solution of (3.1) on [0, T ].
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It remains to argue that the Galerkin equation (3.1) can be viewed as a SDE
system in w. First, by properties of the basis functions,

∂xun =

n∑
i=1

Ci wi ei, ∂2
xun =

n∑
i=1

−C2
i wi ei,

where Ci are constants depending only on i. Next, the nonlinear term

Πn

(
un∂xun

)
=

n∑
i,j=1

Cj wiwj Πn

(
eiej

)
=

n∑
i,j,k=1

Cj wiwj

∫
S1
ei(y)ej(y)ek(y) dy ek,

is locally Lipschitz in w. Regarding the nonlocal operator, we can calculate thus:

Πn∂xP [un]

=

n∑
k=1

∫
S1
∂yK ∗

(
u2
n +

1

2
(∂yun)

2

)
ek(y) dy ek

=

n∑
i,j,k=1

∫
S1

∫
S1
∂zK(z − y)

(
wiwjei(y)ej(y)

+
1

2
CiCjwiwjei(y)ej(y)

)
ek(z) dy dz ek

=

n∑
i,j,k=1

wiwj

(∫
S1

∫
S1
∂zK(z − y)

(
1 +

1

2
CiCj

)
ei(y)ej(y) ek(z) dy dz

)
ek,

which is then seen also to be locally Lipschitz in w. Similarly, we can show that the
linear terms Πn (σ∂x (σ∂xun)) and Πn (σ∂xun) are locally Lipschitz in w.

4. A priori estimates. Our first result is a fundamental model-specific energy
estimate that we will refer to repeatedly throughout this work.

We use frequently the fact that for any function f ∈ L2(S1),∫
S1
unΠnf dx =

∫
S1
unf dx, (4.1)

because Πn is self-adjoint and idempotent. For any f ∈ H1(S1) and n−1
2 ∈ N, we

compute the spatial derivative of Πnf as follows:

∂x (Πnf) =
∑
2j≤n

〈f, e2j〉L2(S1)∂xe2j +
∑

2j+1≤n

〈f, e2j+1〉L2(S1)∂xe2j+1

= 2π
( ∑

2j≤n

j〈f, e2j〉L2(S1)e2j+1 −
∑

2j+1≤n

j〈f, e2j+1〉L2(S1)e2j

)
= −

∑
2j≤n

〈f, ∂xe2j+1〉L2(S1)e2j+1 −
∑

2j+1≤n

〈f, ∂xe2j〉L2(S1)e2j

=
∑

2j+1≤n

〈∂xf, e2j+1〉L2(S1)e2j+1 +
∑
2j≤n

〈∂xf, e2j〉L2(S1)e2j

= Πn (∂xf) .

(4.2)
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Proposition 4.1 (Energy estimate). For each n ∈ N, let un be a solution to (3.1)

with E ‖u0‖2H1(S1) <∞. There exists a constant

C = C
(
T,E ‖u0‖2H1(S1) , ‖σ‖W 2,∞(S1)

)
,

independent of n and ε, such that

E ‖un‖2L∞([0,T ];H1(S1)) + εE
∫ T

0

‖∂xun(t)‖2H1(S1) dt ≤ C. (4.3)

Proof. We multiply (via Itô’s formula) the SDE (3.1) against un and then integrate
in x ∈ S1. Using (4.1) and (4.2), we obtain the SDE

1

2
d

∫
S1
|un|2 dx+ ε

∫
S1
|∂xun|2 dxdt

= −
∫
S1

(
u2
n∂xun + un∂xK ∗

(
u2
n +

1

2
(∂xun)

2 ))
dxdt

+
1

2

∫
S1

(
σun∂x (σ∂xun) + |Πn (σ∂xun)|2

)
dxdt

−
∫
S1
σun∂xun dxdW.

Differentiating (3.1) and multiplying through by ∂xun = Πn∂xun (via Itô’s for-
mula), using again (4.1) and (4.2), yields

1

2
d

∫
S1
|∂xun|2 dx+ ε

∫
S1

∣∣∂2
xun

∣∣2 dxdt

=

∫
S1

(
un∂xun∂

2
xun + ∂2

xun∂xK ∗
(
u2
n +

1

2
(∂xun)

2 ))
dxdt

− 1

2

∫
S1

(
∂2
xunσ∂x (σ∂xun)− |∂x (Πn (σ∂xun))|2

)
dx dt

+

∫
S1
σ∂xun ∂

2
xun dx dW.

Adding the previous two equations, we arrive at

1

2
d ‖un‖2H1(S1) + ε

∫
S1

(
|∂xun|2 +

∣∣∂2
xun

∣∣2 )dxdt = In1 dt+ In2 dt+ In3 dW, (4.4)

where

In1 := −
∫
S1

(
u2
n∂xun + un∂xK ∗

(
u2
n +

1

2
(∂xun)

2 ))
dx

+

∫
S1

(
un∂xun∂

2
xun + ∂2

xun ∂xK ∗
(
u2
n +

1

2
(∂xun)

2 ))
dx,

In2 :=
1

2

∫
S1

(
σun∂x (σ∂xun) + |Πn (σ∂xun)|2

)
dx

− 1

2

∫
S1

(
∂2
xunσ∂x (σ∂xun)− |∂x (Πn (σ∂xun))|2

)
dx

=:
1

2
In2,1 −

1

2
In2,2,

In3 := −
∫
S1

(
σun∂xun − σ∂xun∂2

xun

)
dx.

(4.5)
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1. Estimate of In1 .
Using integration by parts and the kernel property of K that K − ∂2

xK = δ, the
Dirac mass,

In1 = −
∫
S1

(
u2
n∂xun − ∂xunK ∗

(
u2
n +

1

2
(∂xun)

2 ))
dx

+

∫
S1

(
un∂xun∂

2
xun − ∂xun∂2

xK ∗
(
u2
n +

1

2
(∂xun)

2 ))
dx = 0.

(4.6)

2. Estimate of In2 .
By Bessel’s inequality,∫

S1
|(Πn (σ∂xun))|2 dx ≤

∫
S1
|σ∂xun|2 dx.

Combining this with an integration by parts in the In2,1-term σun∂x (σ∂xun), and
then expanding out ∂x (σun) followed by another integration by parts, yields

In2,1 ≤ −
∫
S1
σ∂xσun∂xun dx = −1

4

∫
S1
∂xσ

2∂xu
2
n dx.

Similarly, by (4.2) and Bessel’s inequality,∫
S1

∣∣∂x(Πn (σ∂xun)
)∣∣2 dx =

∫
S1

∣∣Πn

(
∂x (σ∂xun)

)∣∣2 dx

≤
∫
S1
|∂x (σ∂xun)|2 dx

=

∫
S1

(
|∂xσ∂xu|2 +

1

2
∂xσ

2∂x |∂xun|2 +
∣∣σ∂2

xun
∣∣2 ) dx

=

∫
S1

(
|∂xσ∂xu|2 −

1

2
∂2
xσ

2 |∂xun|2 +
∣∣σ∂2

xun
∣∣2 )dx.

We combine this with an expansion of the In2,2-term ∂2
xunσ∂x (σ∂xun) into the sum

σ2
∣∣∂2
xun

∣∣2 + 1
4∂xσ

2∂x (∂xun)
2
, along with an integration by parts in the latter term:

In2,2 ≥
∫
S1

(
σ2
∣∣∂2
xun

∣∣2 +
1

4
∂xσ

2∂x (∂xun)
2

− |∂xσ∂xu|2 +
1

2
∂2
xσ

2 |∂xun|2 −
∣∣σ∂2

xun
∣∣2 )dx

=

∫
S1

(1

4
∂2
xσ

2 |∂xun|2 − |∂xσ∂xu|2
)

dx.

Hence

2In2 = In2,1 − In2,2

≤
∫
S1

(1

4
∂xσ

2u2
n −

1

4
∂2
xσ

2 |∂xun|2 + |∂xσ∂xu|2
)

dx

≤ Cσ ‖un‖2H1(S1) . (4.7)

3. Estimate of martingale term In3 .

First, since In3 = 1
2

∫
S1 ∂xσ

(
|un|2 − |∂xun|2

)
dx, we have the estimate

|In3 | ≤
1

2
‖∂xσ‖L∞(S1) ‖un‖

2
H1(S1) .
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By the Burkholder–Davis–Gundy inequality,

E sup
s∈[0,t]

∣∣∣∣∫ s

0

In3 dW

∣∣∣∣ ≤ E
(∫ t

0

|In3 |
2

ds

)1/2

≤ C̃σ E
(∫ t

0

‖un(s)‖4H1(S1) ds

)1/2

=: Ĩn3 .

By the Hölder and Young inequalities, we can further estimate the above by

Ĩn3 ≤ C̃σ E

(∫ t

0

‖un(s)‖2H1(S1) ds sup
s∈[0,t]

‖un(s)‖2H1(S1)

)1/2

≤ CσE
∫ t

0

‖un(s)‖2H1(S1) ds+
1

2
E sup
s∈[0,t]

‖un(s)‖2H1(S1) . (4.8)

4. Conclusion.
Gathering the estimates (4.6), (4.7), and (4.8), we conclude that there exists a

constant C, independent of n and ε, such that

1

2
E sup
s∈[0,t]

‖un(s)‖2H1(S1) + ε

∫ t

0

∫
S1

(
|∂xun|2 +

∣∣∂2
xun

∣∣2 )dx ds

≤ E ‖un(0)‖2H1(S1) + CE
∫ t

0

‖un(s)‖2H1(S1) ds, t ∈ [0, T ],

which implies (4.3) by Gronwall’s inequality.

The previous lemma supplies control of the second moment of the H1(S1)-norm.
This effectively guarantees that higher moments are bounded as well.

Lemma 4.2 (Higher moment bounds for the H1(S1)-norm). Fix p ∈ (4,∞), and
let un be a solution to (3.1) with E ‖u0‖pH1(S1) <∞. There exists a constant

C = C
(
p, T, ‖σ‖W 2,∞(S1)

)
,

independent of n (and ε), such that

E sup
t∈[0,T ]

‖un‖pH1(S1)

+ εp/2E

(∫ T

0

∫
S1

(
|∂xun|2 +

∣∣∂2
xun

∣∣2 ) dx dt

)p/2
≤ CE ‖u0‖pH1(S1) .

(4.9)

Remark 4.3. Insofar as the bound E ‖un‖pL∞([0,T ];H1(S1)) ≤ C is concerned, since

(Ω,P) is a finite measure space, the bound with the same constant holds for any
r ∈ [1, p) in place of p, though the theorem is stated for p > 4. By (4.9) and the
one-dimensional embedding H1(S1) ↪→ L∞(S1), we have also that

E ‖un‖pL∞([0,T ]×S1) .p 1, p ∈ [1,∞), (4.10)

but un is not uniformly bounded in L∞ω,t,x.

Proof. By (4.4) and parts 1, 2 of the proof of Proposition 4.1, we have

1

2
d ‖un‖2H1(S1) + ε

∫
S1

(
|∂xun|2 +

∣∣∂2
xun

∣∣2 ) dxdt
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=
1

2

∫
S1

(
σun∂x (σ∂xun) + |Πn (σ∂xun)|2

)
dxdt

− 1

2

∫
S1

(
∂2
xunσ∂x (σ∂xun)− |∂x (Πn (σ∂xun))|2

)
dx dt

−
∫
S1

(
σ un∂xun − σ ∂xun∂2

xun
)

dxdW.

We again use Bessel’s inequality to eliminate the two projection operators (re-
membering that projection commutes with differentiation). Then, integrating in
time, rasing both sides to the power p/2, and taking expectation, we find

1

2p/2
E sup
t∈[0,T ]

‖un‖pH1(S1) + εp/2E

(∫ T

0

∫
S1
|∂xun|2 +

∣∣∂2
xun

∣∣2 dxdt

)p/2

.p E sup
t∈[0,T ]

∣∣∣∣ ∫ t

0

∫
S1
σun∂x (σ∂xun) + |(σ∂xun)|2 dxdt

−
∫ t

0

∫
S1
∂2
xunσ∂x (σ∂xun)− |∂x (σ∂xun)|2 dxdt

∣∣∣∣p/2
+ E sup

t∈[0,T ]

∣∣∣∣∫ t

0

∫
S1
σ un∂xun − σ ∂xun∂2

xun dx dW

∣∣∣∣p/2 =: I1 + I2.

For I1, we find:∫
S1
σun∂x (σ∂xun) + |(σ∂xun)|2 dx

=

∫
S1
− |σ ∂xun|2 + σun ∂xσ ∂xun + |(σ∂xun)|2 dx

=

∫
S1
−1

2
∂x (σ ∂xσ) u2

n dx,

and, similarly,∫
S1
∂2
xunσ∂x (σ∂xun)− |∂x (σ∂xun)|2 dx

=

∫
S1
|∂x (σ∂xun)|2 − ∂xσ ∂xun ∂x (σ ∂xun)− |∂x (σ∂xun)|2 dx

=

∫
S1

(
1

2
∂x (σ ∂xσ)− |∂xσ|2

)
|∂xun|2 dx.

This give us

I1 .σ

∫ T

0

E ‖un‖pH1(S1) dt,

where the implied constant depends on ‖σ‖W 2,∞(S1).

For I2, by the Burkholder–Davis–Gundy inequality, we have

I2 ≤ E

(∫ T

0

∣∣∣∣∫
S1
σ un∂xun − σ ∂xun∂2

xun dx

∣∣∣∣2 dt

)p/4

≤ E

(∫ T

0

∣∣∣∣∫
S1

1

2
∂xσ

(
|un|2 − |∂xun|2

)
dx

∣∣∣∣2 dt

)p/4
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.σ

∫ T

0

E ‖un‖pH1(S1) dt,

where we used the convexity of x 7→ xp/4 in the final inequality, provided by the
assumption p > 4.

The estimates on I1 and I2 then allow us to derive the stated bound in the
Lemma statement by a standard application of Gronwall’s inequality.

Remark 4.4 (Full Euler–Poincaré structure in the noise). It can be verified that
there is no additional difficulty with the incorporation of full Euler–Poincaré noise
of the form

B(u) ◦ dW = (σ ∂xu+ J1(u)) ◦ dW,

J1(u) := K ∗ B̃(u) := K ∗
(
2∂xσ u+ ∂2

xσ ∂xu
)
,

in place of σ∂xu ◦ dW in (1.1), see (1.7).
Written out in Itô form, the noise B(u) ◦ dW = B(u) dW + 1

2C(u) dt gives a
Stratonovich–Itô correction C of the form

2C(u) =
〈
B(u),W

〉
= −B (B(u)) = −σ ∂x (σ ∂xu) + 2J2(u),

2J2(u) = −σ∂xK ∗ B̃(u)− 2K ∗
(
∂xσ

(
σ∂xu+K ∗ B̃(u)

))
−K ∗

(
∂2
xσ∂x

(
σ∂xu+K ∗ B̃(u)

))
.

Since the transformation σ∂xu 7→ B(u) = σ∂xu + K ∗ B̃(u) does not introduce
higher-order derivatives on u, but it does on σ, the only extra requirement for
bounds on B or C is that σ ∈W 3,∞(S1) instead of W 2,∞(S1).

The corresponding energy balance is

1

2
d ‖u‖2H1(S1) + ε ‖∂xu‖2H1(S1) dt

= I2 dt+

∫
S1

(
uJ2(u) + ∂xu∂xJ2(u)

)
dxdt

+
1

2

∫
S1

(
|J1(u)|2 + |∂xJ1(u)|2

)
dxdt

+

∫
S1

(
J1(u)σ∂xu+ ∂xJ1(u)∂x (σ ∂xu)

)
dx dt

+

(
I3 −

∫
S1
u
(
2∂xσu+ ∂2

xσ∂xu
)

dx

)
dW,

where

I2 :=
1

2

∫
S1

(
σu∂x (σ∂xu) + |σ∂xu|2

)
dx

− 1

2

∫
S1

(
∂2
xuσ∂x (σ∂xu)− |∂x (σ∂xu)|2

)
dx,

I3 := −
∫
S1

(
σu∂xu− σ∂xu∂2

xu
)

dx

are as in (4.5) for ready comparison.
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5. Tightness of probability laws. We will prove that the probability laws
{(un)∗P} of the Galerkin approximations {un} are (n-uniformly) tight, on suitable
Polish and quasi-Polish spaces. We will later construct weak solutions by applying
a stochastic compactness argument. In one step of the argument, one makes use
of tightness, which is linked to weak compactness of the laws. In contrast to the
results in Section 4, tightness results are not uniform-in-ε.

5.1. Tightness on L2([0, T ];H1(S1)) and on C([0, T ];H1
w(S1)). We will first show

improved temporal regularity in L2(S1). This will be used to establish the tightness
of laws of {un} on the Polish space L2([0, T ];H1(S1)) and on the quasi-Polish space
C([0, T ];H1

w(S1)).

Lemma 5.1 (Temporal L2 continuity). For each n ∈ N, let un be a solution to
(3.1) with E ‖u0‖pH1(S1) < ∞ for p > 2. For any θ ∈ [0, (p − 2)/4p), there exists a
constant

C = C
(
T, p, θ,E ‖u0‖4pH1(S1) , ‖σ‖W 2,∞(S1)

)
,

independent of n and ε, such that

E ‖un‖2pCθ([0,T ];L2(S1)) ≤ C. (5.1)

Proof. We shall estimate E ‖un(t)− un(s)‖2pL2(S1) in terms of |t − s|1+γ for some

γ > 1, and then appeal to Kolmogorov’s continuity criterion.
First, we separate the spatial integral as∫

S1

(
un(t)− un(s)

)2
dx =

∫
S1

(
un(t)− un(s)

) ∫ t

s

dun(r) dx =

5∑
i=1

Ini ,

where

In1 := −
∫
S1

(
un(t)− un(s)

) ∫ t

s

un(r)∂xun(r) dr dx,

In2 := −
∫
S1

(
un(t)− un(s)

) ∫ t

s

∂xP [un](r) dr dx,

In3 := ε

∫
S1

(
un(t)− un(s)

) ∫ t

s

∂2
xun(r) dr dx,

In4 :=
1

2

∫
S1

(
un(t)− un(s)

) ∫ t

s

σ(r)∂x (σ∂xu) (r) dr dx,

In5 :=

∫
S1

(
un(t)− un(s)

) ∫ t

s

σ(r)∂xun(r) dW (r) dx.

After an integration by parts involving un∂xun = ∂x
(
u2
n/2
)
, and using the bound

‖∂xun‖L∞([0,T ];L1(S1)) ≤ C ‖un‖L∞([0,T ];H1(S1)),

E |In1 |
p ≤ E

(
‖un‖2pL∞([0,T ]×S1) ‖∂xun‖

p
L∞([0,T ];L1(S1))

)
|t− s|p

≤
(
E ‖un‖4pL∞([0,T ]×S1)

)1/2 (
E ‖un‖2pL∞([0,T ];H1(S1))

)1/2

|t− s|p .

We conclude, given the higher moment bounds (4.9) and (4.10), that E |In1 |
p ≤

C |t− s|p.
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Recalling that ∂xP [un] = ∂xK∗
(
u2
n + 1

2 (∂xun)
2
)

and using Young’s convolution

inequality, we obtain

‖∂xP [un]‖L2(S1) ≤ ‖∂xK‖L2(S1)

∥∥∥∥u2
n +

1

2
(∂xun)

2

∥∥∥∥
L1(S1)

≤ ‖∂xK‖L2(S1) ‖un‖
2
H1(S1) ,

and therefore

E |In2 |
p ≤

(
2 ‖∂xK‖L2(S1)

)p
E
(
‖un‖pL∞([0,T ]×S1)) ‖un‖

2p
L∞([0,T ];H1(S1))

)
|t− s|p

≤ C
(
E ‖un‖2pL∞([0,T ]×S1)

)1/2 (
E ‖un‖4pL∞([0,T ];H1(S1))

)1/2

|t− s|p .

Again making use of (4.9) and (4.10), we arrive at E |In2 |
p ≤ C |t− s|p.

Similarly, after integration by parts, we obtain

E |In3 |
p ≤ (2ε)

p E ‖un‖2pL∞([0,T ];H1(S1)) |t− s|
p ≤ C |t− s|p

and, noting that

∂x
(
σ (un(t)− un(s))

)
σ∂xu(r)

= σ∂xσ (un(t)− un(s)) ∂xu(r) + σ2∂x (un(t)− un(s)) ∂xu(r)

generates terms of the type handled before, E |In4 |
p ≤ C |t− s|p.

Finally, we estimate the stochastic term In5 . We cannot exchange the temporal
and spatial integrals because the stochastic process

(ω, t) 7→
∫
S1
σ (un(t)− un(s)) ∂xun(r) dx

is not Fr-measurable, so we will instead estimate using the Cauchy–Schwarz in-
equality repeatedly and then the Burkholder–Davis–Gundy inequality. We have
that

∥∥∂x(σ (un(t)− un(s))
)∥∥
L2(S1)

≤ Cσ ‖un‖L∞([0,T ];H1(S1))). After an integration

by parts,

E |In5 |
p ≤ E

∣∣∣∣∣∣ ∥∥∂x(σ (un(t)− un(s))
)∥∥
L2(S1)

(∫
S1

∣∣∣∣∫ t

s

un dW (r)

∣∣∣∣2 dx

)1/2
∣∣∣∣∣∣
p

≤ C̃σ,pE

 ‖un‖pL∞([0,T ];H1(S1))

(∫
S1

∣∣∣∣∫ t

s

un dW (r)

∣∣∣∣2 dx

)p/2
≤ C̃σ,p

(
E ‖un‖2pL∞([0,T ];H1(S1))

)1/2
(
E

(∫
S1

∣∣∣∣∫ t

s

un dW (r)

∣∣∣∣2 dx

)p)1/2

≤ Cσ,p

(∫
S1
E
∣∣∣∣∫ t

s

un dW (r)

∣∣∣∣2p dx

)1/2

,

where the final inequality is the result of (4.9) and Jensen’s inequality. Finally, by
(4.9) and the Burkholder–Davis–Gundy inequality, pointwise in x,(∫

S1
E
∣∣∣∣∫ t

s

un dW (r)

∣∣∣∣2p dx

)1/2

≤ Cp

(
E
∫
S1

(∫ t

s

u2
n dr

)p
dx

)1/2
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≤ C
(
E ‖un‖2pL∞([0,T ]×S1)

)1/2

|t− s|p/2

(4.10)

≤ C |t− s|p/2 .

Summarising, we have obtained

E ‖un(t)− un(s)‖2pL2(S1) ≤ C |t− s|
p/2

= C |t− s|1+(p−2)/2
,

where the constant C is independent of n and ε. By Kolmogorov’s continuity
criterion, there is a version of un in Cθ([0, T ];L2(S1)), for any θ ∈ [0, (2 − p)/4p),
and a bound of the form (5.1).

Remark 5.2. The temporal continuity bound (5.1) can also be carried out with
respect to a fractional Sobolev norm via a computation following, e.g., [27, Lemma
2.1].

Lemma 5.3 (Tightness on C([0, T ];H1
w(S1))). For each n ∈ N, let un be a so-

lution to (3.1) with E ‖u0‖pH1(S1) < ∞ for p > 2. The laws of {un} are tight on

C([0, T ];H1
w(S1)).

Proof. Choose θ ∈ (0, (2− p)/4p). Given the compact embedding [39, Cor. B.2]

L∞([0, T ];H1(S1)) ∩ Cθ([0, T ];L2(S1)) ↪−↪→ C([0, T ];H1
w(S1)),

the laws of {un} are tight on C([0, T ];H1
w(S1)) via the following standard compu-

tation: By the compact embedding, the sets

KR :=
{
u ∈ C([0, T ];H1

w(S1)) : ‖u‖L∞([0,T ];H1(S1)) + ‖u‖Cθ([0,T ];L2(S1)) ≤ R
}

are compact in X := C([0, T ];H1
w(S1)). Therefore, by Markov’s inequality,

(un)∗ P
(
X\KR

)
≤ 1

R
E ‖un‖L∞([0,T ];H1(S1)) +

1

R
E ‖un‖Cθ([0,T ];L2(S1)) .

By (4.3) and (5.1), the right-hand side tends to zero as R→∞.

We need the following variant of the Aubin–Lions lemma [27, Thm. 2.1] (see also
[49, Sec. 13.3]) to establish tightness on L2([0, T ];H1(S1)).

Lemma 5.4. Let B0 ⊆ B ⊆ B1 be Banach spaces, B0 and B1 reflexive, with
compact embedding of B0 in B. Fix p ∈ (1,∞) and α ∈ (0, 1). Let

Y = Lp([0, T ];B0) ∩Wα,p([0, T ];B1),

be endowed with the natural norm. The embedding of Y in Lp([0, T ];B) is compact.

Tightness of probability measures is related to the stochastic boundedness of

random variables. Below we prove that un ∈sb L
2
tH

2
x ∩W

θ,2
t L2

x, uniformly in n, for
some θ < (2− p)/4p, making essential use of the dissipation part of (4.3).

Lemma 5.5 (Tightness on L2([0, T ];H1(S1))). For each n ∈ N, let un be a solution
to (3.1) with E ‖u0‖pH1(S1) < ∞ for p > 2. Let θ′ ∈ (0, (2 − p)/4p). The following

stochastic boundedness estimate holds uniformly in n:

lim
M→∞

P
(
‖un‖L2([0,T ];H2(S1))∩W θ′,2([0,T ];L2(S1)) > M

)
= 0. (5.2)

Moreover, the laws of {un} are tight on L2([0, T ];H1(S1)).
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Proof. A natural norm on L2([0, T ];H2(S1)) ∩W θ′,2([0, T ];L2(S1)) is

‖un‖L2([0,T ];H2(S1))∩W θ′,2([0,T ];L2) = ‖un‖L2([0,T ];H2(S1)) + ‖un‖W θ′,2([0,T ];L2(S1)) .

For θ ∈ (θ′, (2 − p)/4p), the embeddings Cθ([0, T ];B1) ↪→ Cθ
′
([0, T ];B1) ↪→

W θ′,2([0, T ];B1) are continuous. Using Markov’s inequality and (5.1) with θ = 1/5,

P
({
‖un‖W θ′,2([0,T ];L2(S1)) > M

})
≤ 1

M
E ‖un‖Cθ([0,T ];L2(S1)) .

1

M
.

Next, using the energy estimate of Proposition 4.1, we obtain

P
({
‖un‖L2([0,T ];H2(S1)) > M

})
≤ 1

M2
E ‖un‖2L2([0,T ];H2(S1)) .

1

εM2
.

In view of the natural norm for the intersection space, this implies (5.2).
Tightness of the laws on L2([0, T ];H1(S1)) now follows from Lemma 5.4 and the

stochastic boundedness estimate (5.2). In particular, for each δ > 0, there exists a
number M > 0 and a compact set

AM =
{
v ∈ L2([0, T ];H2(S1)) ∩W θ′,2([0, T ];L2(S1)) :

‖v‖L2([0,T ];H2(S1)) + ‖v‖W θ′,2([0,T ];L2(S1)) ≤M
}
,

such that the complement AcM satisfies (un)∗ P
(
AcM

)
< δ.

6. Weak (martingale) solutions. To be able to pass to the limit in the nonlinear
terms in the SPDE (1.1), we must show that the Galerkin approximations {un}
converge strongly in (ω, t, x). Setting aside the probability variable ω, strong (t, x)
convergence is linked to the spatial and temporal a priori estimates established in
Section 4 and Section 5. On the other hand, the available estimates only ensure
weak convergence in ω. To rectify this unfortunate (but typical) situation, we will
replace the random variables {un} by Skorokhod–Jakubowski a.s. representations
{ũn}, which are defined on a new stochastic basis and will converge almost surely.
The existence of {ũn} will follow from the tightness estimates established in Section
5. Finally, we will show that the strong limit of {ũn} constitutes a weak (martingale)
solution according to Definition 2.1.

6.1. Skorokhod–Jakubowski a.s. representations. Introduce the path spaces

Xu,s := L2([0, T ];H1(S1))

Xu,w := C([0, T ];H1
w(S1)),

XW := C([0, T ]),

X0 := H1(S1),

(6.1)

and set X := Xu,s×Xu,w×XW ×X0. Denote by µn the (joint) law of the
(
X ,B(X )

)
-

valued random variable
(
un,s, un,w,W,Πnu0

)
. We denote by µnu,s, µ

n
u,w, µnW and

µn0 the laws of un, un, W and Πnu0 on Xu,s, Xu,w, XW and X0, respectively. (The
subscripts “s” and “w” refer to the “strong” and “weak” topologies used in the
subscripted path spaces and laws defined on them.)

Note carefully that we have used two copies of un in separate spaces Xu,s and
Xu,w that do not inject continuously into one another. The aim of this manoeuvre
is to ensure convergence in two separate topologies of the Skorokhod–Jakubowski
representations of un. The rationale for this is explained in the appendix following
Theorem A.5. The two variables are identified post hoc in Lemma 6.4.
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Lemma 6.1 (Tightness of Galerkin approximations). The laws {µn} are tight.

Proof. The tightness on X of the product measures
{
µnu,s ⊗ µnu,w ⊗ µnW ⊗ µn0

}
im-

plies the tightness of the joint laws {µn} on X . The tightness of
{
µnu,i

}
on Xu,i for

i = 1, 2 are stated in Lemmas 5.3 and 5.5. Since Πnu0 → u0 in H1(S1), the laws
{µn0} are tight on H1(S1). The elements of {µnW } do not change with n, each µnW
is equal to the law of the Wiener process W (which is tight on XW ). Hence, the
tightness of the product measures

{
µnu,s ⊗ µnu,w ⊗ µnW ⊗ µn0

}
follows.

Theorem 6.2 (Skorokhod–Jakubowski representations). There exist a probability

space
(
Ω̃, F̃ , P̃

)
and X -valued variables

{(
ũn,s, ũn,w, W̃n, ũ0,n

)}
n∈N,

(
ũs, ũw, W̃ , ũ0

)
,

defined on
(
Ω̃, F̃ , P̃

)
, such that along a subsequence (not relabelled),

ũn,s ∼ un, ũn,w ∼ un, W̃n ∼W, ũ0,n ∼ Πnu0 (6.2)

and, P̃-almost surely,(
ũn,s, ũn,w, W̃n, ũ0,n

) n↑∞−→ (
ũs, ũw, W̃ , ũ0

)
in X .

Proof. Apply Theorem A.5.

Remark 6.3. We need Jakubowski’s version [35] of the Skorokhod representation
theorem because our path space X contains the non-metrisable (but quasi-Polish)
space C([0, T ];H1

w(S1)).

Lemma 6.4 (identification of doubled variables). For the sequence of variables

defined in (6.2), ũn,s = ũn,w, P̃⊗dt⊗dx–a.e. Moreover, ũs = ũw, P̃⊗dt⊗dx–a.e.

Remark 6.5. It is then henceforward sufficient to speak of ũn := ũn,s = ũn,w and
ũ := ũs = ũw.

Proof. For a fixed n, this follows directly from [35, Lemma 1], where an identifica-
tion was made for variables in two Polish spaces. However, the completeness and
separability of the path spaces were not used in the proof, and the lemma can be
proven unchanged for quasi-Polish spaces.

For any ϕ ∈ C∞([0, T ]× S1), η ∈ L∞(Ω̃), as n→∞,

Ẽ
∫ T

0

∫
S1
ηϕũn,s dxdt→ Ẽ

∫ T

0

∫
S1
ηϕũs dx dt,

Ẽ
∫ T

0

∫
S1
ηϕũn,w dxdt→ Ẽ

∫ T

0

∫
S1
ηϕũw dx dt,

and, since ũn,s = ũn,w,

Ẽ

(
η

∫ T

0

∫
S1
ϕũs dx dt

)
= Ẽ

(
η

∫ T

0

∫
S1
ϕũw dx dt

)
.

From this it easily follows that ũs = ũw, P̃⊗ dt⊗ dx-a.e.

With t ∈ [0, T ] and X denoting L2([0, T ];H1(S1)), C([0, T ];H1
w(S1)) or C([0, T ]),

let f 7→ f |[0,t] : X → X|[0,t] denote the restriction operator to [0, t]. We define

{F̃t}t≥0 to be the P̃-augmented canonical filtration of
(
ũ, W̃ , ũ0

)
, i.e.,

F̃t := Σ
(

Σ
(
ũ
∣∣
[0,t]

, W̃
∣∣
[0,t]

, ũ0

)
∪
{
N ∈ F̃ : P̃(N) = 0

})
.
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where, for a collection E of subsets of Ω̃, Σ (E) denotes the smallest sigma algebra

containing E. Denote by S̃ the corresponding stochastic basis, that is,

S̃ :=
(
Ω̃, F̃ , {F̃t}t≥0, P̃

)
. (6.3)

Similarly, based on
(
ũn, W̃n, ũ0,n

)
, we define S̃n =

(
Ω̃, F̃ , {F̃nt }t≥0, P̃

)
. Then ũ, W̃

and ũn, W̃n are adapted relative to the stochastic bases S̃, S̃n, respectively. Besides,
by the equality of laws, W̃n is a Brownian motion on S̃n, and we have the following
result.

Lemma 6.6 (Brownian motion). The process W̃ is a Brownian motion on S̃.

Proof. The proof is standard (see, e.g., [24, Lemma 4.8]), relying on Lévy’s char-
acterisation theorem (e.g., [41, Thm. IV.3.6]) and the equality of laws. The claim

follows if we establishes that W̃ is a martingale relative to S̃.
By the equivalence of laws, for 0 ≤ s ≤ t ≤ T ,

Ẽ
((
W̃n(t)− W̃n(s)

)
γ
(
ũn
∣∣
[0,s]

, ũn
∣∣
[0,s]

, W̃n

∣∣
[0,s]

))
= E

((
W (t)−W (s)

)
γ
(
un
∣∣
[0,s]

, ũn
∣∣
[0,s]

,W
∣∣
[0,s]

))
= 0,

because W is a martingale relative to S =
(
Ω,F , {Ft}t≥0,P

)
, for any continuous

function γ : L2([0, s];H1(S1))× C([0, s];H1
w(S1))× C([0, s])→ R. Moreover,

sup
n∈N

Ẽ
∣∣∣W̃n(t)

∣∣∣2 = E |W (t)|2 = t <∞.

Therefore, by the Vitali convergence theorem,

Ẽ
((
W̃ (t)− W̃ (s)

)
γ
(
ũ
∣∣
[0,s]

, ũ
∣∣
[0,s]

, W̃
∣∣
[0,s]

))
= 0,

so that W̃ is a martingale (and hence a Brownian motion) on S̃.

Next, we collect the convergence and continuity properties that are needed later
to prove that the limit

(
S̃, ũ, W̃

)
is a weak Hm solution.

Lemma 6.7 (Convergence). Let un, ũn and ũ be defined as in Theorem 6.2 and
Remark 6.5, and set qn := ∂xun, q̃n := ∂xũn and q̃ := ∂xũ. Then qn ∼ q̃n, and the
following convergences hold P̃-almost surely:

ũn
n↑∞−→ ũ, in C([0, T ];H1

w(S1)), (6.4a)

q̃n
n↑∞−→ q̃ in L2([0, T ]× S1), (6.4b)

ũ2
n
n↑∞−→ ũ2 in L1([0, T ];W 1,1(S1)), (6.4c)

q̃2
n
n↑∞−→ q̃2 in L1([0, T ]× S1), (6.4d)

ũnq̃n → ũq̃ in L2([0, T ]× S1). (6.4e)

Proof. Since un ∼ ũn on L2([0, T ];H1(S1)), we have ∂xun ∼ ∂xũn on L2([0, T ]×S1).
Next, regarding the convergence claims (6.4), the limits (6.4a) and (6.4b) follow
directly from Theorem 6.2.

By the standard calculus inequality

‖fg‖W 1,1 ≤ ‖f‖H1 ‖g‖L2 + ‖g‖H1 ‖f‖L2 ,
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we also have (with f = ũn − ũ and g = ũn + ũ),∥∥ũ2
n − ũ2

∥∥
L1([0,T ];W 1,1(S1))

≤ ‖ũn + ũ‖L2([0,T ];H1(S1)) ‖ũn − ũ‖L2([0,T ];H1(S1))

n↑∞−→ 0,

P̃-almost surely. Finally, by (4.3), the embedding H1(S1) ↪→ L∞(S1) and the equiv-
alence of laws,

‖ũnq̃n − ũq̃‖L2([0,T ]×S1) ≤ ‖ũn − ũ‖L2([0,T ];L∞(S1)) ‖q̃n‖L∞([0,T ];L2(S1))

+ ‖q̃n − q̃‖L2([0,T ]×S1) ‖ũ‖L∞([0,T ]×S1)

n↑∞−→ 0,

P̃-almost surely. This establishes (6.4c)–(6.4e).

Theorem 6.8 (Weak H1 solution). Suppose σ ∈ W 2,∞(S1), p > 2, and that

E ‖u0‖pH1(S1) <∞. Let ũ, W̃ , ũ0 be the Skorokhod–Jakubowski a.s. representations

from Theorem 6.2 (and Remark 6.5), and let S̃ be the corresponding stochastic basis

(6.3). Then
(
S̃, ũ, W̃

)
is a weak H1 solution of (1.1) with initial law Λ̃ := (ũ0)∗ P̃,

substituting for (c) in Definition 2.1 the following (here, m = 1):

(c’) ũ : Ω× [0, T ]→ H1(S1) is

ũ(ω, · ) ∈ C([0, T ];H1
w(S1))

for P̃-almost every ω ∈ Ω. Moreover, ũ ∈ Lp(Ω̃;L∞([0, T ];H1(S1)))∩L2(Ω̃×
[0, T ];H2(S1)).

Remark 6.9. The difference between (c’) and (c) of Definition 2.1 is the weak-

ened P̃-almost sure inclusion ũ ∈ C([0, T ];H1
w(S1)) along with the lack of tem-

poral continuity requirement in ũ ∈ Lp(Ω;L∞([0, T ];H1(S1))) in (c’) in place of
ũ ∈ Lp(Ω;C([0, T ];H1(S1))) of (c). This continuity in H1(S1) (“strong temporal
continuity”) is not necessary for establishing pathwise uniqueness in Section 7.2
below, and subsequent (stochastic) strong existence (Section 7.3). We therefore
relegate the proof of strong temporal continuity to Proposition 7.8.

Proof. We continue to use the notations from Lemma 6.7. By the equality of joint
laws on X , see (6.2), we also have(

un, un,W,Πnu0, qn
)
∼
(
ũn, ũn, W̃n, ũ0,n, q̃n

)
on X × L2([0, T ]× S1), (6.5)

because ∂x is a bounded operator from H1(S1) to L2(S1). For each fixed n ∈ N and
ϕ ∈ C1(S1), consider the function Fϕ,n : X × L2([0, T ]× S1)→ R defined by

Fϕ,n
[(
ũn(s), W̃n(s), ũ0,n, q̃n(s), s ∈ [0, t]

)]
= In1 (t) + In2 (t) + In3 (t) + In4 (t),

where

In1 (t) :=

∫
S1
ũn(t)ϕdx−

∫
S1
ũ0,nϕdx−

∫ t

0

∫
S1
ε q̃n∂xϕdxds,

In2 (t) :=

∫ t

0

∫
S1

[
ũn q̃n + Πn∂xP

[
ũn
]]
ϕdxds,

In3 (t) := −1

2

∫ t

0

∫
S1
σq̃n ∂x (σΠnϕ) dxds,

In4 (t) :=

∫ t

0

∫
S1
σ∂xũn ΠnϕdxdW̃n.
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Recall that a Baire function of class κ, where κ is an ordinal number, is a function
that is the pointwise limit of Baire functions of class κ−1, and class 0 Baire functions
are the continuous functions. We have that Fϕ,n is a Baire function of class 1. In
particular, the inclusion of the stochastic integral in this class can be seen by it
being the pointwise limit of temporally mollified approximations along the lines of
Benssousan [4, Sec. 4.3.5] or [23, Lemma 2.1] (see Lemma A.3). Hence, by the
equivalence of joint laws (6.5), we have [46, p. 105]

P̃
({
Fϕ,n

[(
ũn(s), W̃n(s), ũ0,n, q̃n(s), s ∈ [0, t]

)]
= 0
})

= P
({
Fϕ,n

[(
un(s),W (s),Πnu0, qn(s), s ∈ [0, t]

)]
= 0
}) (3.1)

= 1.

We now establish the convergence of In1 ,. . . ,In4 separately.

1. Convergence of In2 .
We estimate as follows:∥∥∥ũ q̃ + ∂xP [ũ]−Πn

(
ũn q̃n + ∂xP

[
ũn
])∥∥∥

L2([0,T ]×S1)

≤ ‖ũq̃ −Πn (ũnq̃n)‖L2([0,T ]×S1) +
∥∥∂xP [ũ]−Πn∂xP

[
ũn
]∥∥
L2([0,T ]×S1)

≤ ‖ũq̃ −Πn (ũq̃)‖L2([0,T ]×S1) + ‖Πn (ũq̃ − ũnq̃n)‖L2([0,T ]×S1)

+
∥∥∂xP [ũ]−Πn∂xP

[
ũ
]∥∥
L2([0,T ]×S1)

+
∥∥Πn

(
∂xP

[
ũ
]
− ∂xP

[
ũn
])∥∥

L2([0,T ]×S1)

≤ ‖ũq̃ −Πn (ũq̃)‖L2([0,T ]×S1) +
∥∥∂xP [ũ]−Πn∂xP

[
ũ
]∥∥
L2([0,T ]×S1)

+ ‖ũq̃ − ũnq̃n‖L2([0,T ]×S1) + ‖∂xP [ũ]− ∂xP [ũn]‖L2([0,T ]×S1) (Bessel’s ineq.)

≤ ‖(1−Πn) (ũq̃)‖L2([0,T ]×S1) + ‖(1−Πn) ∂xP [ũ]‖L2([0,T ]×S1)

+ ‖ũq̃ − ũnq̃n‖L2([0,T ]×S1) + ‖∂xK‖L2(S1)

∥∥ũ2 − ũ2
n

∥∥
L1([0,T ]×S1)

+
1

2
‖∂xK‖L2(S1)

∥∥q̃2 − q̃2
n

∥∥
L1([0,T ]×S1)

n↑∞−→ 0, P̃-a.s., (by Lemma 6.7)

using the convergence Πn → 1 in the operator norm on L2(S1) → L2(S1). This
implies that

In2
n↑∞−→

∫ t

0

∫
S1

[
ũ ∂xũ+ ∂xP

[
ũ
]]
ϕdxds, P̃-a.s. (6.6)

2. Convergence of In1 and In3 .

For any ϕ ∈ C1(S1), P̃-almost surely,∣∣∣∣−1

2

∫ t

0

∫
S1
σq̃ ∂x (σϕ) dxds− In3

∣∣∣∣
≤ 1

2

∫ t

0

∣∣∣∣∫
S1
σ
(
q̃ − q̃n

)
∂x (σϕ) dx

∣∣∣∣ ds

+
1

2

∫ t

0

∣∣∣∣∫
S1
σq̃n ∂x

(
σ (1−Πn)ϕ

)
dx

∣∣∣∣ ds

≤ Cσ,ϕ ‖q̃ − q̃n‖L2([0,T ]×S1)

+ Cσ ‖q̃n‖L2([0,T ]×S1) ‖(1−Πn)ϕ‖H1(S1)

n↑∞−→ 0.
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Similarly, by the P̃-a.s. L2
t,x convergence of q̃n, cf. (6.4),∣∣∣∣∫ t

0

∫
S1

(
εq̃ − εq̃n

)
∂xϕdxds

∣∣∣∣ n↑∞−→ 0, P̃-a.s.

The convergence ∫
S1
ũn(t)ϕdx→

∫
S1
ũ(t)ϕdx, P̃-a.s.

follows from the P̃-a.s. convergence ũn → ũ in C([0, T ];H1
w(S1)), see (6.4), noting

that ϕ ∈ C1(S1) ⊆ H1(S1). Finally, the convergence∫
S1
ũ0,nϕdx

n↑∞−→
∫
S1
ũ0ϕdx, P̃-a.s.

is a direct consequence of Theorem 6.2 and (6.1).
Combining these results we find that

In1 + In3
n↑∞−→

∫
S1
ũ(t)ϕdx−

∫
S1
ũ0ϕdx−

∫ t

0

∫
S1
ε∂xũ ∂xϕdxds

− 1

2

∫ t

0

∫
S1
σ ∂xũ ∂x (σϕ) dxds, P̃-a.s.

(6.7)

3. Convergence of In4 .

First, P̃-almost surely., we have

‖σq̃ −Πn (σq̃n)‖L2([0,T ]×S1) ≤ ‖σ (q̃ − q̃n)‖L2([0,T ]×S1)

+ ‖σq̃n −Πn (σq̃n)‖L2([0,T ]×S1)

n↑∞−→ 0,

and so Πn (σ q̃n)
n↑∞−→ σq̃ in L2([0, T ] × S1) in probability. Besides, W̃n

n↑∞−→ W̃ in

C([0, T ]) P̃-almost surely, and thus in probability. Therefore, by Lemma A.3,

In4
n↑∞−→

∫ t

0

σq̃ dW̃ , in L2([0, T ]× S1), (6.8)

in probability and hence P̃-almost surely along a subsequence.

4. Weak formulation.
Gathering (6.6), (6.7), and (6.8), we have shown that ũ, W̃ , ũ0 satisfy, for any

ϕ ∈ C1
c (S1),

0 =

∫
S1
ϕũdx

∣∣∣∣T
0

+

∫ T

0

∫
S1
ϕ ũ ∂xũdx dt− ε

∫ T

0

∫
S1
ϕ∂2

xũdx dt

+

∫ T

0

∫
S1
ϕ∂xP

[
ũ
]

dx dt− 1

2

∫ T

0

∫
S1
σ ∂x (σ∂xũ) dx dt

+

∫ T

0

∫
S1
σ∂xũdxdW̃ ,

ũ(0) = ũ0

(6.9)

as in Definition 2.1(e).

5. Appropriate inclusions.
The P̃-almost sure inclusion ũ ∈ C([0, T ];H1

w(S1)) follows directly from the
Skorokhod argument of Theorem 6.2. Therefore, we are left to show that ũ ∈
Lp(Ω;L∞([0, T ];H1(S1))) ∩ L2(Ω× [0, T ];H2(S1)).
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By the Lusin–Souslin theorem [36, Thm. 15.1], the inclusion L2([0, T ];H2(S1)) ↪→
L2([0, T ];H1(S1)) is Borel. We can then invoke the equality of laws to obtain

Ẽ ‖ũn‖2L2([0,T ];H2(S1)) = E ‖un‖2L2([0,T ];H2(S1)) < C,

where C is independent of n, by Theorem 4.1. This implies that q̃n are uniformly
bounded in L2(Ω× [0, T ]× S1). Therefore, by reflexivity, any weak limit is also in
L2(Ω× [0, T ]× S1).

The inclusion L∞([0, T ];H1(S1)) ↪→ C([0, T ];H1
w(S1)) is continuous because for

any ϕ ∈ H1(S1)∗ = H−1(S1),

sup
t∈[0,T ]

∣∣〈u, ϕ〉H−1,H1,

∣∣ ≤ ‖ϕ‖H−1(S1) sup
t∈[0,T ]

‖u‖H1(S1) .

Therefore, by the quasi-Polish version of the Lusin–Souslin theorem [39, Cor. A.2],
we maintain as before the higher moment bound

Ẽ ‖ũn‖pL∞([0,T ];H1(S1)) = E ‖un‖pL∞([0,T ];H1(S1)) < C.

7. Pathwise uniqueness and proof of Theorem 1.1. In this section, we will
show pathwise uniqueness and, consequently, the existence of strong solutions in the
energy space L2

(
Ω;L∞([0, T ];H1(S1))

)
(Theorem 7.6). This will involve estimates

similar to the energy inequality in Proposition 4.1. However, as we are dealing with
solutions a.s. in L∞([0, T ];H1(S1)), calculations using smooth Galerkin approxima-
tions cannot be reproduced here. To keep using the standard (finite-dimensional)
Itô formula, we convolve the SPDE against a standard Friedrichs mollifier Jδ, mak-
ing it possible to interpret the SPDE pointwise in x. Mollification introduces error
terms to the equation, (see (7.16)). We will first state and prove convergence results
for these error terms.

7.1. Regularisation errors. We begin this subsection by proving first order com-
mutator estimates in the stochastic setting. Notice that the fourth moment as-
sumption is made. This assumption is the reason that a bounded p > 4 moment is
needed on the initial condition (e.g., in Theorem 1.1). The assumption itself arises
from (7.3), where the L∞t L

2
x boudedness of ∂xu is exploited in applying Young’s

convolution inequality. It is true that ∂xu is in L3−
ω,t,x uniformly in ε, but because

of the extra square in the exponent, this is difficult to exploit. Higher integrability
bounds for fixed ε > 0 exist but may only hold up to stopping time.

Throughout the paper we let Jδ be a standard Friedrichs (spatial) mollifier, and
set uδ := u ∗ Jδ, and use δ as subscript to denote a mollified function.

Lemma 7.1 (Commutator estimates). Let u, v, w ∈ L4(Ω;L∞([0, T ];H1(S1))), and
suppose σ ∈ W 1,∞(S1). Finally, let K ∈ W 1,∞(S1) be a given kernel function.
Define the commutator functions:

E1
δ = E1

δ (u, v) :=
(
u ∂xu− v ∂xv

)
∗ Jδ − (uδ ∂xuδ − vδ ∂xvδ)

+ ∂xK ∗
(
u2 − v2 +

1

2

(
(∂xu)

2 − (∂xv)
2
))
∗ Jδ

− ∂xK ∗
(
u2
δ − v2

δ +
1

2

(
(∂xuδ)

2 − (∂xvδ)
2
))

,

E2
δ = E2

δ (w) :=
(
σ ∂xw

)
∗ Jδ − σ ∂xwδ,

E3
δ = E3

δ (w) := −1

2

(
σ ∂x (σ ∂xw)

)
∗ Jδ +

1

2
σ ∂x (σ ∂xwδ) .

(7.1)
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The following convergences hold:

E
∥∥E1

δ

∥∥2

L2([0,T ]×S1)
, E
∥∥E2

δ

∥∥2

L2([0,T ];H1(S1))
, E
∥∥E3

δ

∥∥2

L2([0,T ]×S1)

δ↓0−→ 0. (7.2)

Proof. Whilst these commutator estimates are similar to the classical ones of [25], we
prove them here both because we are in the stochastic setting, with an extra integral
in dP, and also because the extra temporal integrability on ‖u‖H1(S1) permits for

the slightly stronger results that we shall be using. In particular, we have bounds
in L2

x, and not only L1
x, for E1

δ .

1. Convergence of E1
δ .

For the transport terms we have

‖(u ∂xu) ∗ Jδ − uδ ∂xuδ‖2L2([0,T ]×S1)

. ‖(u ∂xu) ∗ Jδ − u ∂xuδ‖2L2([0,T ]×S1) + ‖u ∂xuδ − uδ ∂xuδ‖2L2([0,T ]×S1)

=

∥∥∥∥∫
S1

u( · )− u(y)

· − y
∂yu(y) ( · − y)Jδ( · − y) dy

∥∥∥∥2

L2([0,T ]×S1)

+

∥∥∥∥∫
S1

u( · )− u(y)

· − y
∂xuδ( · ) ( · − y) Jδ( · − y) dy

∥∥∥∥2

L2([0,T ]×S1)

=: Iδ1 + Iδ2 .

By Young’s convolution inequality, and the fact that δ ‖Jδ‖L2(S1) .
√
δ,

E
∣∣Iδ1 ∣∣ . E

∫ T

0

∥∥∥∥∥|∂xu| sup
|h|≤δ

∣∣∣∣u( · + h)− u( · )
h

∣∣∣∣
∥∥∥∥∥

2

L1(S1)

δ2 ‖Jδ‖2L2(S1) ds

. E δ
∫ T

0

‖∂xu‖4L2(S1) ds .T δ.

(7.3)

Similarly,

E
∣∣Iδ2 ∣∣ . δ E

∣∣∣∣∣
∫ T

0

‖∂xu‖2L2 ‖∂xuδ‖2L2(S1) ds

∣∣∣∣∣
. δ E

∫ T

0

‖∂xu‖4L2(S1) ds .T δ.

Therefore,

E ‖(u ∂xu) ∗ Jδ − uδ ∂xuδ‖2L2([0,t]×S1) ≤ E
(
Iδ1 + Iδ2

) δ↓0−→ 0.

Consider the terms in E1
δ involving the kernel K, for which ‖∂xK‖L2(S1) . 1.

For any ξ ∈ L4
(
Ω;L∞([0, T ];L2(S1))

)
, we find∥∥∂xK ∗ ξ2 ∗ Jδ − ∂xK ∗ ξ2

δ

∥∥2

L2(S1)

≤ ‖∂xK‖2L2(S1)

∥∥ξ2 ∗ Jδ − ξ2
δ

∥∥2

L1(S1)

.
∥∥ξ2 ∗ Jδ − ξ2

∥∥2

L1(S1)
+
∥∥ξ2 − ξξδ

∥∥2

L1(S1)
+
∥∥ξξδ − ξ2

δ

∥∥2

L1(S1)
.

By standard properties of Friedrichs mollifiers, the terms on the right-hand side all
tend to zero as δ → 0. We take ξ = u, v or ξ = ∂xu, ∂xv in the calculation above.
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Combining the foregoing calculations, we arrive at

E
∥∥E1

δ

∥∥2

L2([0,T ]×S1)

δ↓0−→ 0.

2. Convergence of E2
δ .

For any ξ ∈ L2(Ω× [0, T ]× S1) (such as ξ = u or ξ = ∂xu), the convergence(
σξ
)
∗ Jδ − (σ ξδ)

δ↓0−→ 0 in L2(Ω× [0, T ]× S1).

is a direct result of the dominated convergence theorem.
The convergence

∂x
(
σξ
)
∗ Jδ − ∂x (σ ξδ)

δ↓0−→ 0 in L2([0, T ]× S1)

follows directly from [25, Lemma II.1], where it was shown that∥∥∂x(σξ) ∗ Jδ − ∂x (σ ξδ)
∥∥
L2([0,T ]×S1)

≤ Cδ,σ ‖ξ‖L2([0,T ]×S1) ,

where Cδ,σ
δ↓0−→ 0 and is independent of ξ (and therefore deterministic). This gives

E
∥∥E2

δ

∥∥2

L2([0,T ];H1(S1))

δ↓0−→ 0.

3. Convergence of E3
δ .

Since w ∈ L4
(
Ω;L∞([0, T ];H1(S1))

)
, again setting ξ = ∂xw, so that ξ belongs

to L4
(
Ω;L∞([0, T ];L2(S1))

)
, the commutator can be written as

−2E3
δ =

(
σ ∂x (σξ)

)
∗ Jδ − σ ∂x (σξδ)

=
[(
σ ∂xσξ

)
∗ Jδ − σ ∂xσξδ

]
+
[(
σ2 ∂xξ

)
∗ Jδ − σ2 ∂xξδ

]
.

We can then apply step 2 of the proof to conclude that (7.2) holds.
We point out that we needed only L2-integrability in ω in Steps 2 and 3.

Next, we introduce an operator notation that will be indispensable in the next
two results. For f ∈ Lp(S1), 1 ≤ p ≤ ∞, set

jδf := fδ = f ∗ Jδ, Σf := ∂x (σf) (7.4)

where Jδ is the mollifier used in the definition of E3
δ . Finally, we define[

Σ, jδ
]
(f) := Σjδf − jδΣf = ∂x

(
σfδ
)
− ∂x(σf) ∗ Jδ.

Lemma 7.2 (Double commutator estimate). Let ξ ∈ L2(Ω × [0, T ] × S1), and
suppose σ ∈W 2,∞(S1). Then

Rδ := Jδ ∗ ∂x
(
σ ∂x (σξ)

)
− 2∂x

(
σ Jδ ∗ ∂x (σξ)

)
+ ∂x

(
σ ∂x (σξδ)

) δ↓0−→ 0

in L2(Ω× [0, T ]× R).

Remark 7.3. An almost sure version of this lemma (instead of convergence in
L2(Ω)) was stated with a similar proof in [33, Lemma B.3]. Furthermore, we allow
for a more general σ here than in [40]; the work [40] imposes a divergence-free
condition on σ (with S1 replaced by Rd).
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Proof. Using the operator notation defined in (7.4), we can write −Rδ as a double
commutator:

−Rδ =
[[

Σ, jδ
]
,Σ
]
(ξ) =

[
Σ, jδ

]
(Σξ)−Σ

[
Σ, jδ

]
(ξ)

= 2ΣjδΣξ − jδΣΣξ −ΣΣjδξ. (7.5)

Term-by-term we have

2ΣjδΣξ(x) = 2

∫
R
∂2
xxJδ(x− y)σ(x)σ(y)ξ(y) dy (7.6)

+ 2

∫
R
∂xJδ(x− y)∂xσ(x)σ(y)ξ(y) dy, (7.7)

jδΣΣξ(x) =

∫
R
∂2
xxJδ(x− y)σ2(y)ξ(y) dy (7.8)

−
∫
R
∂xJδ(x− y)σ(y)∂yσ(y)ξ(y) dy, (7.9)

and

ΣΣjδξ(x) =

∫
R
Jδ(x− y)∂x

(
σ(x)∂xσ(x)

)
ξ(y) dy (7.10)

+ 3

∫
R
∂xJδ(x− y)σ(x)∂xσ(x)ξ(y) dy (7.11)

+

∫
R
∂2
xxJδ(x− y)σ2(x)ξ(y) dy. (7.12)

We will estimate (7.6) to (7.12) by considering the sums

I1 := (7.7)− (7.9)− (7.11), I2 := (7.6)− (7.8)− (7.12),

and the stand-alone integral (7.10), where, from (7.5), we see that

−Rδ =
[[

Σ, jδ
]
,Σ
]
(ξ) = I1 + I2 − (7.10). (7.13)

We will use [25, Lemma II.1] to establish that (7.13) tends to zero in an appropriate
sense. Estimating the terms in (7.13) separately, we have

‖I1‖L2(R) =

∥∥∥∥∫
R
∂xJδ( · − y)

×
(
2σ(y)∂xσ( · ) + σ(y)∂yσ(y)− 3σ( · )∂xσ( · )

)
ξ(y) dy

∥∥∥∥
L2(R)

=

∥∥∥∥∫
R
∂xJδ( · − y)

×
(
2
(
σ(y)− σ( · )

)
∂xσ( · ) +

(
σ(y)∂yσ(y)− σ( · )∂xσ( · )

))
ξ(y) dy

∥∥∥∥
L2(R)

≤
∥∥∥∥∫

R
|∂xJδ( · − y)|

×
(
2 |σ(y)− σ( · )| |∂xσ( · )|+ |σ(y)∂yσ(y)− σ( · )∂xσ( · )|

)
|ξ(y)| dy

∥∥∥∥
L2(R)

≤ C
∥∥∥∥∫

R
| · − y| |∂xJδ( · − y)|

×
(
2

∣∣∣∣σ(y)− σ( · )y − · ∂xσ( · )
∣∣∣∣+ ∣∣∣∣σ(y)∂yσ(y)− σ( · )∂xσ( · )y − ·

∣∣∣∣) |ξ(y)| dy∥∥∥∥
L2(R)
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≤ C
(
‖∂xσ‖2L∞(R) +

∥∥∂x(σ∂xσ)∥∥L∞(R)

)
×
∥∥∥∥∫

R
| · − y| |∂xJδ( · − y)| |ξ(y)| dy

∥∥∥∥
L2(R)

≤ C
(
‖∂xσ‖2L∞(R) +

∥∥∂x(σ∂xσ)∥∥L∞(R)

)∥∥∥| · | ∂xJδ( · )∥∥∥
L1(R)

‖ξ‖L2(R)

≤ C
(
‖∂xσ‖2L∞(R) +

∥∥∂x(σ∂xσ)∥∥L∞(R)

)
‖ξ‖L2(R) ,

where we have used Young’s convolution inequality and subsequently the basic
estimate

∥∥| · | ∂xJδ( · )∥∥L1(R)
. 1. Similarly,

‖I2‖L2(R) =

∥∥∥∥∫
R
∂2
xxJδ( · − y)

(
2σ( · )σ(y)− σ2( · )− σ2(y)

)
ξ(y) dy

∥∥∥∥
L2(R)

=

∥∥∥∥∫
R
∂2
xxJδ( · − y)

(
σ( · )− σ(y)

)2
ξ(y) dy

∥∥∥∥
L2(R)

≤
∥∥∥∥∫

R

∣∣∂2
xxJδ( · − y)

∣∣ ∣∣2σ( · )σ(y)− σ2( · )− σ2(y)
∣∣ |ξ(y)| dy∥∥∥∥

L2(R)

≤ C

∥∥∥∥∥
∫
R

(
· − y

)2 ∣∣∂2
xxJδ( · − y)

∣∣ ∣∣∣∣σ( · )− σ(y)· − y

∣∣∣∣2 |ξ(y)| dy
∥∥∥∥∥
L2(R)

≤ C ‖∂xσ‖2L∞(R)

∥∥∥∥∫
R
( · − y)2

∣∣∂2
xxJδ( · − y)

∣∣ |ξ(y)| dy∥∥∥∥
L2(R)

≤ C ‖∂xσ‖2L∞(R)

∥∥∥( · )2∂2
xxJδ( · )

∥∥∥
L1(R)

‖ξ‖L2(R)

≤ C ‖∂xσ‖2L∞(R) ‖ξ‖L2(R) .

We also have

‖(7.10)‖L2(R) ≤ C ‖Jδ‖L1(R) ‖∂x(σ∂xσ)‖L∞(R) ‖ξ(t)‖L2(R) .

Given the last three (δ-independent) bounds, it is sufficient to establish conver-
gence of (7.5) under the assumption that σ, ξ are smooth (in x). The general case
follows by density using the established bounds. Under this assumption, we have

I2 =

∫
R
∂2
xxJδ(x− y)

(
2σ(x)σ(y)− σ2(x)− σ2(y)

)
ξ(y) dy

= −2

∫
R
∂2
xxJδ(x− y)

(x− y)2

2

(
σ(y)− σ(x)

y − x

)2

ξ(y) dy

= −2
(
∂xσ(x)

)2
ξ(x)

∫
R

z2

2
∂2
zzJδ(z) dz + oδ(1),

where
∫
R
z2

2 ∂
2
zzJδ(z) dz = 1. A similar calculation can be done for I1, in which case

there is only one derivative on the mollifier and then the calculation can be found
in the proof of [25, Lemma II.1]. The limit of (7.10) is standard. Reasoning as in
the proof of [25, Lemma II.1], we arrive at

I1
δ↓0→ ∂x

(
σ∂xσ

)
ξ + 2

(
∂xσ

)2
ξ, I2

δ↓0→ −2
(
∂xσ

)2
ξ,

−(7.10)
δ↓0→ −∂x

(
σ∂xσ

)
ξ in L2(R), for dP⊗ dt-a.e.

Adding these terms together, with reference to (7.13), and using the dominated

convergence theorem, we conclude that −Rδ
δ↓0−→ 0 in L2(Ω× [0, T ]× R).
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Proposition 7.4 (Itô–Stratonovich conversion terms and regularisation errors).

Let S ∈ C1(R) ∩ Ẇ 2,∞(R) satisfy S′(r) = O(r) and supr |S′′(r)| < ∞. Let ϕ ∈
C∞([0, T ] × S1). With w, wδ, E

2
δ , and E3

δ defined as in (7.1) of Lemma 7.1, we
have

E
∫ T

0

∣∣∣∣∫
S1
− ϕS′(∂xwδ)∂xE3

δ

+ ϕS′′(∂xwδ)

(
1

2

∣∣∂xE2
δ

∣∣2 + ∂x (σ ∂xwδ) ∂xE
2
δ

)
dx

∣∣∣∣ dt δ↓0−→ 0.

(7.14)

Remark 7.5. An almost sure version of this proposition, instead of convergence
in L1(Ω), and with ϕ ≡ 1, was stated with a similar proof in [33, Lemma B.3].
Moreover, the result in [33] was stated with slightly more stringent conditions on S,
requiring |S′(r)| = O(1) instead of |S′(r)| = O(r). For the remainder of this paper,
we shall use ϕ ≡ 1.

Proof. In the following, we continue using the operator notation consisting of jδ
and Σ defined in (7.4). The estimate (7.14) takes inspiration from the proof of
[40, Prop. 3.4]. However, whereas they considered the commutator between the

operators Σ̃f := σ∂xf and jδf , we have to consider the analogous question for Σf =
∂x(σf) and jδ. Insofar as ∂xw can be any element ξ ∈ L2(Ω;L∞([0, T ];L2(S1))) (in
fact, even just ξ ∈ L2(Ω× [0, T ]× S1)!) for the purpose of the convergence, denote
∂xw by ξ, and ∂xwδ by ξδ, since mollification commutes with (weak) differentiation.

We can express ∂xE
δ
3 in terms of commutator brackets as follows:

∂xE
3
δ (ξ) =

1

2

(
ΣΣjδξ − jδΣΣξ

)
=

1

2

(
Σ
[
Σ, jδ

]
(ξ) +

[
Σ, jδ

]
Σ(ξ)

)
. (7.15)

Similarly, we can write the remaining part of the integrand of (7.14) in the form
1
2S
′′(ξδ)E

4
δ , where

E4
δ (ξ) :=

(
∂x(σξ) ∗ Jδ

)2 − (∂x(σξδ)
)2

=
(
jδΣξ

)2 − (Σjδξ
)2
.

Therefore, following the calculations in [40, p. 655],

−1

2
S′′(ξδ)E

4
δ =

1

2
S′′(ξδ)

(
Σjδξ − jδΣξ

)(
Σjδξ + jδΣξ

)
= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)
(
Σjδξ

)[
Σ, jδ

]
(ξ)

= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)∂xσξδ
[
Σ, jδ

]
(ξ)

+ σ∂x(S′(ξδ))
[
Σ, jδ

]
(ξ)

= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)∂xσξδ
[
Σ, jδ

]
(ξ)

+ ∂x
(
σS′(ξδ)

[
Σ, jδ

]
(ξ)
)
− S′(ξδ)∂x

(
σ
[
Σ, jδ

]
(ξ)
)

= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)∂xσξδ
[
Σ, jδ

]
(ξ)

+ ∂x
(
σS′(ξδ)

[
Σ, jδ

]
(ξ)
)
− S′(ξδ)Σ

[
Σ, jδ

]
(ξ),

by invoking the definition of Σ. Adding this to (7.15), we find that

−1

2
S′′(ξδ)E

4
δ + S′(ξδ) ∂xE

3
δ

= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)∂xσξδ
[
Σ, jδ

]
(ξ) + ∂x

(
σS′(ξδ)

[
Σ, jδ

]
(ξ)
)
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− S′(ξδ)Σ
[
Σ, jδ

]
(ξ) +

1

2
S′(ξδ)

([
Σ, jδ

]
(Σξ)−Σ

[
Σ, jδ

]
(ξ)
)

= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)∂xσξδ
[
Σ, jδ

]
(ξ)

+ ∂x
(
σS′(ξδ)

[
Σ, jδ

]
(ξ)
)

+
1

2
S′(ξδ)

([
Σ, jδ

]
(Σξ)−Σ

[
Σ, jδ

]
(ξ)
)

= −1

2
S′′(ξδ)

([
Σ, jδ

]
(ξ)
)2

+ S′′(ξδ)∂xσξδ
[
Σ, jδ

]
(ξ)

+ ∂x
(
σS′(ξδ)

[
Σ, jδ

]
(ξ)
)

+
1

2
S′(ξδ)

[[
Σ, jδ

]
,Σ
]
(ξ).

For the term ∂x
(
σS′(ξδ)

[
Σ, jδ

]
(ξ)
)
, we integrate- by-parts in x against ϕ. We know

already that
[
Σ, jδ

]
(ξ) = ∂xE

2
δ

δ↓0−→ 0 in L2(Ω× [0, T ]× S1), cf. Lemma 7.1. (So in

fact cancellation only occurs between the S′(ξδ)∂xE
3
δ and the S′′(ξδ)∂x(σξδ) ∂xE

2
δ

terms.) Convergence of the double commutator bracket is established in Lemma 7.2.

Now the entire claim (7.14) follows, as S ∈ C1(R)∩ Ẇ 2,∞(R) and S′(r) = O(r), so
that S′(ξδ) ∈ L2(Ω× [0, T ]× S1) and S′′(ξδ) ∈ L∞(Ω× [0, T ]× S1).

7.2. Pathwise uniqueness. To quickly establish pathwise uniqueness of solutions
in the energy space L2([0, T ];H1(S1)), we would need bounds on the solution in
L2
(
[0, T ];L∞(Ω;W 1,∞(S1))

)
to control exponential moments of cubic terms that

appear in the exponent resulting from a Gronwall inequality. Unfortunately, such
bounds are not available unless T is replaced by a stopping time ηR < T that
converges a.s. to T as R → ∞. However, integrating up to a stopping time, it
is not possible to interchange the expectation (integral w.r.t. dP) with the tempo-
ral integral and appeal to a standard Gronwall inequality. We will therefore rely
on the stochastic Gronwall inequalities, see Lemmas A.1 and A.2. Having shown
uniqueness on

[
0, ηR

]
, we send R→∞ to conclude uniqueness on [0, T ].

Theorem 7.6 (Pathwise uniqueness in H1). Let u, v be strong H1 solutions to
the viscous stochastic Camassa–Holm equation (1.1) with σ ∈ W 2,∞(S1) and intial
condition u0 ∈ Lp0(Ω;H1(S1)) for some p0 > 4. Then E ‖u− v‖L∞([0,T ];H1(S1)) = 0.

Proof. Suppose u and v are strong solutions defined relative to the (same) stochastic
basis

(
Ω,F , {Ft}t≥0,P

)
and Brownian motion W . The difference w = u− v obeys

0 = dw − ε∂2
xw dt+ (u ∂xu− v ∂xv) dt

+ ∂xK ∗
(
u2 − v2 +

1

2

(
(∂xu)

2 − (∂xv)
2
))

dt

− 1

2
σ ∂x (σ ∂xw) dt+ σ ∂xw dW.

The spatial derivative satisfies

0 = d∂xw − ε∂3
xw dt+ ∂x (u ∂xu− v ∂xv) dt

+ ∂2
xK ∗

(
u2 − v2 +

1

2

(
(∂xu)

2 − (∂xv)
2
))

dt

− 1

2
∂x (σ ∂x (σ ∂xw)) dt+ ∂x (σ ∂xw) dW.

Recall that Jδ is a standard Friedrichs mollifier and wδ = w ∗Jδ. We convolve both
the foregoing equations against Jδ in order to obtain SPDEs that can be understood
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in the pointwise sense (in x):

0 = dwδ − ε∂2
xwδ dt+ (uδ ∂xuδ − vδ ∂xvδ) dt

+ ∂xK ∗
(
u2
δ − v2

δ +
1

2

(
(∂xuδ)

2 − (∂xvδ)
2
))

dt

− 1

2
σ ∂x (σ ∂xwδ) dt+ σ ∂xwδ dW + E1

δ dt+ E2
δ dW + E3

δ dt,

0 = d∂xwδ − ε∂3
xwδ dt+ ∂x (uδ ∂xuδ − vδ ∂xvδ) dt

+ ∂2
xK ∗

(
u2
δ − v2

δ +
1

2

(
(∂xuδ)

2 − (∂xvδ)
2
))

dt

− 1

2
∂x (σ ∂x (σ ∂xwδ)) dt+ ∂x (σ ∂xwδ) dW

+ ∂xE
1
δ dt+ ∂xE

2
δ dW + ∂xE

3
δ dt,

(7.16)

where E1
δ , E2

δ and E3
δ are as in (7.1).

Apart from the technical addition of the commutator terms Eiδ, i = 1, 2, 3,
uniqueness follows from a straightforward calculation. The quantities uδ, vδ, and
wδ are necessarily P̃-almost surely in C([0, T ];H1(S1)) by the inclusion of u, v,
and consequently w in C([0, T ];H1

w(S1)). As in deriving the energy inequality of
Proposition 4.1 for the Galerkin approximations, repeated applications of the (finite-
dimensional) Itô formula gives

1

2
‖wδ(t)‖2H1(S1) + ε

∫ t

0

‖∂xwδ(s)‖2H1(S1) ds (7.17)

= −
∫ t

0

∫
S1

[
wδ (uδ ∂xuδ − vδ ∂xvδ) + ∂xwδ ∂x (uδ ∂xuδ − vδ ∂xvδ)

]
dx ds

−
∫ t

0

∫
S1

[
wδ ∂xK ∗

(
u2
δ − v2

δ +
1

2

(
(∂xuδ)

2 − (∂xvδ)
2
))

+ ∂xwδ ∂
2
xK ∗

(
u2
δ − v2

δ +
1

2

(
(∂xuδ)

2 − (∂xvδ)
2
))]

dxds

+
1

2

∫ t

0

∫
S1

[
σwδ ∂x (σ ∂xwδ) + ∂xwδ ∂x (σ ∂x (σ ∂xwδ))

]
dx ds

−
∫ t

0

∫
S1

[
wδ
(
E1
δ + E3

δ

)
+ ∂xwδ

(
∂xE

1
δ + ∂xE

3
δ

) ]
dxds

+
1

2

∫ t

0

∫
S1

[ (
σ ∂xwδ + E2

δ

)2
+
(
∂x (σ ∂xwδ) + ∂xE

2
δ

)2 ]
dxds

+

∫ t

0

∫
S1

[
σ wδ ∂xwδ + ∂xwδ ∂x (σ ∂xwδ)

]
dx dW

+

∫ t

0

∫
S1

[
wδE

2
δ + ∂xwδ ∂xE

2
δ

]
dx dW

=: Iδ1 + Iδ2 + Iδ3 + Iδ4 + Iδ5 +Mδ
1 +Mδ

2 ,

recalling that ‖wδ(0)‖2H1(S1) = 0. We split the remaining analysis into two parts —

one for Iδ1 and Iδ2 , consisting of the mollified terms from the “deterministic” part
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of the equation, and another for the remaining integrals consisting of the effects of
the convective noise and all the mollification error terms.

1. Estimating Iδ1 and Iδ2 .
For Iδ1 we have∣∣Iδ1 ∣∣ =

1

2

∣∣∣∣∫ t

0

∫
S1

[
wδ ∂x

(
u2
δ − v2

δ

)
+ ∂xwδ ∂

2
x

(
u2
δ − v2

δ

) ]
dxds

∣∣∣∣
=

1

2

∣∣∣∣∫ t

0

∫
S1

[
∂xwδ wδ

(
uδ + vδ

)
+ ∂2

xwδ ∂x
(
wδ
(
uδ + vδ

)) ]
dx ds

∣∣∣∣
≤ 1

2

∫ t

0

[
‖∂xwδ‖L2(S1) ‖wδ‖L2(S1) ‖uδ + vδ‖L∞(S1)

+
∥∥∂2

xwδ
∥∥
L2(S1)

‖wδ‖H1(S1) ‖uδ + vδ‖W 1,∞(S1)

]
ds

≤ 1

2

∫ t

0

[
‖wδ‖2H1(S1) ‖uδ + vδ‖L∞(S1)

+
ε

2

∥∥∂2
xwδ

∥∥2

L2(S1)
+

1

2ε
‖wδ‖2H1(S1) ‖uδ + vδ‖2W 1,∞(S1)

]
ds.

Using the identity
(
K − ∂2

xK
)
∗ f = f ,∣∣Iδ2 ∣∣ =

∣∣∣∣∫ t

0

∫
S1
∂xwδ

(
u2
δ − v2

δ +
1

2

(
(∂xuδ)

2 − (∂xvδ)
2
))

dxds

∣∣∣∣
=

∣∣∣∣∫ t

0

∫
S1
∂xwδ

(
wδ
(
uδ + vδ

)
+

1

2
∂xwδ ∂x

(
uδ + vδ

))
dx ds

∣∣∣∣
=

∣∣∣∣∫ t

0

∫
S1

[
wδ ∂xwδ

(
uδ + vδ

)
− ∂xwδ ∂2

xwδ
(
uδ + vδ

)]
dxds

∣∣∣∣
≤
∫ t

0

[
‖wδ‖2H1(S1) ‖uδ + vδ‖L∞(S1)

+
ε

4

∥∥∂2
xwδ

∥∥2

L2(S1)
+

1

4ε
‖∂xwδ‖2L2(S1) ‖uδ + vδ‖2L∞(S1)

]
ds.

In the right-hand sides of
∣∣Iδ1 ∣∣ and

∣∣Iδ2 ∣∣, the terms involving ε
∫ t

0

∥∥∂2
xwδ

∥∥2

L2(S1)
ds

can be absorbed into (7.17).

2. Estimating Iδ3 + Iδ4 + Iδ5 .
Next, we have

Iδ3 = −1

2

∫ t

0

∫
S1
|σ ∂xwδ|2 dxds− 1

2

∫ t

0

∫
S1
σ ∂xσ wδ ∂xwδ dx ds

− 1

2

∫ t

0

∫
S1

∣∣σ∂2
xwδ

∣∣2 dxds− 1

2

∫ t

0

∫
S1
σ ∂xσ ∂xwδ ∂

2
xwδ dxds

= −1

2

∫ t

0

∫
S1

[
|σ ∂xwδ|2 +

∣∣σ∂2
xwδ

∣∣2 ]dx ds− 1

2

∫ t

0

∫
S1
σ ∂xσ wδ ∂xwδ dxds

+
1

4

∫ t

0

∫
S1
∂x (σ ∂xσ) |∂xwδ|2 dxds.

We add Iδ4 and Iδ5 together and use Lemma 7.1 and Proposition 7.4, yielding

Iδ4 + Iδ5 =

∫ t

0

∫
S1

[
− wδ

(
E1
δ + E3

δ

)
+

1

2

(
σ∂xwδ + E2

δ

)2 ]
dx ds
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+

∫ t

0

∫
S1

[
− ∂xwδ ∂xE1

δ +
1

2
|∂x (σ ∂xwδ)|2

]
dxds

+

∫ t

0

∫
S1

[
− ∂xwδ ∂xE3

δ +
1

2

∣∣∂xE2
δ

∣∣2 + ∂x (σ ∂xwδ) ∂xE
2
δ

]
dxds

=: Iδ4+5,1 + Iδ4+5,2 +

∫ t

0

Iδ4+5,3 ds.

For Iδ4+5,1, we have∣∣Iδ4+5,1

∣∣ ≤ ‖wδ‖2L2([0,t]×S1) +
∥∥E1

δ + E3
δ

∥∥2

L2([0,t]×S1)

+ ‖σ‖2L∞(S1) ‖∂xwδ‖
2
L2([0,t]×S1) +

∥∥E2
δ

∥∥2

L2([0,t]×S1)

≤ Cσ ‖wδ‖2L2([0,t];H1(S1)) + 2
∥∥E1

δ

∥∥2

L2([0,t]×S1)

+
∥∥E2

δ

∥∥2

L2([0,t]×S1)
+ 2

∥∥E3
δ

∥∥2

L2([0,t]×S1)
.

Furthermore,

Iδ4+5,2 =

∫ t

0

∫
S1

[
− ∂xwδ ∂xE1

δ + σ∂xσ ∂xwδ ∂
2
xwδ

]
dxds

+
1

2

∫ t

0

∫
S1

[ ∣∣σ ∂2
xwδ

∣∣2 + |∂xσ ∂xwδ|2
]

dxds

= −
∫ t

0

∫
S1

[
∂xwδ ∂xE

1
δ +

1

2
∂x (σ∂xσ) |∂xwδ|2

]
dxds

+
1

2

∫ t

0

∫
S1

[ ∣∣σ ∂2
xwδ

∣∣2 + |∂xσ ∂xwδ|2
]

dxds.

Adding Iδ4+5,2 to Iδ3 , we obtain

Iδ3 + Iδ4+5,2 = −1

2

∫ t

0

∫
S1
|σ ∂xwδ|2 dxds− 1

2

∫ t

0

∫
S1
σ ∂xσ wδ ∂xwδ dxds

+

∫ t

0

∫
S1
∂2
xwδ E

1
δ dxds+

1

2

∫ t

0

∫
S1
|∂xσ ∂xwδ|2 dxds

− 1

4

∫ t

0

∫
S1
∂x(σ∂xσ)(∂xwδ)

2 dxds

≤
(∥∥∂2

xσ
∥∥2

L∞(S1)
+ ‖∂xσ‖2L∞(S1) + ‖σ‖2L2(S1) + 1

)
‖wδ‖2L2([0,t];H1(S1))

+
ε

8

∥∥∂2
xwδ

∥∥2

L2([0,t]×S1)
+

16

ε

∥∥E1
δ

∥∥2

L2([0,t]×S1)
.

The term involving ε
∥∥∂2

xwδ
∥∥2

L2([0,t]×S1)
can be absorbed into (7.17).

Given Proposition 7.4, taking S(r) = r2/2, we immediately get that

E
∫ T

0

∣∣Iδ4+5,3

∣∣ dt
δ↓0−→ 0.

Therefore, by Lemma 7.1,

Iδ3 + Iδ4 + Iδ5 ≤ Cσ ‖wδ‖
2
L2([0,t];H1(S1)) + %δ(t),

where %δ(t) ≥ 0 and sup
t∈[0,T ]

E %δ(t)
δ↓0−→ 0.
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3. Conclusion.
Putting the estimates for Iδ1 through Iδ5 together we arrive at

1

2
‖wδ(t)‖2H1(S1) +

ε

4

∫ t

0

‖∂xwδ(s)‖2H1(S1) ds

≤ Cε,σ
∫ t

0

‖wδ‖2H1(S1)

(
1 + ‖uδ + vδ‖2W 1,∞(S1)

)
ds

+Mδ(t) + %δ(t),

(7.18)

where Mδ(t) := Mδ
1 (t) +Mδ

2 (t).
The estimates on Iδ1 through Iδ5 also show, by the equality (7.17), that the process

t 7→ ‖wδ(t)‖2H1(S1) is P-almost surely continuous.

By Young’s convolution inequality,∫ t

0

‖uδ(s) + vδ(s)‖2W 1,∞(S1) ds ≤
∫ t

0

‖Jδ‖2L1(S1) ‖u(s) + v(s)‖2W 1,∞(S1) ds,

and ‖Jδ‖L1(S1) = 1 by construction. Let us therefore introduce the stopping time

ηR = inf

{
t ∈ R+ :

∫ t∧T

0

‖u(s) + v(s)‖2W 1,∞(S1) ds > R

}
,

with ηR = ∞ if the set on the right-hand side is empty. We have that ηR
R↑∞−→ T

a.s. (for fixed ε > 0). Indeed, from part (c) of Definition 2.1 — which says that
u, v ∈ L2

ωL
2
tH

2
x — and the embedding H2(S1) ↪→W 1,∞(S1),

P ({ηR < T}) ≤ P

({∫ T

0

‖u(t) + v(t)‖2W 1,∞(S1) dt > R

})

≤ 1

R
E
∫ T

0

‖u(t) + v(t)‖2W 1,∞(S1) dt

≤ C̃

R
E
∫ T

0

‖u(t)‖2H2(S1) + ‖v(t)‖2H2(S1) dt ≤ C

R

R↑∞−→ 0,

(7.19)

where C depends on ε, cf. (4.3).
With this stopping time, Mδ(t ∧ ηR) is a square-integrable martingale term.
Specifying t = ηR in (7.18), noting that∫ ηR

0

1 + ‖uδ(s) + vδ(s)‖2W 1,∞(S1) ds ≤ T +R,

we can use the stochastic Gronwall inequality (Lemma A.2 with ν = 1/2 and any
1/2 < r < 1) to conclude that

lim
δ→0

(
E sup
t∈[0,ηR]

‖wδ(t)‖H1(S1)

)2

= 0. (7.20)

Recalling that the stopping times ηR
R↑∞−→ T are independent of δ and, by the

properties of mollification, wδ(t)→ w(t) in H1(S1) for dP⊗dt-a.e. (ω, t) ∈ Ω×[0, T ],
combining (7.20) with the dominated convergence theorem implies that

E ‖w‖L∞([0,T ];H1(S1)) = 0.
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7.3. Strong H1-existence. To establish the existence of strong H1 solutions, and
thereby concluding the proof of Theorem 1.1, we shall use an infinite dimensional
version of the Yamada–Watanabe principle, following from Lemma A.4. As the
path space X constructed immediately following the definitions (6.1) is not a Polish
space, we provide a slightly refined argument.

Concluding the proof of Theorem 1.1. Recalling (6.1), we consider the extended
path space Y := (Xu,s ×Xu,w)×(Xu,s ×Xu,w)×XW ×X0. Let {un} be the Galerkin
solutions with initial conditions {Πnu0}, cf. (3.1). Set

µnu,s := (un : Ω→ Xu,s)∗ P, µnu,w := (un : Ω→ Xu,w)∗ P,
µnW := (W )∗ P, µn0 := (Πnu0)∗ P,

as probability measures respectively on Xu,s, Xu,w, XW , and X0. Finally, define on
Y the product measure

µm,n := µmu,s ⊗ µmu,w ⊗ µnu,s ⊗ µnu,w ⊗ µmW ⊗ µm0 .

Consider an arbitrary subsequence {µmk,nk}k∈N so that {mk}k∈N and {nk}k∈N
are increasing sequences. The tightness of

{
µnj
}

in Xj , taking j equal to (u, s),
(u,w), W , 0, respectively, see Lemma 6.1, implies the tightness of {µmk,nk}k∈N
on Y. By Prohorov’s theorem, this subsequence converges weakly to a probability
measure µ̃ on Y.

By the Skorokhod–Jakubowski representation theorem (cf. Theorem 6.2) (and

the identification of Lemma 6.4), there exist a new probability space
(
Ω̃, F̃ , P̃

)
and,

passing to a further subsequence (not relabelled), new random variables(
ũmk , ũmk , ũnk , ũnk , W̃ , ũ0,mk

)
, with joint laws µmk,nk , (7.21)

converging in Y to a limit
(
ũα, ũα, ũβ , ũβ , W̃ , ũ0

)
, P̃-a.s., whose joint law is µ̃.

Construct now a (filtered) stochastic basis S̃ as in the paragraph following The-

orem 6.2. It then follows (as in Theorem 6.8) that
(
ũα, W̃

)
and

(
ũβ , W̃

)
are weak

(martingale) H1 solutions with initial condition ũ0 on S̃. Therefore, by pathwise
uniqueness (cf. Theorem 7.6),

µ̃
(

(u, u, v, v) ∈ Xu,s×Xu,w ×Xu,s ×Xu,w : u = v
)

= P̃
(
ũα = ũβ in Xu,s and in Xu,w

)
= 1.

We have constructed a pair of weak H1 solutions that coincide almost surely. To
use the Gyöngy–Krylov theorem to conclude convergence on the initial probability
space (Ω,F ,P), a Polish space is needed, whereas our path space Y is only quasi-
Polish. We can, however, map Y into the Polish space [−1, 1]N. This is the technique
Jakubowski used to extend the Skorokhod representation theorem to non-metric
(quasi-Polish) spaces [35]. Indeed, because Y is a quasi-Polish space, there is a
countable family of continuous functions {f` : Y → [−1, 1]}`∈N that separate points,

see (A.2). Introduce the continuous map f : Y → [−1, 1]N (equipped with the
product topology) by f : u 7→ {f`(u)}`∈N. The map f is a measurable bijective
function when restricted to a σ-compact subspace of Y (i.e., a countable union of
compact subspaces) of Y, see [35, Sec. 2] and [26, Cor. 3.1.14, p. 126].

Considering the first and third entries (umk , unk) of (7.21), also recalling their
limits

(
uα, uα

)
, and using f defined in the foregoing paragraph, we find by conti-

nuity of f that
(
f(umk), f(unk)

)
converge in distribution (law) to (f(uα), f(uα))
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as k → ∞. By Lemma A.4, there is a subsequence
{
f(unkj )

}
j∈N that converges

in probability. Since f separates points of Y, we must necessarily have that also{
unkj

}
j∈N converges in probability on

(
Ω,F ,P

)
, and hence P-almost surely along

a further subsequence.

7.4. Strong temporal continuity. In this subsection, we finally establish the
strong continuity of solutions as stipulated in (c) of Definition 2.1, completing the
omission described in Remark 6.9.

Lemma 7.7 (Energy equality). Let u be the solution found in Theorem 6.8, and q be
the weak x-derivative of u. The following energy equality holds for every s, t ∈ [0, T ]:

E ‖u(r)‖2H1(S1)

∣∣∣∣t
s

+ εE
∫ t

s

‖q(r)‖2H1(S1) dr

= −E
∫ t

s

∫
S1
σ ∂xσ u q dx dr + E

∫ t

s

∫
S1

(
1

4
∂2
xσ

2 − |∂xσ|2
)
q2 dxdr.

(7.22)

Proof. We can derive the energy inequality by mollification as in (7.16) (e.g., by
taking v0, v ≡ 0, which is clearly a solution). That is, we have

0 = duδ − ε∂2
xuδ + (uδ ∂xuδ) dt+ ∂xK ∗

(
u2
δ +

1

2
(∂xuδ)

2

)
dt

− 1

2
σ ∂x (σ ∂xuδ) dt+

(
σ ∂xuδ + E2

δ

)
dW + E1

δ dt+ E3
δ dt,

0 = dqδ − ε∂2
xqδ + ∂x (uδ qδ) dt+ ∂2

xK ∗
(
u2
δ +

1

2
(qδ)

2

)
dt

− 1

2
∂x (σ ∂x (σ qδ)) dt+

(
∂x (σ qδ) + ∂xE

2
δ

)
dW

+ ∂xE
1
δ dt+ ∂xE

3
δ dt,

where, again,

E1
δ := (u ∂xu) ∗ Jδ − uδ ∂xuδ

+ ∂xK ∗
(
u2 +

1

2
(∂xu)

2

)
∗ Jδ − ∂xK ∗

(
u2
δ +

1

2
(∂xuδ)

2

)
,

E2
δ :=

(
σ ∂xu

)
∗ Jδ − σ ∂xuδ,

E3
δ := −1

2

(
σ ∂x (σ ∂xu)

)
∗ Jδ +

1

2
σ ∂x (σ ∂xuδ) .

We multiply the equation for duδ by uδ and the equation for dqδ by qδ. Manip-
ulations using the pointwise Itô formula as in (4.4) of Proposition 4.1 then leads us
upon integration to:

1

2
‖uδ‖2H1(S1)

∣∣∣∣t
s

+

∫ t

s

ε ‖qδ‖2H1(S1) dr =

5∑
i=1

Iδi +Mδ,

where

Iδ1 :=
1

2

∫ t

s

∫
S1
uδ σ ∂x (σ ∂xuδ) dx dr +

1

2

∫ t

s

∫
S1
qδ∂x (σ ∂x (σ qδ)) dx dr,

Iδ2 := −
∫ t

s

∫
S1
uδ
(
E1
δ + E3

δ

)
dx dr −

∫ t

s

∫
S1
qδ∂xE

1
δ dxdr,
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Iδ3 := −
∫ t

s

∫
S1
qδ ∂xE

3
δ dx dr,

Iδ4 :=

∫ t

s

∫
S1

[
1

2

∣∣∂xE2
δ

∣∣2 + ∂x (σqδ) ∂xE
2
δ

]
dx dr,

Iδ5 :=

∫ t

s

∫
S1

[
1

2

∣∣E2
δ

∣∣2 + σ qδE
2
δ

]
dx dr,

Iδ6 :=
1

2

∫ t

s

∫
S1

[
|σ qδ|2 + |∂x (σqδ)|2

]
dxdr,

Mδ := −
∫ t

s

∫
S1

[ (
σ ∂xuδ + E2

δ

)
+
(
∂x (σ qδ) + ∂xE

2
δ

) ]
dx dW.

Terms associated with the deterministic CH equation (where σ does not appear)
cancel out due to the structure of the equation as in the proof of Proposition 4.1.
Iδ1 to Iδ3 arise from the standard chain rule, and Iδ4 to Iδ6 are Itô correction terms.
M δ is a martingale term.

As in the proof of Theorem 7.6, by Lemma 7.1 and Proposition 7.4, as δ ↓ 0,

EIδ2 , EIδ5 → 0, E
[
Iδ3 + Iδ4

]
→ 0.

Adding Iδ1 to Iδ6 , and performing integration-by-parts multiple times,

−Iδ1 − Iδ6 =
1

2

∫ t

s

∫
S1
∂x (σ uδ) σ qδ dxdr − 1

2

∫ t

s

∫
S1
|σqδ|2 dxdr

+
1

2

∫ t

s

∫
S1
σ ∂xqδ ∂x (σ qδ) dxdr − 1

2

∫ t

s

∫
S1
|∂x (σqδ)|2 dxdr

=

∫ t

s

∫
S1
σ ∂xσ uδ qδ dx dr +

∫ t

s

∫
S1

(
|∂xσ|2 −

1

4
∂2
xσ

2

)
q2
δ dxdr

We need now to take δ → 0 in E[Iδ1 + Iδ6 ]. Since u ∈ L2(Ω × [0, T ];H2(S1)), it
holds that u, q ∈ L2(Ω × [0, T ] × S1), so by Young’s inequality and the dominated
convergene theorem,

−E
[
Iδ1 + Iδ6

] δ↓0−→ E
∫ t

s

∫
S1
σ ∂xσ u q dx dr + E

∫ t

s

∫
S1

(
|∂xσ|2 −

1

4
∂2
xσ

2

)
q2 dx dr.

Finally, EM δ = 0, since its quadratic variation satisfies

E
∫ T

0

∣∣∣∣∫
S1

[ (
σ ∂xuδ + E2

δ

)
+
(
∂x (σ qδ) + ∂xE

2
δ

) ]
dx

∣∣∣∣2 dr <∞.

On the left-hand side, we can also pass δ → 0 at every t ∈ [0, T ] using

E lim
δ→0
‖uδ(t)‖2H1(S1) = lim

δ→0
E ‖uδ(t)‖2H1(S1) ,

(by the Lebesgue dominated convergence theorem) and the energy bound (4.3).

The passage in δ → 0 for the temporal integral εE
∫ t
s
‖qδ(r)‖2H1(S1) dr is similar.

We therefore arrive at (7.22).

Proposition 7.8. Let u be the solution of Theorem 6.8. For any t0 ∈ (0, T ),

lim
t→t0

E ‖u(t)− u(t0)‖2H1(S1) = 0,

with corresponding one-sided limits t ↓ 0 and t ↑ T at the end-points t0 = 0 and
t0 = T , respectively. Moreover, for a p0 > 4, u ∈ Lp0(Ω;C([0, T ];H1(S1))).
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Proof. We can upgrade the weak H1
x-continuity into strong continuity using the

Brezis–Lieb lemma (for L2). Since we already know that u ∈ C([0, T ];L2(S1)) (see
Lemma 5.1 and argue as in Part 6 of the proof to Theorem 6.8), we need only
establish temporal continuity for q = ∂xu in L2(S1).

From u ∈ C([0, T ];H1
w(S1)), q(t) ⇀ q(s) in L2(S1) as t→ s. Since E ‖q‖2H1(S1) ∈

L1([0, T ]) (Theorem 6.8), the map t 7→
∫ t

0
E ‖q(r)‖2H1(S1) dr is absolutely continuous

on [0, T ], and from the energy equality of Lemma 7.7, we obtain

E ‖u(t)‖2H1(S1)

t→t0−→ E ‖u(t0)‖2H1(S1) for a.e. t0 ∈ [0, T ]. (7.23)

Finally,

E ‖u(t)− u(t0)‖2H1(S1) = E ‖u(t)‖2H1(S1) − 2E〈u(t), u(t0)〉H1(S1) + E ‖u(t0)‖2H1(S1) .

By weak continuity, the middle term tends to −2E ‖u(t0)‖2H1(S1); together with

(7.23), we attain the lemma statement.

Since limt→t0 E ‖u(t)− u(t0)‖2H1(S1) = 0, by Fatou’s lemma, we also have

E lim
t→t0
‖u(t)− u(t0)‖2H1(S1) = 0,

and therefore limt→t0 ‖u(t)− u(t0)‖2H1(S1), P-almost surely.

Since u ∈ C([0, T ];H1(S1)), P-almost surely, and for initial conditions u0 ∈
Lp0(Ω;H1(S1)), u ∈ Lp0(Ω;L∞([0, T ];H1(S1))), we can readily conclude that u ∈
Lp(Ω;C([0, T ];H1(S1))). This follows from the fact that the C([0, T ];H1(S1)) norm
coincides with the L∞([0, T ];H1(S1)) for any element in C([0, T ];H1(S1)).

8. Higher regularity solutions (Theorem 1.2). In this section we fix m ≥ 2
and consider the well-posedness of strong Hm solutions. We will emphasise the parts
that differ from the well-posedness theory for strong H1 solutions. Throughout this
section we will require that the noise function σ belongs to Wm+1,∞(S1).

8.1. Weak existence. We begin by proving the existence of weak (martingale)

Hm solutions. Cubic nonlinearities in the SDE for d ‖un(t)‖2H1(S1), which disappear

due to the structure of the equation if m = 1, are retained at the level of Hm(S1).
Therefore standard calculations, involving first taking the expectation and then
applying a standard Gronwall inequality, oblige us to use Gagliardo–Nirenberg in-
equalities. These fail to give sufficiently controllable powers on certain norms due
to the extra expectation integral under which these norms are bounded. In par-
ticular, there are no uniform bounds in L∞(Ω) for any stochastic quantity. As in
Theorem 7.6, we introduce stopping times ηnR < T to control exponential moments,
so that the estimates derived below hold only on [0, ηnR], where the stopping time
ηnR depend on n and an “auxiliary parameter” R. These stopping times converge
a.s. to the final time T as R→∞. Finally, we use the obtained estimate to conclude
uniform-in-n stochastic boundedness in L2([0, T ];Hm(S1)), which is precisely the
tightness condition required to apply the Skorokhod–Jakubowski procedure.

We make here the technical observation that the projection operator Πn acting
on f ∈ Hm(S1) also satisfies

‖Πnf − f‖Hm(S1)

n↑∞−→ 0, (8.1)

because the basis in H1(S1) of trigonometric functions of integral frequencies forms
a basis in Hm(S1) as well.
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Proposition 8.1 (Hm and Hm+1 estimates up to a stopping time). Let un be a
solution to (3.1) with σ ∈Wm+1,∞(S1) and initial condition u0 ∈ L2p(Ω;Hm(S1)),
for some p ∈ [1,∞). For R > 1, let ηnR be the stopping time

ηnR := inf

{
t ∈ [0, T ] :

∫ t

0

‖un(s)‖2W 1,∞(S1) ds > R

}
, (8.2)

setting ηnR = T if the set on the right-hand side is empty. Then ηnR
R↑∞−→ T , P-a.s.,

uniformly in n. Moreover, there exists a constant

C = C
(
p, T,R, ε,E ‖u0‖2pHm(S1) , ‖σ‖Wm+1,∞(S1)

)
,

independent of n ∈ N, such that

E ‖un‖pL∞([0,ηnR];Hm(S1)) ≤ C. (8.3)

Finally, there is a constant C = C
(
T,R, ε,E ‖u0‖2Hm(S1) , ‖σ‖Wm+1,∞(S1)

)
, which

is independent of n, such that

E

(∫ ηnR

0

‖un(t)‖2Hm+1(S1) dt

)1/2

≤ C. (8.4)

Remark 8.2. Subsequently, we will take 2p = 2 to show existence, but require
2p = 8 for uniqueness, to use Lemmas 7.1, 7.2, and Proposition 7.4. From Lemma
7.1, to establish uniqueness, we require 4th moments on ‖u‖L∞([0,T ];H1(S1)), which

in turn is bounded by the 4th moment of the initial condition. Application of the
stochastic Gronwall inequality requires that a strictly higher moment be boundeed.
It is possible simply to take 2p > 4, but it is more convenient simply to take 2p = 8.

Proof. We divide the proof into several steps.
1. Pointwise limit of the stopping times.
The fact that ηnR as defined in (8.2) converges a.s. to T as R → ∞, uniformly

in n, follows from a calculation similar to that in (7.19). More precisely, given
the n-uniform (but ε-dependent) H2 estimate implied by (4.3) and the embedding
H2(S1) ↪→W 1,∞(S1), we have

P ({ηnR < T}) ≤ P

({∫ T

0

‖un(t)‖2W 1,∞(S1) dt > R

})
(8.5)

≤ 1

R
E
∫ T

0

‖un(t)‖2W 1,∞(S1) dt ≤ C̃

R
E
∫ T

0

‖un(t)‖2H2(S1) dt

≤ Cε
R

R↑∞−→ 0.

2. Bounds on higher regularity norms.
Next we prove the bound (8.3). Taking the `th derivative of (3.1), we find that

0 = d∂`xun − ε∂`+2
x un dt+

[
∂`xΠn (un ∂xun) + ∂`+1

x P [un]
]

dt

− 1

2
∂`xΠn (σ ∂x (σ ∂xun)) dt+ ∂`xΠn (σ ∂xun) dW.

First we multiply through by ∂`xun, integrate in space, and use the commutativity
between the projection and the derivative. Then we apply the Itô formula for
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r 7→ rp. The result is

1

2p

∥∥∂`xun(s)
∥∥2p

L2(S1)

∣∣∣∣t
0

+ ε

∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∥∥∂`+1
x un(s)

∥∥2

L2(S1)
ds

=
1

2

∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∫
S1
∂xun

(
∂`xun

)2
dx ds

−
∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∫
S1
∂`+1
x P [un] ∂`xun dx ds

+

∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∫
S1

(
un∂

`+1
x un − ∂`x (un ∂xun)

)
∂`xudxds

+
1

2

∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∫
S1
∂`xun ∂

`
x (σ ∂x (σ ∂xun)) dxds

+
1

2

∫ t

0

∥∥∂`xun(s)
∥∥2p−4

L2(S1)

∣∣∣∣∫
S1
∂`xun ∂

`
x (σ ∂xun) dx

∣∣∣∣2 ds

+

∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∫
S1
∂`xun ∂

`
x (σ ∂xun) dx dW

=:

5∑
i=1

∫ t

0

Ini ds+

∫ t

0

In6 dW.

We again estimate In1 to In5 , leaving the martingale term
∫ t

0
In6 dW to be handled

by the stochastic Gronwall inequality. We have readily that

|In1 | ≤
1

2
‖∂xun‖L∞(S1)

∥∥∂`xun∥∥2p

L2(S1)
.

By the Cauchy–Schwarz and Young’s inequalites,

|In2 | ≤ Cε
∥∥∂`xun∥∥2p−2

L2(S1)

∥∥∂`xP [un]
∥∥2

L2(S1)
+
ε

2

∥∥∂`xun∥∥2p−2

L2(S1)

∥∥∂`+1
x un

∥∥2

L2(S1)
.

By the Leibniz rule and the Gagliardo–Nirenberg inequality,∥∥∂`xu2
n

∥∥
L2(S1)

=
∥∥un∂`xun + `∂xun ∂

`−1
x un + . . .+ ∂`xun un

∥∥
L2(S1)

. ‖un‖L∞(S1)

∥∥∂`xun∥∥L2(S1)
, (8.6)

and likewise∥∥∥∂`−1
x (∂xun)

2
∥∥∥
L2(S1)

. ‖∂xun‖L∞(S1)

∥∥∂`xun∥∥L2(S1)
.

Remark 8.3. We add some details on the estimate (8.6). It suffices to show∥∥∥u(j)u(`−j)
∥∥∥
L2(S1)

. ‖u‖L∞(S1)

∥∥∥u(`)
∥∥∥
L2(S1)

, j = 0, . . . , `,

with u(j) = ∂jxu. Hölder’s inequality gives∥∥∥u(j)u(`−j)
∥∥∥

2
≤
∥∥∥u(j)

∥∥∥
r

∥∥∥u(`−j)
∥∥∥
r′
,

1

r
+

1

r′
=

1

2
.

Apply now the Gagliardo–Nirenberg inequality [5, Lemma 2.1] to find∥∥∥u(β)
∥∥∥
r
.
∥∥∥u(m)

∥∥∥θ
p
‖u‖1−θq ,
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assuming
∫
S1 udx = 0. Here

1

r
= β − θ(m− 1

p
) + (1− θ)1

q
, m > β.

If p equals 1 or ∞, then θ = β/m. Assume for the moment that
∫
S1 udx = 0. We

get ∥∥∥u(j)
∥∥∥
r
.
∥∥∥u(`)

∥∥∥j/`
2
‖u‖1−j/`∞ ,

with
1

r
= j − j

`
(`− 1

2
).

Similarly, ∥∥∥u(`−j)
∥∥∥
r′
.
∥∥∥u(`)

∥∥∥`−j/`
2

‖u‖j/`∞ ,

with
1

r′
= `− j − `− j

`
(`− 1

2
).

Note that 1/r + 1/r′ = 1/2. Furthermore,∥∥∥u(j)
∥∥∥
r

∥∥∥u(`−j)
∥∥∥
r′
.
∥∥∥u(`)

∥∥∥j/`
2
‖u‖1−j/`∞

∥∥∥u(`)
∥∥∥`−j/`

2
‖u‖j/`∞

=
∥∥∥u(`)

∥∥∥
2
‖u‖∞ .

In the general case, let v = u−
∣∣S1
∣∣−1 ∫

S1 udx. Then we find∥∥∥u(j)
∥∥∥
r

=
∥∥∥v(j)

∥∥∥
r
.
∥∥∥v(`)

∥∥∥j/`
2
‖v‖1−j/`∞

.
∥∥∥u(`)

∥∥∥j/`
2
‖u‖1−j/`∞ ,

and similar for the other estimate. This justifies (8.6).

Writing the term ∂`xP above as

∂`xK ∗
(
u2
n +

1

2
(∂xun)

2

)
= K ∗ ∂`xu2

n +
1

2
∂xK ∗ ∂`−1

x (∂xun)
2
,

the L2
x norm can be bounded by the Young convolution and Gagliardo–Nirenberg

inequalities, see [51, (2.6), (2.8)]:∥∥∂`xP [un]
∥∥
L2(S1)

.

(∥∥∂`xu2
n

∥∥
L2(S1)

+
∥∥∥∂`−1

x (∂xun)
2
∥∥∥
L2(S1)

)
.
(
‖un‖L∞(S1) + ‖∂xun‖L∞

)∥∥∂`xun∥∥L2(S1)
.

Because un∂
`+1
x un − ∂`x (un ∂xun) precisely removes all instances of the (` + 1)st

derivative, by the Gagliardo–Nirenberg inequality, as in [51, (2.7)],

|In3 | ≤
∥∥∂`xun∥∥2p−2

L2(S1)

∥∥un∂`+1
x un − ∂`x (un ∂xun)

∥∥
L2(S1)

∥∥∂`xun∥∥L2(S1)

≤ C ‖∂xun‖L∞(S1)

∥∥∂`xun∥∥2p

L2(S1)
.

In the parts involving σ, for In4 we have

2In4
∥∥∂`xun∥∥−2p+2

L2(S1)

= −
∫
S1
∂`+1
x un ∂

`−1
x (σ ∂x (σ ∂xun)) dx
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= −
∫
S1
∂`+1
x un ∂

`−1
x

(
σ2∂2

xun
)

+ ∂`+1
x un ∂

`−1
x (σ ∂xσ ∂xun) dx

= −
∫
S1
σ2
∣∣∂`+1
x un

∣∣2 dx−
∫
S1
∂`+1
x un

`−2∑
k=0

(
`− 1

k

)
∂`−1−k
x σ2∂2+k

x un dx

−
∫
S1
σ ∂xσ ∂

`+1
x un∂

`
xun + ∂`+1

x un

`−2∑
k=0

(
`− 1

k

)
∂`−1−k
x (σ ∂xσ) ∂k+1

x un dx

= −
∫
S1
σ2
∣∣∂`+1
x un

∣∣2 dx+
1

2

∫
S1
∂x (σ∂xσ)

∣∣∂`xun∣∣2 dx

−
∫
S1
∂`+1
x un

`−2∑
k=0

(
`− 1

k

)
∂`−1−k
x σ2∂2+k

x un dx

−
∫
S1
∂`+1
x un

`−2∑
k=0

(
`− 1

k

)
∂`−1−k
x (σ ∂xσ) ∂k+1

x un dx,

which implies

2 |In4 |
∥∥∂`xun∥∥−2p+2

L2(S1)
≤ Cσ,`

∥∥∂`xun∥∥2

L2(S1)
,

because the summands do not have derivatives of order higher than `.
Similarly for In5 we have∫

S1
∂`+1
x un ∂

`−1
x (σ∂xun) dx

=

∫
S1

[
σ ∂`+1

x un ∂
`
xun + ∂`xun∂x

`−2∑
k=0

(
`− 1

k

)
∂`−1−k
x σ ∂k+1

x un
]

dx

= −
∫
S1

[1
2
∂xσ

∣∣∂`xun∣∣2 − ∂`xun∂x `−2∑
k=0

(
`− 1

k

)
∂`−1−k
x σ ∂k+1

x un
]

dx,

and therefore

|In5 | ≤ Cσ,`
∥∥∂`xun∥∥2p−4

L2(S1)

(∥∥∂`xun∥∥2

L2(S1)

)2

≤ Cσ,`
∥∥∂`xun∥∥2p

L2(S1)
.

Gathering the estimates for In1 to In5 , we find

1

2p
d
∥∥∂`xun∥∥2p

L2(S1)
+
ε

2

∥∥∂`xun∥∥2p−2

L2(S1)

∥∥∂`+1
x un

∥∥2

L2(S1)
dt

≤ Cσ,`,ε
(

1 + ‖un‖L∞(S1) + ‖∂xun‖L∞(S1)

)∥∥∂`xun∥∥2p

L2(S1)
dt+ In6 dW,

where
∫ t∧ηnR

0
In6 dW is a square-integrable martingale. We can overestimate the

right-hand side by adding to “
∥∥∂`xun∥∥2p

L2(S1)
” the term “

∫ t
0
ε
2 . . . ds”. Setting

ξn(t) :=
1

2p

∥∥∂`xun(t)
∥∥2p

L2(S1)
+
ε

2

∫ t

0

∥∥∂`xun(s)
∥∥2p−2

L2(S1)

∥∥∂`+1
x un(s)

∥∥2

L2(S1)
ds,

An(t) :=

∫ t

0

Cσ,`,ε

(
1 + ‖un(s)‖L∞(S1) + ‖∂xun(s)‖L∞(S1)

)
ds,
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and Mn(t) :=
∫ t

0
In6 dW (s), we obtain dξn(t) ≤ ξn(t) dAn(t) + dMn(t). Now an

application of the stochastic Gronwall inequality (Lemma A.2) gives(
E sup
s∈[0,ηnR]

(∥∥∂`xun(s)
∥∥2p

L2(S1)

+
ε

2

∫ s

0

∥∥∂`xun(s′)
∥∥2p−2

L2(S1)

∥∥∂`+1
x un(s′)

∥∥2

L2(S1)
ds′
)1/2

)2

≤ Cp,σ,ε,T,`,R E
∥∥∂`xun(0)

∥∥2p

L2(S1)
, ` = 0, . . . ,m,

(8.7)

from which (8.3) easily follows.
With p = 1 and ` = 1, . . . ,m, it also follows from (8.7) that

E
(
ε

2

∫ ηnR

0

∥∥∂`+1
x un(s′)

∥∥2

L2(S1)
ds′
)1/2

≤ Cσ,ε,T,`,R,u0
,

which implies (8.4).

Next, we establish stochastic boundedness and tightness of laws for {un}. The
proof differs from the straightforward deduction leading to Lemma 5.5 (m = 1),

and un ∈sb L2([0, T ];H2(S1)) ∩W θ′,2([0, T ];L2(S1)) and the tightness of laws in
L2([0, T ];H1(S1)), where un ∈sb L2

tH
2
x follows trivially from un ∈b L2(Ω;L2

tH
2
x).

For m ≥ 2, we do not have un ∈b L2
(
Ω;L2

tH
m+1
x

)
for the entire interval [0, T ],

but rather only up to a suitable stopping time, cf. (8.4). The next proof develops a
refined stopping time argument to deal with this issue, leading to un ∈sb L

2
tH

m+1
x .

Lemma 8.4. Let un be a solution to (3.1) with E ‖u0‖pH1(S1) , E ‖u0‖2Hm(S1) < ∞,

for some p > 2. For θ′ < (2−p)/4p, the laws of {un}n∈N are uniformly stochastically

bounded in L2([0, T ];Hm+1(S1)) ∩W θ′,2([0, T ];L2(S1)), i.e.,

lim
M→∞

P
({
‖un‖L2([0,T ];Hm+1(S1))∩W θ′,2([0,T ];L2(S1)) > M

})
= 0 (8.8)

holds, uniformly in n. The laws of {un}n∈N are also uniformly stochastically bounded
in L∞([0, T ];Hm(S1)).

Moreover, the laws of {un} are tight on L2([0, T ];Hm(S1)).

Proof. As in the proof of Lemma 5.5, for any θ ∈ (θ′, (2− p)/4p),

P
({
‖un‖W θ′,r([0,T ];L2(S1)) > M

})
≤ 1

M
E ‖un‖Cθ([0,T ];L2(S1)) .

1

M
,

where, in passing, we mention that the requirement u0 ∈ LpωH
1
x is linked to the

application of Lemma 5.1, which allows us to arrive at the final 1/M estimate.
Following the proof of Lemma 5.5, set

Xn(t) :=

(∫ t

0

‖un(s)‖2Hm+1(S1) ds

)1/2

= ‖un‖L2([0,t];Hm+1(S1)) ,

and introduce the stopping time

ξnM = inf {t ∈ [0, T ] : Xn(t) > M} ,
setting ξnM = T if the set is empty. Let ηnR be the stopping time defined in (8.2).
For any fixed R, we have

{Xn(t) > M} = {ξnM < t} = {ξnM < t, ηnR < t} ∪ {ξnM < t, ηnR ≥ t}
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⊆ {ηnR < t} ∪ {ξnM < t, ηnR ≥ t} .

We can estimate the probability of the last event on the right-hand side separately
as follows:

{ξnM < t, ηnR ≥ t} ⊆ {ξnM < (t ∧ ηnR)} ⊆ {Xn(t ∧ ξnM ∧ ηnR) ≥M} ,

which implies

P
(
{ξnM < t, ηnR ≥ t}

)
≤ P

(
{Xn(t ∧ ξnM ∧ ηnR) ≥M}

)
≤ 1

M
EXn(t ∧ ξnM ∧ ηnR) ≤ 1

M
EXn(t ∧ ηnR)

(8.4)

≤ CT,R,ε
M

.

Separately, via (8.5),

P
(
{ηnR < t}

)
≤ CT,ε

R
.

Therefore,

P
(
{Xn(t) > M}

)
≤ CT,R,ε

M
+
CT,ε
R

.

Sending M →∞, recalling the definition of Xn, we arrive at

lim
M→∞

P

({(∫ t

0

‖un(s)‖2Hm+1(S1) ds

)1/2

> M

})
≤ CT,ε

R
,

which can be made arbitrarily small by taking R large, uniformly in t ∈ [0, T ]. This
implies (8.8). Tightness on L2([0, T ];Hm(S1)) follows from this, Lemma 5.4, and
the n-uniformity of the limit M →∞, arguing as in in the proof of Lemma 5.5.

The same argument yields stochastic boundedness in L∞([0, T ];Hm(S1)) for the
laws of {un}n∈N.

Introducing the path spaces:

Xmu,s := L2([0, T ];Hm(S1)), Xmu,w := C([0, T ];H1
w(S1)),

XW := C([0, T ]), X0 := Hm(S1),

and setting Xm := Xmu,s ×Xmu,w ×XW ×X0, we repeat the procedure in Section 6.

Lemma 8.5. The joint laws of
(
un, un,W,Πnu0

)
are tight on Xm.

Proof. By Proposition 8.4 and Lemma 5.3, the laws of un are tight on Xmu,s and Xmu,w.

Since Πnu0 → u0 in Hm(S1), cf. (8.1), the laws of Πnu0 are tight on Hm(S1). As
n→∞, the law of W is stationary on XW and therefore tight.

Theorem 8.6 (Weak Hm solution). Suppose σ ∈Wm+1,∞(S1) and that u0 belongs
to Lp(Ω;H1(S1))∩L2(Ω;Hm(S1)), for p ∈ [1,∞). There exists a weak Hm solution(
(Ω̃, F̃ ,

{
F̃t
}
t≥0

, P̃), ũ, W̃
)

to the viscous stochastic CH equation (1.1) with initial

condition u|t=0 = u0.

Proof. From the Skorokhod–Jakubowski theorem (Theorem 6.2), we can extract

variables (ũn,s, ũn,w, W̃n, ũ0,n) and (ũs, ũw, W̃ , ũ0) on a probability space (Ω̃, F̃ , P̃)
such that

(ũn,s, ũn,w, W̃n, ũ0,n) ∼ (un, un,W,Πnu0) in Xm,

(ũn,s, ũn,w, W̃n, ũ0,n)
n↑∞−→ (ũs, ũw, W̃ , ũ0) in Xm, P-a.s.,
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along a subsequence that is not relabelled. From Lemma 6.6, W̃ is a Brownian
motion on

(
Ω̃, F̃ ,

{
F̃t
}
t≥0

, P̃
)
, where

{
F̃t
}
t≥0

is the canonical filtration defined by

F̃t := Σ

(
Σ
(
u
∣∣∣
[0,t]

,W
∣∣∣
[0,t]

)
∪
{
N ∈ F̃ : P̃(N) = 0

})
.

As in Lemma 6.4, we can identify ũn := ũn,s = ũn,w, and ũ := ũs = ũw,

P̃⊗ dt⊗ dx-a.e.
Following the proof of Theorem 6.8, the Galerkin equation (3.1) holds in the

PDE weak sense using the equivalence of laws, for the variables
(
ũn, W̃n, ũ0,n

)
in

place of (un,W,Πnu0), P̃-almost surely, up to any t ∈ [0, T ]. Using the P̃-almost

everywhere convergence of
(
ũn, W̃n, ũ0,n

)
in the joint path space Xm, as in the

proof of Theorem 6.8, we can extract the limiting equation for
(
ũ, W̃ , ũ0

)
, thereby

establishing the existence of a weak (martingale) Hm solution in the n→∞ limit.
Strong temporal continuity in H1(S1) can be established exactly as in Section

7.4, and stochastic boundedness in L2([0, T ];Hm+1(S1)) follows from equality of
laws and Lemma 8.4 because, by the Lusin–Souslin theorem, L2([0, T ];Hm+1(S1))
injects continuously into L2([0, T ];Hm(S1)) and hence is Borel in the bigger space
(see Part 6 of the proof of Theorem 6.8).

8.2. Pathwise uniqueness and strong Hm solutions. In this section, we briefly
conclude with pathwise uniqueness in Hm.

Theorem 8.7 (Pathwise uniqueness in Hm). Let u, v be strong Hm solutions to the
viscous stochastic CH equation (1.1), with σ ∈ Wm+1,∞(S1) and initial condition
u|t=0 = v|t=0 = u0 ∈ L8(Ω;Hm(S1)). Then

E ‖u− v‖L∞([0,T ];Hm(S1)) = 0.

Proof. Having established that E ‖u− v‖L∞([0,T ];H1(S1)) = 0 in Theorem 7.6, we

conclude that u = v, P⊗dt⊗dx-a.e. Then necessarily, E ‖u− v‖L∞([0,T ];Hm(S1)) = 0

also. This is uniqueness in L1(Ω;L∞([0, T ];Hm(S1))).

With the same argument that was employed in Section 7.3, we can now conclude
that the second main theorem of the paper (Theorem 1.2), holds.

Acknowledgments. We thank the anonymous reviewers whose comments helped
improve and clarify this manuscript.

Appendix A. Stochastic toolbox. In this section, we recall some notations
and results from stochastic analysis that are used throughout the paper. We use
[14, 37, 41] as general references on stochastic analysis and SPDEs. Recall that(
Ω,F ,P

)
is a complete probability space with a countably generated σ-algebra F

and probability measure P. Let B be a separable Banach space, equipped with
the Borel σ-algebra B(B). A B-valued random variable v is a measurable mapping
from (Ω,F ,P) to

(
B,B(B)

)
, ω 7→ v(ω). The expectation of v is E v :=

∫
Ω
v dP. We

often use the abbreviation a.s. or almost surely to mean for P-almost every ω ∈ Ω.
The collection of B-valued random variables v for which E |v| < ∞ is denoted by
L1(Ω) = L1(Ω,F ,P). This is a Banach space with norm ‖v‖L1(Ω) = E ‖v‖B. For

p > 1, Lp(Ω) is defined similarly, with ‖v‖Lp(Ω) given by (E ‖v‖pB)
1/p

if p <∞ and

ess supω∈Ω ‖v(ω)‖B if p =∞.
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A stochastic process v = {v(t)}t∈[0,T ], for T > 0, is a collection of B-valued

random variables v(t). We say that v is measurable if v is jointly measurable from
F × B([0, T ]) to B(B). Recall that we consider filtrations {Ft}t∈[0,T ] that satisfy
the “usual conditions” of being complete and right-continuous, and we refer to
S :=

(
Ω,F , {Ft}t≥0,P

)
, see (2.1), as a stochastic basis. A stochastic process v is

adapted if v(t) is Ft measurable for all t ∈ [0, T ]. When a filtration is involved
there are additional notions of measurability (predictable, optional, progressive)
that are more convenient to work with. Here we use the (stronger) notion of a
predictable process. A predictable process v is a PT × B([0, T ])-measurable map
Ω × [0, T ] → B, (ω, t) 7→ v(ω, t), where PT denotes the predictable σ-algebra on
Ω× [0, T ] associated with {Ft}t∈[0,T ] (the σ-algebra generated by all left-continuous

adapted processes). A predictable process is adapted. Although the converse is
not true, adaptive processes with regular (e.g., continuous) paths are predictable.
To check for continuity, one uses the Kolmogorov test [14, p. 7]: suppose there are
constants κ > 1, δ > 0, and K > 0 such that

E ‖v(t)− v(s)‖κB ≤ K |t− s|
1+δ

, ∀s, t ∈ [0, T ],

then there exists a continuous modification of v, still denoted by v, such that
E ‖v‖κCγ([0,T ];B) ≤ K, where the constant K is independent of v and γ ∈

[
0, δκ

)
.

Throughout the work, we repeatedly end up with SDE inequalities of the form
dξ ≤ η dt + Lξ dt + dM , for some quantity of interest ξ = ξ(ω, t) and a zero-mean
martingale M . For us L ≥ 0 is often a stochastic process, so that the standard
(deterministic) Gronwall inequality cannot be applied. The following stochastic
Gronwall inequality is taken from [50, Lemma 3.8], which is a version of a result

proved first in [44, Thm. 4]. The term Lξ dt can be written as ξd
∫ t

0
L(s) ds =

ξ dA(t), which is the form used in the lemma. Besides, the inequality provides a
bound on the νth moment of ξ that does not depend on the martingale term M . It
is this “martingale uniformity” that forces the non-standard condition ν ∈ (0, 1).

Lemma A.1 (Stochastic Gronwall inequality). Relative to the stochastic basis S,
see (2.1), let ξ(t) and η(t) be two non-negative adapted processes, A(t) be an adapted
non-decreasing process with A(0) = 0, and M a local martingale with M(0) = 0.
Suppose ξ is càdlàg in time and satisfies the following SDE inequality on [0, T ]:

dξ ≤ η dt+ ξ dA+ dM.

For 0 < ν < r < 1 and t ∈ [0, T ], we have(
E sup
s∈[0,t]

|ξ(s)|ν
)1/ν

≤
( r

r − ν

)1/ν
(
E exp

(
rA(t)

1− r

))(1−r)/r

E
(
ξ(0) +

∫ t

0

η(s) ds
)
.

This lemma can be formulated for stopping times τ in place of t. For suppose ξ,
η, A, and M are as in Lemma A.1, then for any stopping time τ ,

dξ(t ∧ τ) ≤ η(t ∧ τ) d(t ∧ τ) + ξ(t ∧ τ) dA(t ∧ τ) + dM(t ∧ τ).

Since τ is a stopping time, M(t∧ τ) remains a local martingale (see [41, Cor. II.3.6,
Def. IV.1.5]), moreover, we can write η(t ∧ τ)d(t ∧ τ) as 1{t≤τ}η(t) dt, so using the
elementary equality

sup
s∈[0,T ]

|ξ(s ∧ τ)| = sup
s∈[0,T∧τ ]

|ξ(s)| ,

Lemma A.1 is readily seen to imply:
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Lemma A.2. Let ξ, η, A and M be as in Lemma A.1. Let τ be a stopping time
on the same filtration as M is a martingale. For 0 < ν < r < 1, we have(

E sup
s∈[0,T∧τ ]

|ξ(s)|ν
)1/ν

≤
(

r

r − ν

)1/ν (
E exp

(
rA(T ∧ τ)

1− r

))(1−r)/r

E

(
ξ(0) +

∫ T∧τ

0

η(s) ds

)
.

Next, we use on a few occasions the following convergence result for stochastic
integrals, which is due to Debussche, Glatt-Holtz, and Temam, see [23, Lemma 2.1].

Lemma A.3 (Convergence of stochastic integrals). Fix a probability space (Ω,F ,P).
For each n ∈ N, consider a stochastic basis Sn =

(
Ω,F , {Fnt }t∈[0,T ],P

)
, a Wiener

process Wn on Sn, and a predictable L2(S1)-valued process Gn on Sn satisfy-
ing Gn ∈ L2([0, T ];L2(S1)), P-almost surely. Suppose there is a stochastic basis
S =

(
Ω,F , {Ft}t∈[0,T ],P

)
, a Wiener process W on S, and a predictable L2(S1)-

valued process G on S with G ∈ L2((0, T );L2(S1)) P-almost surely, such that

Wn n↑∞−→ W in C([0, T ]), Gn
n↑∞−→ G in L2([0, T ];L2(S1)), in probability.

Then ∫ t

0

Gn dWn n↑∞−→
∫ t

0

GdW in L2([0, T ];L2(S1)), in probability.

A sequence {vn} of B-valued random variables is stochastically bounded (in B) if

P
(
‖vn‖B > M

)
→ 0, as M →∞, uniformly in n, (A.1)

here written vn ∈sb B. A simple approach for proving stochastic boundedness is—
via Markov’s (or Chebychev’s) inequality—to bound ‖vn‖B in Lp(Ω), uniformly in
n. Denote by µn := (vn)∗P the probability law of vn, i.e., for any A ∈ B(B),
µn(A) = (vn)∗P(A) := P

(
Xn ∈ A

)
. Stochastic boundedness is equivalent to the

requirement that µn
(
{v ∈ B : ‖v‖B > M}

)
→ 0 as M →∞, uniformly in n. If B is

finite dimensional, this condition is that of tightness of the probability laws {µn}.
If B is infinite dimensional, or more generally for a topological space

(
X ,B(X )

)
, by

tightness of a sequence of (Borel) probability measures {µn} on X , we mean that
for any δ > 0, there is a compact set Kδ ⊂ X such that µn

(
X\Kδ

)
< δ, uniformly

in n. The identification of a suitable compact set relies on Aubin–Lions–Simon
type embedding theorems, see for example [45]. In a separable metric (or even a
Hausdorff) space X , by the well-known Prokhorov theorem, tightness of the laws
{µn} implies weak compactness of {µn}, where we recall that {µn} is weakly (or

narrowly) convergent to µ if
∫
X f dµn

n↑∞−→
∫
X f dµ, for all f ∈ Cb(X ), the set of

bounded continuous functions. If X is a Polish space, i.e., a separable completely
metrisable topological space, then weak compactness implies tightness.

Finally, we will need the Gyöngy-Krylov characterization of convergence in prob-
ability [30]. It will be used to upgrade weak (martingale) solutions to pathwise
solutions.

Lemma A.4 (Gyöngy–Krylov). Let X be a Polish space. For a sequence {vn} of
X -valued random variables define the joint probability laws {µm,n}m,n by setting,

for all A ∈ B(X × X ), µm,n(A) := P
(
{(vm, vn) ∈ A}

)
. Then the sequence {vn}

converges in probability if and only if for every subsequence {µmk,nk}k, there exists
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a further subsequence that converges weakly to a probability measure µ supported on
the diagonal: µ

(
{(v, w) ∈ X × X : v = w}

)
= 1.

The fact that the support of the limit of the joint laws µm,n in Lemma A.4 lies on
the diagonal follows from a pathwise uniqueness property, that is, for two solutions
va and vb of the same SPDE sharing the same initial condition, one has

P
(
{ω ∈ Ω : ‖va(ω, t)− vb(ω, t)‖X = 0, ∀t ∈ [0, T ]}

)
= 1.

We point out that pathwise uniqueness also implies uniqueness in law [41, Thm.
IX.1.7], i.e., that for two weak solutions

(
va,Wa,Sa

)
and

(
vb,Wb,Sb

)
, with their

respective Brownian motions Wa,Wb and stochastic bases Sa,Sb, one has that the
laws of va and vb coincide, i.e., va ∼ vb.

Generally, to ensure convergence of a sequence of approximate solutions towards
a solution for a nonlinear SPDE, it is essential that we secure strong compactness
in the ω variable (a.s. convergence). To that end, one often relies on the Skorokhod
representation theorem for random variables taking values in a Polish space X ,
delivering a new probability space and new random variables, with the same laws
as the original ones, converging almost surely. In this work, we use the spaces
L2([0, T ];H1(S1)) and C([0, T ];H1

w(S1)). The former is a Polish space, whereas
the latter is not. Here C([0, T ];H1

w(S1)) refers to the continuous functions from
[0, T ] to the Hilbert space H1(S1) equipped with the weak topology. This is a
locally convex space with the weak topology generated by the system of seminorms
‖v‖φ = supt∈[0,T ]

∣∣〈v(t), φ
〉
X

∣∣, for φ ∈ X := H1(S1). Since X is separable and
reflexive, the unit ball BX ⊂ X is a metrisable compact set and one can equip
C([0, T ];BX) with a complete metric topology induced by the above system of
seminorms. On C([0, T ];H1

w(S1)) we consider the σ-algebra BT generated by the
mappings C([0, T ];H1

w(S1)) 3 v 7→ v(t) ∈ X, t ∈ [0, T ].
Weakly continuous functions taking values in a separable Banach space are not

Polish but rather quasi-Polish. Quasi-Polish refers to a topological space
(
X , τ

)
that asks for point-separability by countably many continuous functions, i.e., that
there exists a countable family

{f` : X → [−1, 1]}`∈N (A.2)

of continuous functions that separate points of X [35]. In other words, X is quasi-
Polish if X is a Hausdorff space (but need not be regular) that admits a continuous
injection f(v) = {f`(v)}`∈N to the Polish space [−1, 1]N. The idea behind the proof
of the theorem below [35] is to transfer the Skorokhod representation problem via
homeomorphism methods to a compact subset of [−1, 1]N, where the Skorokhod
representation theorem is known to hold, and then map back to X via f−1, noting
that every compact set in X is σ

(
{f`}

)
-measurable and metriseable. Whenever the

σ-algebra σ
(
{f`}

)
is strictly smaller than the Borel σ-algebra Bτ , it turns out that

every tight Borel probability measure on
(
X , τ

)
is uniquely determined by its values

on σ
(
{f`}

)
and can be uniquely extended to Bτ . Besides, f has a continuous inverse

(f is a homeomorphic embedding) when restricted to a τ -compact subset of X . As
in [9, Cor. 3.12] (see also [10, 11, 39]), one can easily prove that C([0, T ];H1

w(S1)) is
quasi-Polish, and that the separating sequence {f`}`∈N generates the σ-algebra BT .
We refer to [12, Sec. 3] for a discussion collecting relevant properties of quasi-Polish
spaces, including C([0, T ];Xw) for an arbitrary separable Hilbert space X.

As the original Skorokhod theorem is not applicable in quasi-Polish spaces, we
use the more recent version by Jakubowski [35]. The following form of the theorem
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is taken from [9, 10, 11, 39], which are some of the first works to employ the theorem
to construct martingale solutions of nonlinear SPDEs, including stochastic nonlinear
wave equations and the stochastic incompressible Navier–Stokes equations, see also
[6] for an application to the compressible Navier–Stokes equations.

Theorem A.5 (Skorokhod–Jakubowski a.s. representations). Let
(
X , τ,Bτ

)
be a

quasi-Polish space, and denote by Σf ⊂ Bτ the σ-algebra generated by the sequence
{f`} of continuous functions that separate points. Then

1. every τ -compact subset of X is metrisable;
2. every Borel subset of a sigma compact set in X belongs to Σf ;
3. every probability measure supported by a sigma compact set in X has a unique

Radon extension to the Borel σ-algebra Bτ = B(X ).

Moreover, if {µn} is a tight sequence of probability measures on
(
X ,Σf

)
, then there

exist a subsequence {nk}k, a probability space
(
Ω̃, F̃ , P̃

)
, and Borel measurable X -

valued random variables ṽk, ṽ, such that µnk is the law of ṽk and ṽk → ṽ P̃-a.s. in
X . Besides, the law µ of ṽ is a Radon measure on Bτ .

Proof. See [35, pp. 169–173].

A path space for a sequence of variables {vn} defines the topology in which we
would like the Skorokhod–Jakubowski representations {ṽk} to converge (a.s.). It is
often important that ṽk → ṽ in multiple spaces/topologies (say, X1 and X2). When
both spaces X1 and X2 are normed spaces, or when one space injects continuously
into another, it is often possible to set up a topology on the intersection space
Y := X1 ∩ X2 directly that meet two criteria:

(i) Y is quasi-Polish.
(ii) Compact sets on Y are sufficiently plentiful; in particular, tightness of laws

on Y can be readily deduced by the separate tightness on X1 and on X2.

These criteria are opposed in the sense that a topology on the intersection space
Y stronger than (the subspace topology induced by) each of the topologies on X1

and X2 makes it easy to show that Y is quasi-Polish. One such example is the
supremum topology. On the other hand, the strength of the topology placed on Y
makes convergence there more difficult and compact sets harder to come by.

Herein, the difficulty of characterising compact sets on any sufficiently strong
topology on the intersection space Y is side-stepped by finding a.s. representations
and limits for {(vn, vn)} on the product space X1 × X2, and after that identifying
their limits as the same process (Lemma 6.4).

(Countable) products of quasi-Polish spaces are quasi-Polish. We shall apply
Theorem A.5 in the product space X = X1 × X2 × X3 × X4, where X1 and X2

are two path spaces for two copies of the same variable. A Cartesian product of
topological spaces is always equipped with the product topology and, thus, the
Borel σ-algebra generated by the product topology.

On a product space there are two natural σ-algebras: the product of the Borel
σ-algebras and the already introduced Borel σ-algebra for the product topology.
Although, in general, these two are not the same, they do coincide on a separable
metric space. This implies that coordinatewise measurability and tightness is the
same as joint measurability and tightness, which is convenient since we would want
to use the product of the Borel σ-algebras in computations leading up to joint
tightness and weak convergence in the product space. Whilst the setting of Theorem
A.5 goes far beyond separable metric spaces, in applications a priori estimates ensure
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that the involved random variables take values in a compact set, and then we can
rely on (1) and (2) of Theorem A.5.
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[51] Z. Xin and P. Zhang, On the weak solutions to a shallow water equation, Comm. Pure Appl.
Math., 53 (2000), 1411-1433.

[52] L. Zhang, Local and global pathwise solutions for a stochastically perturbed nonlinear dis-
persive PDE, Stochastic Process. Appl., 130 (2020), 6319-6363.

[53] L. Zhang, Effect of random noise on solutions to the modified two-component Camassa–Holm

system on Td, arXiv:2107.09603, 2021.

Received September 2022; revised October 2022; early access November 2022.

http://www.ams.org/mathscinet-getitem?mr=MR1339739&return=pdf
http://dx.doi.org/10.1007/BF01192467
http://dx.doi.org/10.1007/BF01192467
http://www.ams.org/mathscinet-getitem?mr=MR636470&return=pdf
http://dx.doi.org/10.1016/0167-2789(81)90004-X
http://dx.doi.org/10.1016/0167-2789(81)90004-X
http://www.ams.org/mathscinet-getitem?mr=MR3161482&return=pdf
http://dx.doi.org/10.1214/12-AOP773
http://dx.doi.org/10.1214/12-AOP773
http://www.ams.org/mathscinet-getitem?mr=MR1392450&return=pdf
http://dx.doi.org/10.1007/BF01203833
http://dx.doi.org/10.1007/BF01203833
http://www.ams.org/mathscinet-getitem?mr=MR2372478&return=pdf
http://dx.doi.org/10.1080/03605300601088674
http://dx.doi.org/10.1080/03605300601088674
http://www.ams.org/mathscinet-getitem?mr=MR3063982&return=pdf
http://dx.doi.org/10.1186/1029-242X-2013-201
http://dx.doi.org/10.1186/1029-242X-2013-201
http://www.ams.org/mathscinet-getitem?mr=MR4151173&return=pdf
http://dx.doi.org/10.1016/j.jde.2020.07.031
http://www.ams.org/mathscinet-getitem?mr=MR3325187&return=pdf
http://dx.doi.org/10.1098/rspa.2014.0963
http://www.ams.org/mathscinet-getitem?mr=MR1453342&return=pdf
http://dx.doi.org/10.4213/tvp1769
http://dx.doi.org/10.4213/tvp1769
http://www.ams.org/mathscinet-getitem?mr=MR1321597&return=pdf
http://dx.doi.org/10.1007/978-1-4612-4190-4
http://www.ams.org/mathscinet-getitem?mr=MR3410409&return=pdf
http://dx.doi.org/10.1007/978-3-319-22354-4
http://www.ams.org/mathscinet-getitem?mr=MR3997126&return=pdf
http://dx.doi.org/10.1063/1.5082367
http://dx.doi.org/10.1063/1.5082367
http://www.ams.org/mathscinet-getitem?mr=MR2659757&return=pdf
http://dx.doi.org/10.1214/EJP.v15-789
http://www.ams.org/mathscinet-getitem?mr=MR3803774&return=pdf
http://dx.doi.org/10.1007/s00205-018-1225-5
http://dx.doi.org/10.1007/s00205-018-1225-5
http://www.ams.org/mathscinet-getitem?mr=MR1725357&return=pdf
http://dx.doi.org/10.1007/978-3-662-06400-9
http://www.ams.org/mathscinet-getitem?mr=MR4192427&return=pdf
http://dx.doi.org/10.1007/s00030-020-00661-9
http://dx.doi.org/10.1007/s00030-020-00661-9
http://www.ams.org/mathscinet-getitem?mr=MR4333384&return=pdf
http://dx.doi.org/10.1007/s10884-020-09872-1
http://dx.doi.org/10.1007/s10884-020-09872-1
http://www.ams.org/mathscinet-getitem?mr=MR3078830&return=pdf
http://dx.doi.org/10.1142/S0219025713500197
http://www.ams.org/mathscinet-getitem?mr=MR916688&return=pdf
http://dx.doi.org/10.1007/BF01762360
http://www.ams.org/mathscinet-getitem?mr=MR2160585&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR3765905&return=pdf
http://dx.doi.org/10.1137/16M1080537
http://arxiv.org/pdf/2002.08719v2
http://www.ams.org/mathscinet-getitem?mr=MR1318914&return=pdf
http://dx.doi.org/10.1137/1.9781611970050
http://www.ams.org/mathscinet-getitem?mr=MR4058986&return=pdf
http://dx.doi.org/10.1214/19-AIHP959
http://dx.doi.org/10.1214/19-AIHP959
http://www.ams.org/mathscinet-getitem?mr=MR1773414&return=pdf
http://dx.doi.org/10.1002/1097-0312(200011)53:11<1411::AID-CPA4>3.0.CO;2-5
http://www.ams.org/mathscinet-getitem?mr=MR4140036&return=pdf
http://dx.doi.org/10.1016/j.spa.2020.05.013
http://dx.doi.org/10.1016/j.spa.2020.05.013
http://arxiv.org/pdf/2107.09603

	1. Introduction and main results
	2. Solution concepts
	3. The Galerkin approximation
	4. A priori estimates
	5. Tightness of probability laws
	6. Weak (martingale) solutions
	7. Pathwise uniqueness and proof of Theorem 1.1
	8. Higher regularity solutions (Theorem 1.2)
	Acknowledgments
	Appendix A. Stochastic toolbox
	REFERENCES

