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A B S T R A C T   

New experimental viscosity data of three binary CO2-rich mixtures with approximate mole fractions of 0.93 CO2 
+ 0.07 H2, 0.80 CO2 + 0.20 H2, and 0.90 CO2 + 0.10 N2 are reported. The measurements were performed at four 
different isotherms between 273 K and 473 K. Two independent rotating body viscometers with different 
pressure range were utilized, suitable for measurement of pressures up to 2 MPa and 20 MPa, respectively. The 
maximum expanded combined relative uncertainty (k = 2) in viscosity was 0.25% for the data obtained from the 
low-pressure viscometer and 0.6% for the data measured by the high-pressure viscometer. The experimental data 
were compared to the data estimated by the extended corresponding states (ECS) model implemented in the NIST 
REFPROP 10.0 database. The maximum deviation between the model and the new data is 1.86%. The data 
measured with the two apparatuses agree within the estimated uncertainty.   

1. Introduction 

In CO2 capture, transport, and storage (CCS), the knowledge of the 
thermophysical properties is crucial for safe and cost-effective design, 
optimization, and operation of processes [1–4]. Accurate thermophys
ical data can be used to build accurate models to predict the behavior of 
the fluids [5], or to verify a specific process condition. The dynamic 
viscosity is a key property in flow and heat transfer models. This fluid 
property is needed, e.g., for the estimation of the pressure drop and 
pipeline diameter, the pump or compressor power consumption, and the 
performance of heat exchangers [6]. 

In reservoir modeling, the viscosity is essential to estimate plume 
evolution and major parameters such as reservoir injectivity and storage 
efficiency [5–7]. The viscosity of pure CO2 is rather well-known. How
ever, the impact of impurities on the viscosity of CO2 streams cannot be 
neglected, in particular for CO2 transport and storage processes [8–10]. 
Even small uncertainties in viscosity might significantly increase the 
uncertainty of process simulation models [11]. Such uncertainties can 
lead to costly overdesign in CO2 transport and/or risks of inefficient or 
unreliable CO2 injection and storage. 

As of today, there are knowledge gaps in data for the thermophysical 

properties of CO2 with impurities needed to develop accurate property 
models [5, 6]. Among different potential impurities, H2 is a relevant 
component when CCS is implemented in blue hydrogen production [12]. 
Nitrogen is also an important impurity present in many CO2 sources and 
capture processes. The available experimental data on viscosity for CO2 
+ H2 mixtures are summarized in Table 1. As can be seen, most of the 
data are not covering the temperature and pressure regions of interest 
for CCS. The data measured by [13–17] are limited to atmospheric 
pressure, close to the ambient temperature or to a single temper
ature/pressure condition. The data by Refs. [15,18] were measured at a 
higher pressure range, but the maximum mole fraction of CO2 is 0.4, 
which is not relevant for most CO2 transport and storage applications. 
There are very little data for CO2-rich mixtures. For instance, no data 
below 500 K was reported in Ref. [18], and Ref. [19] provides data in 
liquid phase but only at one composition. In addition, the given uncer
tainty of 1% is questionable since only the uncertainty in pressure 
measurements has been considered. The data situation for CO2 + N2 
mixtures, provided in Table 2 is similar. The existing data are limited to 
ambient temperatures except the data by Kestin et al. [20], which extend 
up to 800 K, but only at a single pressure. The data set recently published 
by Humberg et al. [21] has improved the data situation for N2 + CO2 
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mixtures. The measurements were carried out in the vapor and super
critical phases for three mixtures with CO2 mole fraction 0.25, 0.5 and 
0.75, between 253 K and 473 K. The data from this reference, which 
were measured using the same equipment as in our work, is quite reli
able. An expanded combined relative uncertainty (k = 2) 0.55% is 
estimated. However, the available data for mixtures with CO2 mole 
fraction above 0.75 are still scarce. 

The aim of the present study is to provide new experimental data on 
the viscosity of CO2 binary mixtures. Binary mixture data are essential in 
the development of multi-component models. In addition, knowledge on 
the impact of undesirable components on the viscosity of CO2 streams 
can contribute to finding the optimized impurity level with respect to 
the cost of purification. 

In this work, new accurate viscosity data for three binary mixtures, 
CH07 (0.93 CO2 + 0.07 H2), CH20 (0.80 CO2 + 0.20 H2), and CN10 
(0.90 CO2 + 0.10 N2) were measured at four isotherms (273, 298, 323, 
and 473) K in the gas and superheated gas phases. The measurements 
were carried out using two rotating body type viscometers available at 
the thermodynamics laboratory of Ruhr University Bochum (RUB). The 
experimental data are also compared to the data estimated from the 
extended corresponding states (ECS) model [27] implemented in the 
NIST Reference Fluid Thermodynamic and Transport Properties 
(REFPROP 10.0) database [28,29]. In this article, the experimental 
method is described in Section 2. In Section 3, the uncertainty analysis is 
provided, experimental results are presented and discussed, and con
clusions are drawn in Section 4. 

2. Experimental methods 

2.1. Apparatus description 

More detailed description of the apparatuses used in this work is 
presented in References [21,30–32]. The general principles are given 
here. Two rotating body viscometers were utilized, both of which can be 
operated independently of each other. The low-pressure viscometer 
(LPV) is designed for low pressures up to 2.0 MPa [32]. At higher 
pressures up to 20 MPa, a combined viscometer-densimeter or 
high-pressure viscometer (HPV) is used [31,32]. The 
viscometer-densimeter integrates a single-sinker densimeter and a 
rotating-body viscometer. No density measurements were carried out in 

the present work since highly accurate models for the calculation of 
density at given pressure, temperature and composition are available 
[33]. Uncertainties in density measurements would be higher than the 
uncertainty of the models. Schematics of both viscometers are provided 
in Fig. 1 and Fig. 2. 

The basic measuring principle of both viscometers is to quantify the 
deceleration of the rotation of a vertically levitating slender cylinder, the 
so-called rotating body, due to the viscous drag of the surrounding fluid. 
The rotating body is suspended inside the measuring cell by a magnetic 
suspension coupling. The rotating body is accelerated around the ver
tical axis by inducing a magnetic field. The magnetic field is produced by 
four driving coils placed in the outer wall of the measuring cell. When 
reaching a given rotational speed, the current to these driving coils is 
switched off. In the presence of fluid in the measuring cell, the speed of 
the rotating body is decelerated due to the fluid friction. The rotational 
frequency of rotating body is detected by rotational speed sensors. The 
damping-constant D used for the viscosity calculation is determined 
using an exponential function 

n(t) = n∞[1 − exp(− Dt)] (1)  

where n is the number of rotations as a function of time. The damping- 
constant D and n∞ are determined by fitting Eq. (1) to the measured (n, t) 
data points. 

In order to cancel out systematic errors due to inaccuracies arising 
from the geometry of the system and to decrease the uncertainty of 
measurements, a viscosity ratio approach is applied and helium is used 
as a reference fluid [34]. The working equation of the viscometers is 
given by: 

η =
zD − DR

D0
He − DR

C0
He
C

η0
He, (2)  

where η is the viscosity of the fluid. The non-stationary parameter z 
accounts for the non-stationarity of the fluid flow and it can be inter
preted as an increase of the axial moment of inertia of the rotating body. 
The non-stationary parameter depends on the density of the fluid and on 
the geometry of the measuring cell. The residual damping, DR, is caused 
by inhomogeneities in the magnetic field by the permanent magnet, 
located at the top of the rotating body. Due to these inhomogeneities, 
eddy currents are induced in the electrical conducting surroundings, 

Table 1 
Experimental literature data on the viscosity of CO2 + H2 mixtures; where T is the temperature, p is the pressure, and xCO2 is the mole fraction of CO2. Different types of 
uncertainty are reported in each source.  

Source T / K p/ MPa xCO2 No. of data points Method of measurement Reported uncertainty 

Trautz and Kurz (1931) [13] 298 - 550 0.1 0.11 – 0.88 24 Capillary - 
Buddenberg and Wilke (1951) [14] 298 0.1 0.25 – 0.75 5 Capillary - 
Golubev and Petrov (1959) [15] 286 & 323 0.1 – 15 0.05 – 0.25 15 Capillary - 
Saksena and Saxena (1965) [22] 300 - 550 0.1 0.21 -0.80 11 Capillary  
Gururaja et al. (1967) [16] 297 & 300 0.1 0.37 – 0.9 5 Oscillating disk - 
Kestin et al. (1983) [17] 295 & 303 0.1 0.32 – 0.79 6 Oscillating disk ±0.1% 
Mal’tsev et al. (2004) [18] 500 - 1100 0.3 0.15 – 0.85 15 Capillary 3% 
Al-Siyabi (2013) [19] 280 - 343 8.73 - 48.26 0.95 51 Capillary 1% 
Cheng et al. (2020) [23] 286 & 673 2 – 30 0.30 – 0.40 34 Capillary 0.05% 

(k = 2)  

Table 2 
Experimental literature data on the viscosity of binary CO2 + N2 mixtures; where T is the temperature, p is the pressure, and xCO2 is the mole fraction of CO2.  

Source T / K p / MPa xCO2 No. of data points Method of measurement Reported uncertainty u 

Kestin et al. (1959) [24] 293 1 - 2.13 0.10 – 0.90 46 Oscillating disk 0.05% 
Golubev (1959) [15] 289  2 – 12  Capillary - 
Kestin et al. (1966) [25] 293 & 303 1 - 2.53 0.07 – 0.80 23 Oscillating disk ±0.1% 
Gururaja et al. (1967) [16] 295 – 303 0.098 0.22 – 0.80 7 Oscillating disk - 
Munczak, and Hochrainer [26] 288 - 323 0.1 0 - 1 90 Capillary - 
Kestin et al. (1974) [20] 298 – 873 1 0.20 – 0.82 28 Oscillating disk ± 0.1%- 0.3% 
Humberg et al. (2020) [21] 253 – 473 up to 20 0.25 – 0.75 287 Rotating body 0.18 - 0.55 % (k = 2)  

B. Khosravi et al.                                                                                                                                                                                                                               



Fluid Phase Equilibria 560 (2022) 113519

3

which contribute to an extra damping. The temperature dependent re
sidual damping can be experimentally determined by damping mea
surements in the evacuated measuring cell. The ηHe

0 is the zero-density 
viscosity of helium. Here, highly accurate viscosity values calculated 
from ab initio (quantum mechanics and statistical mechanics) with an 
uncertainty less than 0.001% are used [35]. The DHe

0 is the damping 
value of helium at zero density. Since measuring at zero density is not 
feasible, experimental damping values for helium at low pressures were 
extrapolated linearly down to zero density. The CHe

0 and C are the 
apparatus coefficients for He and the sample fluid under test, respec
tively. These coefficients can be determined by 

C =
cvisc

J
, (3)  

J =
1
2
mr2

i , (4)  

where J is the axial moment of inertia of the rotating body. m and ri are 
the mass and dimeter of rotating body, respectively, and cvisc is a 

collective viscous coefficient. Indeed, cvisc combines two different fluid 
flow regions occurring in the measurement cell during rotation of the 
rotating body. The disk flow on top and on the bottom of the rotating 
body and the cylindrical Couette flow in the gap between the rotating 
body and the flow-guide tube. Both disk and Couette flows depend on 
the information of dimensions and mass of the measuring cell, rotating 
body and sensor rod as well as Reynolds number. They are only 
considered for the high-pressure viscometer, where the apparatus co
efficient becomes dependent on the Reynolds number [21]. 

Precise temperature control is important because the viscosity 
dependence on temperature is significant. A two-stage thermostat and 
proper thermal insulation were implemented for precise temperature 
control. A flow thermostat (Huber thermostatic bath; type 510w) with a 
double wall stainless-steel container was used as an outer stage. The 
inner stage includes an electrical heating device attached to the 
measuring cells. Temperature controllers (Fluke calibration, type 2100 
and Fluke calibration, type 2200) were installed for the high-pressure 
and the low-pressure viscometers, respectively. A 25 Ω standard plat
inum resistance thermometer (SPRT) (Isotech, type:909) in the low- 

Fig. 1. Schematic of the viscometer-densimeter or high-pressure viscometer [30].  
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pressure viscometer and a Pt-100 Ω sensor (Merz, Germany, type: P100/ 
2528) in the high-pressure viscometer are in direct contact with the 
measuring cell for the temperature measurement. In addition, a Pt-100 
Ω sensor (Merz, Germany, type: P100/2528) was installed in each 
viscometer for temperature control purposes. All sensors were calibrated 
according to the temperature calibration standard ITS-90 (International 
Temperature Scale of 1990 [36]) and .an uncertainty of 50 mK for the 
high-pressure viscometer and 162 mK for the low- pressure viscometer 
were reported. 

For the pressure measurement of the low- pressure viscometer, a 
vibrating quartz crystal type pressure transmitter (Paroscientific, type 
1500A-01) with a full-scale pressure of 3.45 MPa was used and cali
brated against a highly accurate rotating-piston gauge (Fluke Calibra
tion, type PG7601) up to a pressure of 2.1 MPa. For the pressure 

measurements of the high-pressure viscometer, a sensor with a full-scale 
pressure of 41.68 MPa (Paroscientific, type 1006 K-01) was used, cali
brated with another rotating piston gauge (Desranges and Huot, type 
DPG5). The uncertainties of the pressure sensors used in the high pres
sure and low-pressure viscometers are 0.0042 MPa and 0.00035 MPa, 
respectively. 

2.2. Experimental material 

The three investigated binary mixtures were prepared gravimetri
cally according to the metrological standards [37] for mixture prepa
ration. A customized setup described in [32] was used. Pure components 
used for the mixture preparation are listed with information on suppliers 
and purity in Table 3. The final mixture compositions and the expanded 

Fig. 2. Schematic of the low-pressure viscometer [30].  
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uncertainties of each binary mixture are reported in Table 4. The 

mixtures were prepared and kept in aluminum cylinders with a volume 
of 20 L. The cylinders were supplied with special treated interior sur
faces (Aculife inerting, Scott Specialty Gases) for long-term stability of 
the mixture compositions. 

2.3. Experimental procedure 

The validity of the model function introduced in Eq. (2) strongly 
depends on the concentric alignment of the rotating body in the 
measuring cell. The concentric alignment was performed at each 
isotherm for the high-pressure viscometer to minimize the uncertainty of 
the position of the rotating body. The concentric alignment of the 
rotating body was adjusted using micrometer screws with a resolution of 
10 μm. With these micrometer screws, the electromagnet was moved in 
x, y and z axes and damping values were checked. The minimum 
damping value is corresponding to the concentric alignment and the 
most stable position of the rotating body. For this purpose, damping of 
helium at the pressure of 0.2 MPa were regularly checked. However, for 
the low-pressure viscometer the centering was quite stable over time and 
minor changes in the damping values were observed. The viscosity 
measurements were carried out at four isotherms with a sequence of 
temperatures (298, 323, 473 and 273) K and again back to 298 K to 
check the reproducibility. At each isotherm, measurements were started 
with the following filling procedure: 1) empty the measuring cell to 
atmospheric pressure, 2) evacuate the measuring cell using a rotary- 
vane pump (Oerlikon Leybold Vakuum, Germany, type: TRIVAC D 2,5 
E) and a turbo molecular pump (Oerlikon Leybold Vakuum, Germany, 

Table 3 
Pure fluids used in the experiments.  

Chemical Source Final mole fraction purity 

CO2 Air Products, Germany 0.999995a 

H2 Air Liquide, Germany 0.999990b 

N2 Air Liquide, Germany 0.999990c 

He Air Liquide, Germany 0.999999d 

No additional purification was done. 
Impurities reported by suppliers: 

a x(CO) < 0.5•10− 6; x(H2O) < 2.0•10− 6; x(O2) < 0.5•10− 6; x(N2) < 2.0•10− 6; 
x(CnHm) < 0.1•10− 6 

b x(CO) < 0.1•10− 6; x(CO2) < 0.1•10− 6; x(H2O) < 2.0•10− 6; x(O2) < 2.0•10− 6; 
x(N2) < 5.0•10− 6; x(CnHm) < 0.1•10− 6 

c x(H2O) < 2.0•10− 6; x(O2) < 2.0•10− 6; x(CnHm) < 0.2•10− 6 

d x(H2O) < 0.5•10− 6; x(O2) < 0.1•10− 6; x(CO) < 0.1•10− 6; x(H2) < 0.1•10− 6; 
x(CO2) < 0.1•10− 6; x(CnHm) < 0.1•10− 6 

Table 4 
Mole fractions x and expanded uncertainties in composition U(x) of each 
mixture (k = 2).  

Mixture (Component 1 + Component 2) xcomponent 1 xcomponent 2 U(x) (k=2) 

CH20 (CO2 + H2) 0.80087 0.19912 7.0•10− 5 

CH07 (CO2 + H2) 0.93236 0.06763 1.5•10− 4 

CN10 (CO2 + N2) 0.89980 0.10020 7.5•10− 5  

Table 5 
Budget for the expanded combined uncertainty in viscosity at T = 298 K and p = 0.417 MPa for the mixture CN10 using the high-pressure viscometer.  

Source of uncertainty (f) Uncertainty Distribution Coverage factor Sensitivity coefficient ∂η/∂f Standard uncertainty u/μPa. s 

Viscosity (η) 0.07 μPa.s Normal 2 1 0.03 
Pressure (p) 0.004 MPa Rectangular 1.73 0.048 0.0003 
Temperature (T) 50 mK Rectangular 1.73 0.132 0.0014 
Composition (xCO2) 0.00004 mol/mol Rectangular 1.73 3.258 0.00008 
Combined expanded uncertainty Uc (k = 2) 0.07 μPa . s      

Table 6 
Budget for the uncertainty in viscosity u(η) at T = 298 K and p = 0.417 MPa for the mixture CN10 using the high-pressure viscometer.  

Source of uncertainty f Uncertainty Distribution Coverage factor Sensitivity coefficient ∂η/∂f Standard uncertainty u/μPa. s 

Damping of sample fluid (D) 13 µHz Normal 2 0.00421 0.03 
Damping of helium at zero density (DHe

0 ) 12 µHz Rectangular 1.73 0.00323 0.02 
Residual damping (DR) 10 µHz Rectangular 1.73 0.00097 0.006 
Other contributions     0.00016 
Expanded uncertainty (k = 2) 0.07 μPa .s     

Table 7 
Budget for the uncertainty of the damping D at T = 298 K and p = 0.417 MPa for the mixture CN10 using the high-pressure viscometer.  

Source of uncertainty f Uncertainty/μHz Distribution Coverage factor Sensitivity coefficient ∂η/∂f Standard uncertainty u/μPa. s 

Regression 0.3 Rectangular 1.73 1 0.16 
Scatter 0.8 Normal 2 1 0.4 
Sorption 10 Rectangular 1.73 1 6 
Eccentric alignment 5 Rectangular 1.73 1 3 
Expanded uncertainty (k = 2) 13      

Table 8 
Budget for the uncertainty of the damping DHe

0 at T= 298 K and p= 0.417 MPa for the mixture CN10 using the high-pressure viscometer.  

Source of uncertainty f Uncertainty/μHz Distribution Coverage factor Sensitivity coefficient ∂η/∂f Standard uncertainty u/ μPa. s 

Regression 0.6 Rectangular 1.73 1 0.4 
Scatter 6 Normal 2 1 3 
Eccentric alignment 9 Rectangular 1.73 1 0.8 
Extrapolation to the zero density 1.3 Rectangular 1.73 1 5 
Expanded uncertainty (k = 2) 12      
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type: TURBOVAC 50) for 15 minutes, 3) refill the measuring cell with 
the sample fluid to 0.2 MPa, 4) evacuate for 15 minutes again and repeat 
steps 3 and 4 at least three times. Meanwhile damping values were 
recorded after each refilling. When no change in the damping values was 
observed, the measuring cell was filled up with the sample fluid. The 
system was pressurized to a pressure restricted by the phase boundary 
and the state of the flow. In order to avoid condensation of fluid during 
the measurements filling, the tubing from the gas cylinder to the ther
mostated measurement cells was temperature-controlled by an electric 
heating wire. For all measurements, the tubing temperature was set to 
323.15 K, which is far above the critical temperature of CO2 (304.13). 
The phase boundary of test fluid was also investigated before each 

measurement and a margin of at least 0.5 MPa were considered to keep 
the fluid in the gas or supercritical gas phases inside the measuring cell. 
The flow model is only valid, if a laminar flow is established around the 
cylinder. To avoid the occurrence of so-called Taylor-vortices, the 
maximum rotational frequency is limited by the so-called Taylor number 
Ta [38], which is a Reynolds number equivalent for the cylindrical flow. 
The Taylor number is calculated by 

Ta =
2δ2d4

1 − δ2⋅
(2πf)2ρ2

η2 , (5)  

where δ is the ratio of the inner and outer radius and d is the difference 
between outer and inner radius. Values for density and viscosity were 

Fig. 3. Relative deviations of experimental 
viscosities ηexp from calculated viscosities ηcalc 
for pure hydrogen at T = 273 K. ρcalc and ηcalc 
are density and viscosity calculated from 
models [42] and [44], respectively, imple
mented in NIST REFPROP 10.0 [28, 29]. This 
work – HPV (◆); this work – LPV (◊); Golubev 
and Petrovl (1959) [15] (■); Barua et al. 
(1964) [43] (×); Chuang et al. (1976) [45] (●). 
The dashed and solid vertical apparent error 
bars are corresponding to the expanded com
bined relative uncertainty using high-pressure 
and low-pressure viscometers, respectively.   

Fig. 4. Relative deviations of experimental 
viscosities ηexp from calculated viscosities ηcalc 
for pure hydrogen at T = 298 K. ρcalc and ηcalc 
are the viscosity and density calculated from 
models [42] and [44], respectively, imple
mented in NIST REFPROP 10.0 [28,29]. This 
work – HPV (■); this work – LPV (□); Barua 
et al. (1964) [43] (×); Golubev and Petrov 
(1959) [15] (◊); Gracki et al. (1969) [46] (+); 
Hongo and Iwasaki (1978) [47] (Δ). The 
dashed and solid vertical apparent error bars 
are corresponding to the expanded combined 
relative uncertainty using high-pressure and 
low-pressure viscometers, respectively.   

Fig. 5. Relative deviations of experimental 
viscosities ηexp from calculated viscosities ηcalc 
for pure hydrogen at T = 323 K. ρcalc and ηcalc 
are the viscosity and density calculated from 
models [42] and [44], respectively, imple
mented in NIST REFPROP 10.0 [28, 29]. This 
work – HPV (▴); This work – LPV (Δ); Michels 
et al. (1953) [48] (×); Golubev and Petrov 
(1959) [15] (◊); Hongo and Iwasaki (1978) 
[47] (□); Nabizadeh and Mayinger (1999) [49] 
(+). The dashed and solid vertical apparent 
error bars are corresponding to the expanded 
combined relative uncertainty using 
high-pressure and low-pressure viscometers, 
respectively.   
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calculated using the models by Refs. [27,28] as implemented in 
REFPROP 10.0 [29]. Frequency and pressure were chosen in a way, that 
the actual Taylor number did not exceed the critical Taylor number 
Tacrit, which was calculated according to 

Tacrit = 1666.5⋅δ− 0.8682. (6) 

The measurements with the low-pressure viscometer were addi
tionally restricted by the Reynolds number Re of the disk flow. For Re <
30, the working equation (2) becomes independent from the apparatus 
coefficients. Thus, frequency and pressure were chosen in a way, that the 
Reynolds number did not exceed 30. The Taylor criterion is always 
fulfilled, if Re < 30. The cylinder with the sample fluid was heated up 
using an electrical heating jacket one hour before starting the mea
surement. Heating the sample fluid at the bottom causes convection 
inside the cylinder to get a homogenization of the mixture. 

According to Eq. (2), precise knowledge of three parameters D, DHe
0 

and DR is necessary to calculate the experimental viscosity. The damping 
values D of the fluids under test were measured at each isotherm and 
desired pressure point. For this purpose, the rotating body was first 
accelerated using the drive coils until they switched off at a given 
maximum rotational frequency fmax, after which the rotating body 
decelerated mainly due to fluid friction. The values of fmax were set such 
that the flow around the rotating body remained laminar. For each data 
point, this measurement of D values was repeated five times, and an 
average value was used for the viscosity measurements. In order to 
determine the zero-density damping value of helium, DHe

0 , the damping 
of helium was measured at pressures from 0.1 to 1 MPa at each tem
perature. To determine DHe

0 , these measurements were extrapolated to 

zero-density using a linear fit. To determine the experimental residual 
damping value, DR, at each isotherm, the measurement cell was evac
uated down to a vacuum pressure < 5•10− 3 Pa, requiring a two-stage 
evacuation. A rotary-vane pump (Oerlikon Leybold Vakuum, Ger
many, type: TRIVAC D 2,5 E) was used to reach 4.0 Pa within a few 
minutes, followed by a turbo-molecular pump (Oerlikon Leybold Vak
uum, Germany, type: TURBOVAC 50) which reached a high level of 
vacuum pressure of 1•10− 3 Pa within a few days, after which damping 
measurements were carried out. DR was determined by extrapolating the 
measured damping values to zero-pressure using a linear fit. Although 
DR was measured under ultra-high vacuum pressure, extrapolating the 
measured damping values to zero-pressure using a linear fit is necessary. 
The reason for that is residual damping is one of the main contributions 
to the uncertainty of measurement and the effect of viscosity at even 
very low pressures cannot be neglected. 

3. Results and discussion 

3.1. Uncertainty analysis 

The uncertainty analysis was conducted based on the guide to the 
expression of uncertainty in measurement [39]; the main contributions 
to uncertainty introduced by [40] apply for this work as well. The 
overall combined standard uncertainty for the viscosity measurements 
Uc (η (T,p,x)) is determined from: 

Fig. 6. Relative deviations of experimental 
viscosities ηexp from calculated viscosities ηcalc 
for pure hydrogen at T = 473 K. ρcalc and ηcalc 
are the viscosity and density calculated from 
models [42] and [44], respectively, imple
mented in NIST REFPROP 10.0 [28,29]. This 
work – HPV (●); this work – LPV (○); Golubev 
and Petrov (1959) [15] (◊); Sakado et al. 
(2015) [50] (+). The dashed and solid vertical 
apparent error bars are corresponding to the 
expanded combined relative uncertainty using 
high-pressure and low-pressure viscometers, 
respectively   

Fig. 7. Relative deviations of zero-density viscosity values for pure hydrogen as a function of temperature. Experimental values η0 are compared with calculated 
values η◦calc using the model [44], implemented in NIST REFPROP 10.0 [28,29]. Extrapolated η0 of this work – HPV (▴); Extrapolated η0 of this work – LPV (Δ); 
Assael et al. (1986) [53] (+); May et al. (2007) [52] (×). The dashed line corresponds to the ab initio calculation by Mehl et. al (2010) [51]. 
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uc(η (T, p, x)) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

u (η)2
+
[
(∂η/∂T)p,xu(T)

]2
+
[
(∂η/∂p)T,xu(P)

]2
√

+
[
(∂η/∂x)T,pu(x)

]2
(7)  

where u(η), u(T), u(p) and u(x) are the standard uncertainties of the 
viscosity, temperature, pressure, and composition, respectively. The 
uncertainty of the temperature u(T) was determined from the temper
ature calibration based on the ITS-90 with a maximum value of 50 mK 
for the high-pressure viscometer and 162 mK for the low- pressure 
viscometer. The temperature uniformity for both sensors are also 
included in the uncertainty estimations. The expanded uncertainty (k 
=1.73) of the temperature measurement was dominated by the tem
perature gradient along the measuring cell and was estimated to be 104 
mK at T = 253.15 K increasing to 162 mK at T = 473.15 K for the low- 
pressure viscometer. Temperature gradients along the measuring cell of 
the high-pressure viscometer did not exceed 30 mK. A temperature 
stability of 10 mK was achieved during the viscosity measurements. The 
pressure uncertainties u(p) of 0.0042 MPa and 0.00035 MPa were re
ported by the manufacturer for the pressure sensors used in the high 
pressure and low-pressure viscometers, respectively. The high accuracy 
of pressure sensors was checked regularly by pressure calibration using 
rotating-piston gauges, as mentioned in section 2.1. The uncertainties in 
the mixture compositions u(x) are reported in Table 4. The weighing of 
each component during the mixture preparation were repeated 10 times 
and the results as well as the zero-point drift of the balance were aver
aged for each weighing repetition. In order to compensate for the air 
buoyancy of the cylinders, the air conditions (pressure, temperature and 
the relative humidity) were measured during the weighing. The sensi
tivity coefficients in Eq. (7) were estimated using the Extended Corre
sponding States (ECS) model [25] implemented in NIST REFPROP 10.0 
[26,27]. Table 5 presents an example for the expanded combined un
certainty budget at a temperature of 298 K and a pressure of 0.417 MPa 
for the mixture CN10 using the high-pressure viscometer. The same 
approach was applied for the low-pressure viscometer as described in 
[41]; however, the uncertainty was expanded to take into account 
hysteresis effects in the uncertainty of the damping, which was seen 
during the measurements. 

The main contribution to the expanded combined uncertainty is the 
uncertainty from the viscosity measurements u(η). The main contribu
tions to u(η) are the measurement of the damping in the sample fluid D, 
the residual damping DR and the damping value for helium at zero 
density DHe

0 . However, several other contributions, such as the non- 
stationary parameter z, the apparatus geometry coefficients, the ther
mal expansion coefficients of the materials, the mass of the rotating 
body, the density of the fluid and the viscosity reference value for helium 

Table 9 
Experimental dynamic viscosity data for the binary mixture CH07, where T is the 
temperature, p is the pressure, ρcalc is the density calculated from [54] imple
mented in the thermodynamic software tool, Trend 5.0 [55], ηexp is the dynamic 
experimental viscosity data, ηcalc is the viscosity calculated using the Extended 
Corresponding States (ECS) model [27] implemented in NIST REFPROP 10.0 
[28,29] and Uc(η) is the expanded combined uncertainty (k = 2) in viscosity. 
Ur(η) is the expanded combined relative uncertainty (k = 2) in viscosity.  

T / K p / 
MPa 

ρcalc / kg. 
m− 3 

ηexp / 
µPa•s 

Uc(η) / 
µPa•s (k 
= 2) 

100 ×
Ur(η) (k 
= 2) 

100 ×
(ηexp- 
ηcalc)/ηcalc 

High-pressure viscometer 
273.16 3.468 84.919 14.400 0.078 0.543 -0.548 
273.15 2.991 69.350 14.200 0.086 0.606 -0.484 
273.15 2.502 55.307 14.062 0.075 0.533 -0.390 
273.15 1.985 42.020 13.907 0.072 0.521 -0.380 
273.16 1.780 37.098 13.881 0.075 0.542 -0.295 
273.16 1.502 30.712 13.850 0.077 0.555 -0.130 
273.16 1.182 23.715 13.820 0.075 0.544 0.048 
273.16 0.972 19.307 13.795 0.072 0.522 0.095 
273.15 0.773 15.253 13.787 0.072 0.519 0.235 
273.15 0.581 11.443 13.77 0.068 0.490 0.335 
273.15 0.391 7.773 13.766 0.068 0.492 0.401 
273.15 0.190 3.970 13.748 0.069 0.500 0.422 
298.15 4.659 101.179 16.078 0.075 0.463 -0.121 
298.15 4.014 83.920 15.754 0.074 0.470 -0.232 
298.15 3.010 58.388 15.399 0.073 0.474 -0.235 
298.16 2.009 46.738 15.174 0.071 0.468 -0.244 
298.15 1.808 32.812 15.138 0.071 0.469 -0.012 
298.16 1.507 26.924 15.093 0.071 0.469 0.069 
298.15 1.204 21.177 15.04 0.071 0.470 0.119 
298.16 1.013 17.651 15.029 0.071 0.471 0.201 
298.15 0.811 13.991 15.009 0.066 0.442 0.269 
298.15 0.601 10.267 14.989 0.066 0.442 0.337 
298.15 0.207 3.473 14.95 0.066 0.443 0.468 
323.15 4.512 82.785 17.139 0.075 0.439 -0.260 
323.15 3.995 71.550 16.907 0.074 0.440 -0.244 
323.15 2.985 51.152 16.609 0.073 0.442 -0.121 
323.15 2.017 33.252 16.406 0.073 0.442 0.029 
323.15 1.805 29.509 16.370 0.073 0.443 0.064 
323.15 1.505 24.342 16.319 0.072 0.443 0.088 
323.15 1.203 19.232 16.274 0.068 0.416 0.125 
323.15 1.003 15.924 16.253 0.067 0.414 0.188 
323.15 0.819 12.925 16.225 0.067 0.414 0.185 
323.15 0.602 9.430 16.196 0.067 0.415 0.189 
323.15 0.403 6.267 16.170 0.076 0.470 0.189 
473.15 6.005 65.673 23.794 0.091 0.383 0.531 
473.15 6.005 65.668 23.793 0.089 0.372 0.528 
473.15 5.006 54.373 23.591 0.089 0.375 0.472 
473.15 5.007 54.388 23.593 0.088 0.373 0.482 
473.15 4.002 43.155 23.390 0.088 0.375 0.380 
473.15 3.011 32.238 23.226 0.079 0.341 0.384 
473.15 2.001 21.264 23.069 0.079 0.342 0.391 
473.15 1.505 15.935 22.987 0.079 0.343 0.356 
473.15 1.001 10.560 22.919 0.079 0.344 0.374 
473.15 0.816 8.599 22.893 0.079 0.344 0.376 
473.15 0.608 6.398 22.866 0.079 0.345 0.384 
473.15 0.403 4.231 22.847 0.079 0.345 0.425 
473.15 0.200 2.106 22.829 0.079 0.345 0.468 
Reproducibility check 
298.15 4.533 98.275 16.039 0.077 0.478 0.047 
298.15 4.213 89.069 15.890 0.076 0.481 0.084 
298.15 4.008 83.447 15.798 0.076 0.484 0.062 
298.15 3.515 70.670 15.590 0.076 0.485 -0.051 
298.15 2.506 47.298 15.266 0.075 0.489 -0.205 
298.15 2.009 36.864 15.163 0.074 0.491 -0.126 
298.15 1.511 26.991 15.088 0.073 0.484 0.030 
298.15 0.993 17.291 15.026 0.073 0.485 0.200 
Low-pressure viscometer 
273.15 0.602 11.339 13.781 0.032 0.234 0.367 
273.15 0.400 7.445 13.765 0.033 0.236 0.414 
273.14 0.206 3.781 13.761 0.032 0.234 0.526 
273.14 0.104 1.903 13.759 0.032 0.232 0.580 
298.14 0.604 10.313 14.974 0.037 0.244 0.053 
298.14 0.403 6.819 14.953 0.038 0.251 0.058 
298.14 0.202 3.393 14.934 0.037 0.248 0.072 
298.14 0.101 1.692 14.932 0.036 0.243 0.126  

Table 9 (continued ) 

T / K p / 
MPa 

ρcalc / kg. 
m− 3 

ηexp / 
µPa•s 

Uc(η) / 
µPa•s (k 
= 2) 

100 ×
Ur(η) (k 
= 2) 

100 ×
(ηexp- 
ηcalc)/ηcalc 

323.15 0.802 12.641 16.203 0.034 0.211 0.062 
323.15 0.599 9.385 16.169 0.035 0.218 0.026 
323.16 0.402 6.260 16.154 0.033 0.207 0.090 
323.15 0.202 3.122 16.136 0.034 0.209 0.128 
323.15 0.104 1.599 16.124 0.034 0.208 0.125 
473.15 1.267 12.674 22.934 0.042 0.184 0.318 
473.15 1.062 10.624 22.901 0.048 0.209 0.291 
473.15 0.845 8.452 22.872 0.053 0.230 0.292 
473.15 0.638 6.383 22.842 0.044 0.193 0.280 
473.15 0.425 4.259 22.821 0.043 0.188 0.310 
473.15 0.213 2.131 22.792 0.043 0.188 0.302 
473.14 0.110 1.105 22.784 0.045 0.195 0.326 
Reproducibility check 
298.15 0.805 13.881 14.982 0.037 298.15 0.805 
298.15 0.609 10.415 14.968 0.033 298.15 0.609 
298.15 0.401 6.793 14.955 0.036 298.15 0.401         
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at zero density ηHe
0 also have a small impact on the uncertainty. The sum 

of all these minor uncertainty contributions is given as ‘other contri
bution’ in Table 6. 

The uncertainties of D and DHe
0 provided in Table 6 are combined 

values. Several sources of uncertainty are included as listed in Table 7 
and Table 8. The term ‘Regression’ refers to the standard deviation of the 
regression performed to estimate the measured damping values D and 
DHe

◦ from Eq. (1). Each viscosity value is calculated from an average of 
five successive measurements (repeatability of measurements) and the 
uncertainty source of ‘scatter’ is the standard deviation of the damping 
values of these five measurements. In order to minimize the influence of 
sorption, i.e., adsorption/desorption of components in/from the surfaces 
of tubes and measuring cell, the measurement cell was evacuated and 
flushed with fresh the test fluid several times after the fluid or temper
ature was changed. However, a small change in the composition of the 

Table 10 
Experimental dynamic viscosity data for the binary mixture CH20, where T is the 
temperature, p is the pressure, ρcalc is the density calculated from [54] imple
mented in the thermodynamic software tool, Trend 5.0 [55], ηexp is the dynamic 
experimental viscosity data, ηcalc is the viscosity calculated using the Extended 
Corresponding States (ECS) model [27] implemented in NIST REFPROP 10.0 
[28,29] and Uc(η) is the expanded combined uncertainty (k = 2) in viscosity. 
Ur(η) is the expanded combined relative uncertainty (k = 2) in viscosity.  

T/ K p/ 
MPa 

ρcalc/ kg. 
m− 3 

ηexp/ 
µPa•s 

Uc(η)/ 
µPa•s (k 
= 2) 

100 ×
Ur(η) (k 
= 2) 

100 ×
(ηexp - 
ηcalc)/ηcalc 

High-pressure viscometer 
273.18 4.501 91.757 14.669 0.074 0.507 -0.510 
273.15 4.018 79.070 14.472 0.075 0.521 -0.460 
273.15 4.019 79.081 14.465 0.074 0.510 -0.507 
273.15 3.521 66.975 14.303 0.074 0.515 -0.388 
273.15 3.023 55.685 14.176 0.073 0.517 -0.187 
273.15 2.521 45.051 14.072 0.073 0.520 0.049 
273.15 2.028 35.229 14.003 0.072 0.515 0.396 
273.15 1.824 31.333 13.976 0.072 0.512 0.527 
273.15 1.496 25.253 13.938 0.071 0.513 0.735 
273.15 1.199 19.935 13.914 0.071 0.513 0.970 
273.15 1.001 16.481 13.906 0.068 0.488 1.164 
273.15 0.796 12.969 13.887 0.068 0.487 1.276 
273.15 0.597 9.640 13.872 0.068 0.487 1.401 
273.15 0.205 3.252 13.857 0.068 0.488 1.713 
298.15 5.036 88.139 15.989 0.077 0.479 0.171 
298.15 4.054 67.937 15.664 0.076 0.484 0.215 
298.15 3.045 48.947 15.423 0.076 0.491 0.462 
298.15 2.046 31.632 15.233 0.075 0.491 0.720 
298.15 1.842 28.262 15.213 0.073 0.483 0.865 
298.15 1.547 23.487 15.173 0.073 0.483 0.984 
298.14 1.242 18.645 15.140 0.073 0.484 1.150 
298.15 1.039 15.486 15.124 0.071 0.468 1.278 
298.16 0.646 9.492 15.088 0.069 0.456 1.479 
298.15 0.236 3.417 15.051 0.069 0.456 1.664 
323.16 8.742 148.953 18.730 0.083 0.444 1.802 
323.16 8.003 133.202 18.334 0.089 0.487 1.582 
323.16 7.002 112.972 17.812 0.080 0.451 0.781 
323.16 6.007 94.016 17.413 0.079 0.456 0.638 
323.16 5.007 76.066 17.086 0.078 0.459 0.597 
323.16 2.999 43.038 16.604 0.076 0.457 0.792 
323.16 2.008 28.059 16.444 0.073 0.446 1.074 
323.16 1.803 25.043 16.418 0.071 0.431 1.160 
323.16 1.502 20.696 16.372 0.070 0.430 1.223 
323.16 0.991 13.480 16.302 0.070 0.430 1.346 
323.16 0.605 8.140 16.262 0.070 0.430 1.499 
323.16 0.413 5.527 16.245 0.070 0.431 1.583 
323.16 0.211 2.811 16.229 0.070 0.431 1.679 
473.15 9.258 87.017 24.255 0.097 0.399 1.859 
473.15 9.259 87.020 24.230 0.092 0.380 1.753 
473.15 8.046 75.332 23.992 0.092 0.382 1.528 
473.16 9.136 85.836 24.205 0.092 0.380 1.741 
473.15 8.013 75.015 23.987 0.092 0.382 1.532 
473.15 7.010 65.397 23.788 0.092 0.386 1.344 
473.15 6.010 55.865 23.611 0.089 0.376 1.283 
473.15 5.006 46.364 23.450 0.088 0.377 1.264 
473.15 4.005 36.941 23.297 0.088 0.377 1.250 
473.15 2.996 27.518 23.168 0.079 0.342 1.321 
473.15 2.003 18.319 23.022 0.079 0.343 1.288 
473.15 1.230 11.206 22.929 0.079 0.345 1.336 
473.15 1.008 9.175 22.904 0.079 0.344 1.351 
473.15 0.211 1.913 22.827 0.079 0.344 1.466 
Reproducibility checks 
298.15 5.050 88.432 15.968 0.077 298.15 5.050 
298.15 2.043 31.582 15.230 0.075 298.15 2.043 
298.15 1.027 15.306 15.118 0.070 298.15 1.027 
298.15 0.625 9.174 15.075 0.069 298.15 0.625 
298.15 0.214 3.103 15.047 0.069 298.15 0.214 
Low-pressure viscometer 
273.16 1.013 16.663 13.937 0.036 0.255 1.373 
273.15 0.604 9.738 13.891 0.034 0.244 1.529 
273.15 0.404 6.449 13.869 0.032 0.234 1.590 
273.15 0.207 3.263 13.868 0.032 0.231 1.791 
273.16 0.110 1.718 13.862 0.033 0.237 1.845 
298.15 0.801 11.841 15.060 0.036 0.242 1.123 
298.15 0.604 8.859 15.042 0.038 0.251 1.221  

Table 10 (continued ) 

T/ K p/ 
MPa 

ρcalc/ kg. 
m− 3 

ηexp/ 
µPa•s 

Uc(η)/ 
µPa•s (k 
= 2) 

100 ×
Ur(η) (k 
= 2) 

100 ×
(ηexp - 
ηcalc)/ηcalc 

298.15 0.399 5.818 15.015 0.042 0.282 1.258 
298.15 0.202 2.922 15.008 0.036 0.243 1.414 
298.15 0.104 1.501 15.003 0.037 0.247 1.479 
323.15 1.004 13.626 16.282 0.035 0.213 1.214 
323.15 0.752 10.864 16.253 0.036 0.220 1.291 
323.15 0.602 8.081 16.224 0.034 0.209 1.269 
323.15 0.404 5.400 16.202 0.035 0.217 1.322 
323.15 0.203 2.698 16.190 0.034 0.209 1.444 
323.15 0.103 1.384 16.188 0.035 0.218 1.531 
473.15 1.936 17.698 23.014 0.043 0.187 1.354 
473.16 1.801 16.458 22.987 0.042 0.184 1.357 
473.16 1.502 13.708 22.938 0.042 0.184 1.277 
473.16 1.202 10.951 22.904 0.042 0.184 1.306 
473.16 0.998 9.089 22.877 0.043 0.187 1.302 
473.15 0.802 7.297 22.855 0.043 0.189 1.320 
473.16 0.603 5.484 22.838 0.043 0.189 1.360 
473.16 0.406 3.688 22.808 0.043 0.187 1.339 
473.15 0.206 1.871 22.802 0.042 0.185 1.428 
473.16 0.107 0.966 22.784 0.043 0.190 1.402 
Reproducibility checks 
298.15 0.801 11.833 15.092 0.036 298.15 0.801 
298.15 0.601 8.819 15.070 0.037 298.15 0.601 
298.15 0.400 5.829 15.054 0.037 298.15 0.400 
298.15 0.202 2.930 15.053 0.037 298.15 0.202 
298.15 0.105 1.508 15.042 0.037 298.15 0.105  

Fig. 8. Dynamic viscosity data for the mixture CH07 are plotted versus the 
density of the mixture, ρcalc calculated with the improved GERG-2008 model 
[54] as implemented in the thermodynamic software tool Trend 5.0 [55]. 273 K 
– HPV (◆); 273 K - LPV (◊); 298 K – HPV (■); 298 K- LPV (□); 323 K – HPV 
(▴); 323 K – LPV (Δ); 473 K – HPV (●); 473 K – LPV (○); 298 K- reproducibility 
check (+). The dashed line corresponds to a second-order polynomial fit to 
the data. 
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mixtures due to sorption effects might impact the uncertainty of mea
surements. Therefore, long-term measurements with a duration of at 
least 48 hours to check the damping values of gas under test were carried 
out. During the first few hours, a negligible drift in damping values were 
observed. However, the results of long-term measurements were 
considered in the uncertainty estimation. The mixtures with H2 showed 
stronger sorption effects than the mixture with N2 since a larger drift in 
the damping values was observed for H2. The small size of H2 molecules 
might explain this effect. 

3.2. Viscosity validation 

The high-pressure viscometer and the low-pressure viscometer have 
already been validated with pure CO2 by References [21,40], respec
tively. Nevertheless, both apparatuses were validated again in this work 
by measuring the viscosity isotherms of pure hydrogen at (273, 298, 323 
and 473) K. Results of the validation measurements are given in Fig. 3. 

The measured results of this work are compared with the predictions of 
using the model [41] as implemented in NIST REFPROP 10.0 [26,27]. 
The deviation between experimental and calculated data plotted versus 
density. The density of pure hydrogen was calculated from the model of 
Ref. [42] as implemented in NIST REFPROP 10.0 [28,29]. The experi
mental data are in a good agreement with the model predictions and the 
maximum deviation was 0.42%, which is comparable to the estimated 
experimental uncertainty. Comparisons with existing data were made as 
well. At a temperature of 273 K, the measured data within this work 
agree well with the data of Ref. [43], which seems to be the data set, the 
model has been fitted to. There is an agreement between measured data 
and existing data at 298 K and 323 K (Figs. 4–6). 

The viscosity of any gas can be represented by a virial expansion 
series 

η(T, ρ) = η0(T) + η1(T)ρ + η2(T)ρ2 + ⋯ (8) 

By fitting the first three terms of the virial expansion (8) to the 
measured data, the extrapolated zero-density viscosity η0 is found. Fig. 7 
shows the deviation of extrapolated zero-density viscosities from the 

Fig. 9. Dynamic viscosity data for the mixture CH20 are plotted versus the density of the mixture, ρcalc calculated with the improved GERG-2008 model [54] as 
implemented in the thermodynamic software tool Trend 5.0 [55]. 273 K - HPV (◆); 273 K - LPV (◊); 298 K – HPV (■); 298 K- LPV (□); 323 K – HPV (▴); 323 K – LPV 
(Δ); 473 K – HPV (●); 473 K – LPV (○); 298 K- reproducibility check (+). The dashed line corresponds to a second-order polynomial fit to the data. 

Fig. 10. Relative deviations between experimental and calculated viscosity 
values, ηexp and ηcalc, for the mixture CH07. ηcalc is calculated using the Extended 
Corresponding States (ECS) model [27] implemented in NIST REFPROP 10.0 
[28,29]. Deviations are plotted versus density ρcalc calculated with the 
improved GERG-2008 model [54], implemented in the thermodynamic soft
ware tool, Trend 5.0 [55]. 273 K - HPV (◆); 273 K - LPV (◊); 298 K – HPV (■); 
298 K- LPV (□); 323 K – HPV (▴); 323 K – LPV (Δ); 473 K – HPV (●); 473 K – 
LPV (○). 

Fig. 11. Relative deviations between experimental, ηexp, and calculated, ηcalc, 
viscosity values for the mixture CH20 ηcalc is calculated using the Extended 
Corresponding States (ECS) model [27] implemented in NIST REFPROP 10.0 
[28,29]. Deviations are plotted versus density ρcalc calculated with the 
improved GERG-2008 model [54], implemented in the thermodynamic soft
ware tool Trend 5.0 [55].273 K - HPV (◆); 273 K - LPV (◊); 298 K – HPV (■); 
298 K- LPV (□); 323 K – HPV (▴); 323 K – LPV (Δ); 473 K – HPV (●); 473 K – 
LPV (○). 
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prediction values using the model [27]implemented in NIST REFPROP 
10.0 [28,29] versus the temperature. The results were verified by 
comparing to very accurate data at zero-density calculated ab initio by 
Mehl et al. [51] and to data given by May et al. [52]. The deviation does 
not exceed 0.2% for neither the low- nor the high-pressure viscometer. 

3.3. Dynamic viscosity data of CO2 + H2 mixtures 

87 viscosity data points of the mixture CH07 and 78 viscosity data 
points of the mixtures CH20 are presented in Table 9 and Table 10, 
respectively. The data are reported in chronological order, starting at a 
temperature of 298 K followed by (323, 473 and 273) K and again 298 K 
for reproducibility check. The measurements were conducted in the gas 
and supercritical phases. The maximum pressure was different for each 
fluid composition, temperature, and viscometer due to the restrictions 
resulting from the phase boundary and the flow model. For instance, at 
273 K, the mixture CH07 was measured up to 3.4 MPa for the high- 
pressure apparatus and 0.6 MPa for the low-pressure apparatus. In the 
former case the pressure was limited by the proximity to the phase 

Table 11 
Experimental dynamic viscosity data for the mixture CN10, where T is the 
temperature, p is the pressure, ρcalc is the density calculated from the GERG-2008 
EOS [56] implemented in NIST REFPROP 10.0 [28], ηexp is the dynamic viscosity 
data, ηcalc is the viscosity of Extended Corresponding States (ECS) model [27] 
implemented in NIST REFPROP 10.0 [28,29] and Uc(η) is the expanded com
bined uncertainty (k = 2) in viscosity. Ur(η) is the relative combined expanded 
uncertainty (k = 2) in viscosity.  

T/ K p/ 
MPa 

ρcalc/ kg. 
m− 3 

ηexp/ 
µPa•s 

Uc(η)/ 
µPa•s (k 
= 2) 

100 ×
Ur(η) (k 
= 2) 

100 ×
(ηexp- 
ηcalc)/ηcac 

High-pressure viscometer 
273.15 3.519 87.987 14.807 0.073 0.490 -0.543 
273.15 3.027 71.479 14.555 0.072 0.494 -0.653 
273.16 2.510 56.316 14.365 0.071 0.498 -0.676 
273.15 2.020 43.410 14.223 0.071 0.500 -0.713 
273.16 1.805 38.126 14.178 0.071 0.501 -0.679 
273.15 1.506 31.078 14.133 0.071 0.503 -0.558 
273.15 1.210 24.437 14.097 0.070 0.495 -0.447 
273.15 1.008 20.081 14.074 0.070 0.495 -0.385 
273.16 0.802 15.754 14.054 0.070 0.496 -0.322 
273.15 0.606 11.747 14.046 0.066 0.468 -0.200 
273.16 0.391 7.479 14.027 0.066 0.468 -0.159 
273.15 0.215 4.072 14.014 0.066 0.469 -0.121        

298.15 5.526 134.482 17.174 0.080 0.464 0.241 
298.15 5.011 116.155 16.749 0.079 0.469 0.018 
298.15 4.523 100.598 16.430 0.078 0.473 -0.129 
298.15 4.012 85.839 16.154 0.077 0.475 -0.271 
298.15 3.520 72.747 15.938 0.076 0.479 -0.353 
298.15 3.021 60.463 15.774 0.076 0.481 -0.308 
298.15 2.510 48.726 15.611 0.075 0.483 -0.402 
298.15 2.009 37.922 15.492 0.075 0.486 -0.377 
298.15 1.812 33.838 15.453 0.075 0.487 -0.353 
298.15 1.515 27.863 15.399 0.074 0.479 -0.315 
298.15 1.205 21.816 15.350 0.074 0.480 -0.270 
298.15 1.002 17.953 15.329 0.074 0.480 -0.184 
298.15 0.811 14.405 15.313 0.069 0.453 -0.098 
298.16 0.616 10.848 15.282 0.069 0.452 -0.115 
298.15 0.417 7.284 15.255 0.069 0.453 -0.108 
298.15 0.811 14.405 15.313 0.069 0.453 -0.098 
298.16 0.616 10.848 15.282 0.069 0.452 -0.115        

323.15 6.009 122.265 18.285 0.073 0.397 0.531 
323.15 5.515 109.285 17.999 0.070 0.387 0.433 
323.15 5.008 96.720 17.715 0.069 0.390 0.182 
323.15 4.513 85.118 17.502 0.069 0.394 0.138 
323.15 3.956 72.710 17.276 0.068 0.396 0.009 
323.15 3.519 63.456 17.120 0.068 0.398 -0.082 
323.15 3.017 53.262 16.959 0.068 0.400 -0.185 
323.15 2.494 43.101 16.825 0.068 0.402 -0.196 
323.15 2.020 34.285 16.729 0.067 0.400 -0.131 
323.15 1.819 30.631 16.682 0.066 0.395 -0.165 
323.15 1.516 25.248 16.628 0.066 0.395 -0.133 
323.15 1.201 19.775 16.577 0.066 0.397 -0.099 
323.15 1.021 16.693 16.551 0.061 0.367 -0.070 
323.15 0.816 13.259 16.520 0.060 0.363 -0.054 
323.15 0.614 9.897 16.484 0.060 0.362 -0.081 
323.15 0.418 6.698 16.462 0.059 0.360 -0.038 
323.15 0.219 3.496 16.433 0.060 0.364 -0.044        

473.15 7.291 82.757 24.452 0.093 0.379 0.309 
473.15 7.004 79.356 24.383 0.094 0.384 0.282 
473.15 6.457 72.900 24.253 0.092 0.380 0.231 
473.15 6.001 67.546 24.147 0.092 0.380 0.183 
473.15 5.458 61.219 24.022 0.092 0.381 0.116 
473.15 5.006 55.973 23.931 0.089 0.373 0.099 
473.15 4.505 50.196 23.822 0.089 0.372 0.037 
473.15 3.998 44.399 23.715 0.089 0.373 -0.029 
473.15 3.506 38.792 23.626 0.088 0.374 -0.044 
473.15 3.006 33.146 23.540 0.088 0.374 -0.051 
473.15 2.489 27.347 23.458 0.080 0.341 -0.044 
473.15 1.996 21.851 23.372 0.079 0.339 -0.080        

Reproducibility checks     
298.15 5.521 134.303 17.156 0.080 0.464 0.165 
298.15 5.021 116.493 16.751 0.079 0.469 -0.011  

Table 11 (continued ) 

T/ K p/ 
MPa 

ρcalc/ kg. 
m− 3 

ηexp/ 
µPa•s 

Uc(η)/ 
µPa•s (k 
= 2) 

100 ×
Ur(η) (k 
= 2) 

100 ×
(ηexp- 
ηcalc)/ηcac 

298.14 4.532 100.882 16.437 0.078 0.473 -0.115 
298.15 4.532 85.965 16.432 0.077 0.469 -0.146 
298.15 4.017 72.660 16.175 0.077 0.473 -0.155 
298.15 3.516 60.589 15.956 0.076 0.476 -0.236 
298.15 3.026 49.084 15.780 0.076 0.479 -0.277 
298.15 2.526 40.807 15.606 0.075 0.483 -0.460 
298.15 2.146 35.569 15.518 0.075 0.484 -0.416 
298.15 1.896 29.564 15.461 0.074 0.480 -0.416 
298.15 1.601 23.654 15.415 0.074 0.478 -0.322 
298.15 1.300 19.433 15.361 0.074 0.479 -0.303 
298.15 1.080 15.679 15.331 0.071 0.462 -0.257 
298.15 0.880 12.178 15.313 0.069 0.451 -0.165 
298.15 0.689 8.388 15.284 0.069 0.452 -0.167 
298.15 0.479 4.880 15.258 0.069 0.453 -0.144 
298.15 0.281 1.851 15.242 0.069 0.452 -0.077 
298.15 0.107 1.852 15.225 0.069 0.453 -0.053 
Low-pressure viscometer 
273.15 0.604 11.706 14.052 0.034 0.243 -0.154 
273.15 0.402 7.698 14.019 0.033 0.235 -0.219 
273.15 0.20 3.915 14.013 0.035 0.246 -0.126 
273.15 0.108 2.037 14.019 0.033 0.239 -0.016        

298.15 0.602 10.582 15.240 0.038 0.247 -0.377 
298.15 0.400 7.052 15.221 0.037 0.241 -0.325 
298.15 0.204 3.536 15.197 0.037 0.241 -0.315 
298.15 0.106 1.836 15.187 0.037 0.241 -0.301        

323.15 1.00 16.403 16.522 0.038 0.228 -0.222 
323.15 0.803 13.042 16.512 0.036 0.215 -0.086 
323.15 0.605 9.759 16.475 0.037 0.224 -0.129 
323.14 0.405 6.485 16.444 0.035 0.211 -0.133 
323.15 0.200 3.188 16.420 0.034 0.207 -0.105 
323.15 0.108 1.724 16.417 0.034 0.208 -0.052        

473.14 1.798 19.652 23.342 0.042 0.181 -0.077 
473.15 1.498 16.343 23.263 0.045 0.194 -0.229 
473.15 1.200 13.065 23.216 0.043 0.183 -0.243 
473.15 0.996 10.818 23.191 0.043 0.185 -0.222 
473.15 0.797 8.646 23.159 0.041 0.179 -0.237 
473.15 0.606 6.566 23.124 0.042 0.180 -0.273 
473.15 0.400 4.335 23.101 0.043 0.186 -0.248 
473.15 0.198 2.146 23.075 0.043 0.186 -0.242 
473.15 0.100 1.080 23.069 0.043 0.188 -0.211        

Reproducibility checks     
298.16 0.602 10.583 15.255 0.037 0.246 -0.277 
298.16 0.405 7.071 15.212 0.039 0.256 -0.382 
298.16 0.205 3.538 15.197 0.039 0.257 -0.312 
298.16 0.105 1.815 15.188 0.037 0.242 -0.298  
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boundary at 3.6 MPa and in the latter by the need to keep the Reynolds 
number below 30 [41]. The density ρcalc was calculated from a new 
equations of state for H2 binary mixtures [54], which was implemented 
in the thermodynamic software tool TREND 5.0 [55]. The dynamic 
viscosity data are plotted as a function of density as illustrated in Figs. 8 
and 9. Just like for pure CO2, an increase of temperature and density 
tends to increase the viscosity of CO2-rich mixtures. Furthermore, it can 
be interpreted from the data that the viscosity changes considerable as 
the critical conditions are approached. Overall, in the low-density re
gion, the impact of pressure on viscosity is not significant. The estimated 
maximum expanded relative combined uncertainty (k = 2) of the vis
cosity is 0.6% for data obtained from the high-pressure viscometer and 
0.27% for data from the low-pressure viscometer. The results also show 
good agreement between the data obtained from the high-pressure 
viscometer and the low-pressure viscometer in the overlapping 
low-density region. The maximum difference between the data from the 
apparatuses occurs at 298 K with deviations of 0.19% and 0.29% for the 
mixtures CH07 and CH20, respectively. The differences are within the 
estimated uncertainties of the low-pressure apparatus. Regarding the 
reproducibility check at 298 K, a deviation of less than 0.05% was seen 

Fig. 12. Dynamic viscosity data for the mixture CN10 are plotted versus density of the mixture ρcalc, calculated with the GERG-2008 model [56] implemented in 
NIST REFPROP 10.0 [28,29]. 273 K - HPV (◆); 273 K - LPV (◊); 298 K – HPV (■); 298 K- LPV (□); 323 K – HPV (▴); 323 K – LPV (Δ); 473 K – HPV (●); 473 K – LPV 
(○); 298 K- reproducibility check (+). The dashed line corresponds to a second-order polynomial fit to the data. 

Fig. 13. Relative deviations between experi
mental and calculated viscosity values, ηexp 
and ηcalc, for the mixture CN10. ηcalc is 
calculated using the Extended Corresponding 
States (ECS) model [27] implemented in NIST 
REFPROP 10.0 [28,29]. Deviations are plotted 
versus density ρcalc density calculated from the 
GERG-2008 EOS [56] implemented in NIST 
REFPROP 10.0 [27,28]. 273 K - HPV (◆); 273 
K - LPV (◊); 298 K – HPV (■); 298 K- LPV (□); 
323 K – HPV (▴); 323 K – LPV (Δ); 473 K – HPV 
(●); 473 K – LPV (○).   

Fig. 14. Relative deviations between zero density viscosities η0 extrapolated 
from measurements and calculated values, ηcalc, for the mixture CN10. ηcalc is 
provided by the Extended Corresponding States (ECS) model [27] implemented 
in NIST REFPROP 10.0 [28,29]. Deviations are plotted versus the temperature 
T. Experimental viscosity measured in this work: HPV (■) and LPV (○). The 
dashed line corresponds to data by ab initio calculations [57] for this mixture. 
The error bars show the uncertainty estimated for each experimental data point. 
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for the mixture CH07 using both apparatuses. With respect to the 
mixture CH20, 0.22% maximum deviation for the reproducibility check 
was observed when using the high-pressure viscometer and a 0.06% 
maximum deviation using the low-pressure viscometer was observed. 
The experimental viscosity data are also compared to the viscosity 
values estimated from the extended corresponding states (ECS) model 
[27] implemented in NIST REFPROP 10.0 [28,29]. The relative de
viations from the model for four experimental isotherms are plotted 
against the density in Fig. 10 and Fig. 11. For both mixtures, the 
maximum deviation between the model and the data is less than 1.86%. 
It should be noted that the binary interaction parameters of the model 
were fitted only to a few old literature data on dilute gas viscosities [13] 

. 

3.4. Dynamic viscosity data of CO2+ N2 mixture 

A total of 104 viscosity data points, 77 from the high-pressure 
viscometer and 27 from the low-pressure viscometer, were measured 
for the mixture CN10. Like for the H2 mixtures, the measurements were 
performed at four isotherms and over a wide range of pressures up to 6 
MPa. The results are reported in Table 11. The data of a reproducibility 
check at 298 K are included. The density of each data point was calcu
lated from the GERG-2008 equation of state [56] implemented in the 
NIST REFPROP 10.0 [29]. The maximum relative expanded combined 
uncertainties (k = 2) of the reported viscosity values are 0.25% and 
0.50% for data from the low pressure and high-pressure viscometers, 
respectively. For the reproducibility check at 298 K, a deviation between 
the original and reproduced viscosity values of 0.04% using the 
low-pressure viscometer and 0.50% using high pressure viscometer was 
observed, which is within the uncertainty of the measured data. The 
measured data are plotted in Fig. 12. Both apparatuses cover the 
low-density region up to 2 MPa and the corresponding data have a de
viation of 0.25%, which is within the uncertainty of both apparatuses. 
The deviations between the measured viscosity data from this work and 
values from the model implemented in the NIST REFPROP 10.0 [28,29] 
are plotted in Fig. 13. These deviations vary between -0.713% and 
0.531%. All four isotherms show a similar trend: negative relative de
viation at low-densities up about 50 kg•m− 3, where the relative de
viations as a function of density turn to a positive slope and increase for 
all isotherms. Noteworthy is the fact that there is an uncertainty of 
5-10% in the model implemented in NIST REFPROP 10.0 [28,29] for all 
mixtures, since the specific interaction parameters for each mixture are 
not included in the model. The measured dynamic viscosity data has 
been extrapolated to zero density. The deviations between the extrap
olated zero-density viscosity within this work and accurate data η0

ab initio 
generated by ab initio calculations for the mixture CO2 + N2 are plotted 

Fig. 15. Scenario 1: dynamic viscosity data versus the mole fraction of H2 in 
the binary mixture CO2 + H2 around 0.1 MPa and temperatures up to 550 K. 
This work (×);(▴); Trautz and Kurz (1931) [13] (×); Buddenberg and Wilke 
(1951) [14] (□); Golubev and Peteov (1959) [15] (◆); Gururaja et. al (1967) 
[16]; Saksena and Saxena (1968) [22] (○); Kestin et.al (1982) [58] (○). The 
dashed curves show the viscosity estimated by the extended corresponding 
states (ECS) model [27] implemented in NIST REFPROP 10.0 [28,29]. 

Fig. 16. Scenario 2: dynamic viscosity data versus the mole fraction of H2 in the binary mixture CO2 + H2 at p ≥ 5 MPa and temperatures up to 473 K. This work 
(×); Golubev and Peteov (1959) [15] (▴). The solid and dash curves are viscosity values estimated by the extended corresponding states (ECS) model [27] 
implemented in NIST REFPROP 10.0 [28,29] at 5 MPa maximum measured pressure within this work, respectively, as indicated by the labels. 
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in Fig. 14. The deviations are within the uncertainty of experimental 
measurements. There is also a good fit between the two models. 

3.5. Impact of H2 and N2 impurities on the viscosity of CO2-rich mixtures 

Several studies [9,10], have shown that the impact of impurities on 
CO2 streams needs to be understood as CCS processes cover a broad 
range of fluid conditions and involve multi-component mixtures. For 
this purpose, experimental viscosity data for CO2 + H2 and CO2 + N2 
mixtures at different pressures, temperatures and mixture compositions 
from different sources were compiled together with the data presented 

in this work. In addition, data calculated from the Extended Corre
sponding States (ECS) model [27] implemented in NIST REFPROP 10.0 
[28,29] were used to see the behaviour of viscosity change with 
composition at different temperatures and pressures, in particular, 
where experimental data are missing. In the following, two scenarios 
with different pressure regions were investigated. The first scenario 
evaluated the viscosity change with composition at a pressure around 
0.1 MPa. The reason for choosing such a low-pressure threshold is that 
there are several data points at this pressure in the literature. The second 
scenario considers higher pressures. The highest pressure is in the range 
of the maximum pressure measured in this work since it is difficult to 

Fig. 17. Scenario 1: dynamic viscosity data versus the mole fraction of N2 for CO2 + N2 mixtures at p = 0.1 MPa and in the temperature range 273 K to 473 K. This 
work (×); Kestin et. al (1959) at 293 K [24]; Kestin et. al (1974 and 1966) [20,25] (◆) and [21]; Munczak and Hochrainer (1969) [26] (□); Humberg (2020) [21] 
(▴). The dashed curves correspond to the extended corresponding states (ECS) model estimates [27] implemented in NIST REFPROP 10.0 [28,29]. 

Fig. 18. Scenario 2: dynamic viscosity data versus the composition of N2 in the binary mixture CO2 + N2 at 3 ≤ p ≤ 8 MPa for isotherms (273, 298, 323 and 473) K. 
This work (×); Humberg (2020) [21] (▴). The dashed curves correspond to the extended corresponding states (ECS) model estimates [27] implemented in NIST 
REFPROP 10.0 [28,29]. 
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find sufficient data in the literature at higher pressures to cover the 
whole composition range. The two scenarios were applied for both 
systems, CO2 + H2 and CO2 + N2. 

CO2 + H2: The gas viscosity of pure H2 is smaller than the one of pure 
CO2 at the same pressure and temperature mainly due to lower molec
ular weight. The viscosity of CO2 + H2 mixtures is reduced with 
increasing H2 content, as shown in Fig. 15 and Fig. 16. However, most of 
the reduction in viscosity occurs at high hydrogen mole fractions. As 
shown in Fig. 15 for around 0.1 MPa, the reduction in viscosity from 
pure CO2 to a mixture with a hydrogen mole fraction of 0.5 does not 
exceed 6% over the whole temperature range studied. A similar trend is 
observed between 6 and 9.2 MPa at 473 K as seen in Fig. 16. But at a 
pressure of 8.7 MPa and a temperature of 323 K the reduction of vis
cosity from pure CO2 is already 17% at a hydrogen mole fraction of 0.2, 
according to ECS. This could be due to critical enhancement effect, 
although there is no data backing up the model directly in this region 
close to the critical point of CO2. It can be concluded that the impact of 
H2 on the viscosity of CO2-rich mixtures is not major in the gas phase and 
low-density supercritical phase, except close to the critical point. To 
complement these results, Ref. [19], which used a capillary tube vis
cosity measurement method, shows a significant reduction in viscosity 
when adding small amounts of hydrogen also at pressures 2 to 3 MPa 
above the critical pressure in a temperature region around the critical 
point. For instance, at a pressure around 11 MPa, viscosities at a 
hydrogen mole fraction of 0.05 were about 10% and 30% lower than for 
pure CO2 at 288.15 K and 323.15 K, respectively. 

CO2 + N2: Opposite to H2, adding N2 to CO2 in the gas phase in
creases the viscosity for the investigated conditions as seen from Fig. 17 
and Fig. 18. The interpretation is that the viscosities of CO2 + N2 mix
tures behave ideal with the mole fraction of N2 at both low- and high- 
pressure ranges. N2 mole fractions of 0. 1 and 0.25 lead to a viscosity 
that is 3% and 6.5% higher compared to pure CO2, respectively. 

In addition, these figures show the consistency between the 
measured data within this research work and both available experi
mental data and the data estimated by the model. The only exception is 
the data produced by [26] in 1969, where the viscosity data at 323 K are 
not consistent with the data from other literature, models as well as data 
produced from this work. Moreover, this analysis highlights the need of 
the viscosity measurement at supercritical phase and close to the critical 
point. 

4. Conclusion 

In this work, viscosity measurements were investigated for three 
binary CO2-rich mixtures with mole fractions of 0.07 H2, 0.20 H2 and 
0.10 N2, respectively. The measurements were performed at in total 269 
data points from 0.1 MPa using a low-pressure viscometer to higher 
pressures, up to 9.25 MPa for the mixture CH20, using a high pressure- 
viscometer. The temperature range for the viscosity measurements was 
273 to 473 K. The experimental data within this work are consistent 
with data from existing literature sources and with values calculated 
using the extended corresponding states (ECS) model implemented in 
the NIST REFPROP 10.0 [28,29]. Extrapolated zero- density viscosity 
data for the mixture CN10 also show a very good agreement with ac
curate data calculated by ab initio approaches with a maximum devia
tion of 0.2 %. Finally, it was seen that the viscosity of CO2-rich mixtures 
is more strongly affected by the presence of N2 as impurity, than by 
hydrogen. 

However, experimental viscosity data in dense phase, liquid and, in 
particular, close to critical region as well as data for multi-component 
mixtures are still missing to a great extent. Consequently, the viscosity 
models are suffering from the lack of experimental data. Hence, further 
experimental and modelling studies at high pressures and improved 
viscosity models can pave the path to improve CO2 reservoir modelling 
(Eqn. 1–8). 
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