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A B S T R A C T   

Considering that few or no human operators are directly involved in the operation of Autonomous Marine 
Systems (AMS), an online risk model is necessary to enhance the intelligence of the AMS, its situation awareness, 
and decision-making. The current study identifies the criteria for an online risk model for AMS, which can be 
used to assess its validity and effectiveness. 

Taking an under-ice Autonomous Underwater Vehicle (AUV) operation as an example, the current work in
vestigates how different risk analysis methods, namely the Preliminary Hazard Analysis (PHA), the Systems 
Theoretic Process Analysis (STPA), and Procedural Hazard and Operability Analysis (HAZOP), contribute to 
fulfilling the different criteria for online risk modeling of AMS. The analysis results show that STPA can be 
considered a good basis for developing an online risk model due to its relatively good coverage of the identified 
evaluation criteria, especially its ability to handle the interaction between system and software failure. In 
addition, considering some shortcomings of using STPA and the changing role of human operators in the AMS 
operation, PHA and Procedural HAZOP can be used as complementary tools. It is expected that the analysis 
results and conclusions can be adapted to other AMS as well.   

1. Introduction 

The development of Autonomous Marine Systems (AMS), including 
Marine Autonomous Surface Ships (MASS), Unmanned Underwater 
Vehicles (UUV), and autonomous offshore oil and gas systems is 
emerging due to the potential for improved safety and efficiency. 
Compared to conventional marine systems, AMS are expected to operate 
with few or even no crew onboard in the future, and it is therefore 
essential to ensure that AMS have the expected level of reliability, 
availability, maintainability and safety to be acceptable for widespread 
use at sea. At the very least, AMS should be as safe as conventional 
marine systems (Laurinen, 2016). Hence, risk assessment is a necessary 
tool for the safe operation of AMS and to provide information for 
decision-makers, including both operators and the AMS itself. 

Several previous studies have been conducted focusing on risk as
pects of AMS. Chaal et al. (2020) proposed a framework for the Systems 
Theoretic Process Analysis (STPA) and its hierarchical control structure 
of an autonomous ship by making use of the knowledge gained in 
traditional ship operation, assuming that automated controllers will 
replace human controllers. Wróbel et al. (2017, 2018a, b) established a 
possible safety control structure for autonomous ships and conducted 
safety analysis to provide design recommendations for autonomous 

ships in terms of regulations, organization, and technology. Thieme 
et al. (2018) assessed the applicability of several existing ship risk 
models to MASS. The results demonstrate that, with extra consideration 
of the aspects of software and control algorithms and human-machine 
interaction, some existing risk models might be used as a basis for 
developing relevant risk models for MASS. Thieme and Utne (2017) 
proposed a process for developing safety indicators for the operation of 
AMS, reflecting the safety aspects of AMS operation to assist in opera
tional planning, daily operational decision-making, and identification of 
improvements. 

Several risk-related studies have been conducted specifically for 
UUV. Utne and Schjølberg (2014) proposed a taxonomy for hazardous 
events. Further, the results demonstrated that the main risk to humans in 
Autonomous Underwater Vehicle (AUV) operations in Arctic areas is 
during the launch and recovery of the vehicle. In a study by Brito and 
Griffiths (2011), a Markov chain model was applied to assess the reli
ability of AUVs, capturing the different states of the AUV operation. Step 
sequences from prelaunch to operation to recovery were included in this 
study, and a total of 11 discrete states were identified. A case study using 
the fault history of the Autosub3 AUV was conducted to provide the 
information for different operational phases. In another study by Brito 
and Griffiths (2016), the Bayesian approach was used to predict the risk 
of AUV loss during their missions. This research provided a rigorous 
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procedure for AUV risk management in hazardous environments. 
Loh et al. (2019) conducted a risk assessment for AUV under-ice 

missions to explore the risk of AUV missions in a harsh environment. 
Historical fault log data, as well as expert knowledge, were used in this 
study to develop a risk model. More studies on the risk analysis of AUV 
operations can be found in the review article by Chen et al. (2021). 
Hegde et al. (2018a, 2019) developed dynamic safety envelopes for 
autonomous Remotely Operated Vehicles (ROV). In these studies, the 
Octree method was used to set up the cuboidal shape of the proposed 
safety envelope, while the size of the dynamic safety envelope was 
determined by modeling a fuzzy inference system. 

With few or no operators, an AMS needs improved perception, sit
uation awareness, and planning/re-planning capabilities compared to 
the conventional marine system. For safe operation of the AMS, risk 
should be an essential factor that needs to be monitored and taken into 
account for control action. Therefore, an online risk model that is able to 
assess the possible risk dynamically and support the decision-making of 
the AMS is necessary (Utne et al., 2020). Few works, however, have been 
conducted to identify the specific needs for an online risk model of AMS 
and to analyze the applicability of the existing methods. 

The current study identifies criteria for online risk models for AMS, 
using the systems engineering process. The identified evaluation criteria 
reflect the aspects that should be considered and included when devel
oping an online risk model for AMS. In the paper, an AUV is used to 
investigate how the different existing risk analysis methods, i.e., Pre
liminary Hazard Analysis (PHA), STPA, and Procedural Hazard and 
Operability Analysis (HAZOP), contribute to fulfilling the criteria for 
online risk modeling of AMS. Further, the results from the analyses are 
evaluated with respect to developing an online risk model. Since the 
criteria are more or less generic, it is expected that the analysis results 
and conclusion could be adapted to other AMS as well. 

The paper is structured as follows: Section 2 demonstrates the need 
for online risk modeling of AMS. The criteria for the assessment of the 
online risk models for AMS are identified in Section 3. In Section 4, some 
existing methods that might be used as a basis for the online risk models 
are briefly introduced. Risk analyses of an AUV under-ice operation 
using PHA, STPA, and Procedural HAZOP are performed as a case study 
in Sections 5 and 6. Section 7 summarizes the results from three methods 
for improved engineering design, operational procedures and further 
research, and investigates how the different analyses contribute to ful
filling the criteria for an online risk model of AMS. Section 8 concludes 
the current study and analyzes how the results from the analyses can be 
used to develop an online risk model. 

2. On the need for online risk modeling of AMS 

A risk model is a qualitative or quantitative representation of a sys
tem, measuring its risk level. In order to accurately measure the risk 
level, risk models are developed to capture the interaction between 
subsystems or events based on risk analysis. A typical risk analysis tries 
to answer three main questions (Rausand, 2013): (1) What can go 
wrong? (2) What is the likelihood of that happening? and (3) What are 
the consequences? Different types of risk analysis have been developed 
in the past decades and with different advantages and disadvantages, 
and they have been applied in a wide range of fields in both research and 
industry. 

Traditional risk methods and models, such as Fault Tree Analysis 
(FTA) and Event Tree Analysis (ETA), usually provide a static risk pic
ture of a system or an operation based on historical data or expert 
knowledge, but cannot capture the change of the system’s risk level, 
which may deteriorate with time due to natural and management cau
ses. In order to deal with the possible time-varying risk level, the concept 
of Dynamic Risk Assessment (DRA) was proposed, which aims to “up
date estimated risk of a deteriorating process according to the perfor
mance of the control system, safety barriers, inspection and 
maintenance activities, the human factor, and procedures” (Khan et al., 
2016). 

Several studies have been conducted to address the dynamic risk 
model in the past decade to take advantage of updated information, 
especially using Bayes’ theorem (Baksh et al., 2018; Barua et al., 2016; 
Khakzad et al., 2012, 2013; Liu et al., 2021; Paltrinieri et al., 2014; 
Wang et al., 2017; Yang et al., 2020a). Khakzad et al. (2012) proposed 
an updated Bow Tie (BT) method to achieve dynamic risk assessment by 
updating safety barriers of BT using Bayes’ theorem. The prior failure 
rate of each safety barrier is assumed to follow a gamma distribution. 
The number of failures over time is taken into account to form likelihood 
functions, which is then used to update the failure rate estimation using 
Bayes’ theorem. A novel Bayesian Belief Network (BBN) framework was 
developed by Baksh et al. (2018) to model marine transportation acci
dents in Arctic waters. The model is capable of updating the results 
whenever new evidence is available during the operation using Bayes’ 
theorem. 

Barua et al. (2016) developed a dynamic operational risk assessment 
method for the chemical process industries, which takes into account the 
sequential dependency and the effect of time. The changes of variables 
over time are represented as the temporal dependencies between two 
discrete time slices using conditional probability in a Dynamic Bayesian 
Network (DBN). Several studies used a similar approach in other fields, 
such as fire accidents (Wang et al., 2017) and AUV operations (Yang 

Abbreviation 

ADCP Acoustic Doppler Current Profiler 
AMS Autonomous Marine Systems 
BBN Bayesian Belief Network 
BT Bow Tie 
CMBRA Condition Monitoring-Based Risk Assessment 
CTD Conductivity, Temperature, Depth 
DBN Dynamic Bayesian Network 
DRA Dynamic Risk Assessment 
DVL Doppler Velocity Logs 
ETA Event Tree Analysis 
FPSO Floating Production Storage Offloading 
FTA Fault Tree Analysis 
GNSS Global Navigation Satellite System 
HAZOP Procedural Hazard and Operability Analysis 
HCL Hybrid Causal Logic 

IMU Inertial Measurement Unit 
INS Inertial Navigation System 
LBL Long Baseline 
LoA Levels of Autonomy 
MASS Marine Autonomous Surface Ships 
OH&S Occupational Health and Safety 
PHA Preliminary Hazard Analysis 
RIFs Risk Influencing Factors 
ROV Remotely Operated Vehicles 
STAMP System-Theoretic Accident Model and Processes 
STN Single Transponder Navigation 
STPA Systems Theoretic Process Analysis 
SVA Security Vulnerability Analysis 
UCAs Unsafe Control Actions 
UUV Unmanned Underwater Vehicles 
VHF Very High Frequency 
VTS Vessel Traffic Service  
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et al., 2020a). 
Most of the existing DRA methods, however, rely on incident/acci

dent statistics or temporal dependence based on historical or experience 
data to update the risk estimation, which means that they must wait 
until accidents or near misses occur before updating the estimation of 
the risk indexes (Zio, 2018). Therefore, these methods may fail to reflect 
the rapid changes of the operating environment and system status and 
provide timely support for decision-making during the operation of 
AMS. The development of wireless technology, cheaper and more 
advanced sensor technology, and improved computational capability 
are promoting the development of a more dynamic and online risk 
assessment (Vinnem et al., 2015; Zio, 2018). 

The concept of online risk management was first proposed by Vin
nem et al. (2015), in which the online risk models are built on data from 
different sources, including historical data, sensors and measurements, 
and experience data. With the help of appropriate data interpretation 
methods, online risk models provide pre-warnings of possible opera
tional deviations. Though the framework was first proposed for Floating 
Production Storage Offloading (FPSO), the concept has in recent years 
been used in other fields, such as for autonomous ships (Utne et al., 
2020). A similar idea to the online risk model was also proposed by Zio 
(2018), which is called Condition Monitoring-Based Risk Assessment 
(CMBRA). While most existing DRA methods rely on statistical data for 
risk estimation to update risk, the proposed CMBRA enables the risk 
estimation to be updated by using condition-monitoring data. 

Utne et al. (2020) outlined a framework for online risk modeling for 
an autonomous ship. The hazard identification is conducted using the 
STPA, and the results are used to develop a BBN risk model, in which 
sensor data can be used to measure monitorable variables as part of the 
autonomous ship’s supervisory risk control. Zeng and Zio’s (2018) work 
presents a dynamic risk assessment method, combining statistical and 
condition-monitoring data, that allows for the estimation of risk based 
on data collection during operation. A BBN model with simulations is 
developed to utilize two types of data: statistical data provides the his
torical information about the system, while condition-monitoring data 
provides the degradation status of the specific target system and de
scribes system-specific features. Several other studies also attempt to 
make use of condition-monitoring data in risk assessment (Kim et al., 
2015; Lazakis et al., 2016; Zadakbar et al., 2015). 

3. Evaluation criteria for the online risk model of AMS 

To identify relevant criteria for the online risk model of AMS, a 
system engineering process is used, based on (Blanchard, 2004). The 
functional requirements for AMS with respect to risk and online risk 
models are described. The requirements identified are then used to 
derive the evaluation criteria, which reflect aspects that should be rep
resented in an online risk model for AMS. The purpose is to identify 
potential gaps and focus areas that need to be especially addressed when 
developing online risk models for AMS. Furthermore, the purpose is to 
assess the efficiency of existing risk methods as a basis for such models. 

3.1. Functional requirements 

Table 1 summarizes the functional requirements of AMS with respect 
to risk. This table is adapted from the work of Thieme et al. (2018), 
expanding the scope from MASS only to online risk modeling of other 
AMS, such as UUVs, and autonomous offshore platforms. During the 
operation, the AMS should identify in a timely way the potential hazards 
and hazardous events (R1.1), supporting the decision-making and risk 
control by either operators or the system itself. Hardware, such as ma
chinery, sensors, and the control system, need to perform their desired 
function during the operation (R1.2). Compared to conventional marine 
systems, the software and algorithms involved in AMS will increase. 
Issues due to the introduction or increase of the software in AMS should 
be solved. The software and algorithms should execute their functions in 

a reliable and safe manner and be verified before and during operation. 
Since new faults are usually introduced to the code during updates, a 
reliable and verified software update should also be guaranteed (R1.3). 
In addition, the interaction between software and hardware should be 
robust enough to guarantee safe operation (R1.4). 

Some external supporting systems might be involved during the 
operation of AMS, e.g., a UUV requires an underwater navigation sys
tem, and MASS and UUV may require a control basis/center for remote 
supervision and control. Therefore, if any external supporting system is 
involved, the communication and interaction between them and the 
AMS should be adequate and reliable (R1.5). The interaction and 
communication with other marine stakeholders and environments, such 
as other ships, marine structures, and the Vessel Traffic Service (VTS), 
should also be considered during operation (R1.6). 

Autonomous ships may switch between various operational modes 
with different Levels of Autonomy (LoA) due to the rapidly changing 
environment or complex nature of tasks (Thieme et al., 2018; Yang et al., 
2020b). Other AMS, such as ROV, may also need to operate in an 
adaptive autonomy/mode (Hegde et al., 2018b; Yang et al., 2020b). 
Reliable and adequate provisions for adaptive autonomy/mode are 
required in the AMS operation (R1.7). Human-machine interactions and 
cooperation are expressed by various LoAs, and each level specifies a 
different degree of operation between fully manual operation and highly 
autonomous operation (Vagia et al., 2016). Although the ultimate goal is 
to have highly autonomous systems, human operators are still required 
for each AMS, currently and in the near future. Thus, it is necessary to 
have an accessible and affordable human‒machine interface (R1.8). 

Table 2 summarizes the requirements for a general online risk model. 
The risk spectrum of the system or operation is expected to be measured 
by utilizing various sources of data, including historical data, expert 
knowledge, and especially the monitoring data from sensors (R2.1). 
With the help of online data, online risk models are expected to provide 
a real-time risk picture and pre-warnings of possible operational de
viations (R2.2). By capturing data and information during the operation 

Table 1 
Requirements for AMS with respect to risk, adapted from Thieme et al. (2018).  

Requirements Description 

R1.1 Reliable and timely identification of hazards and hazardous events 
R1.2 Reliable and verified hardware during operation (sensors, 

machinery, and control system) 
R1.3 Reliable and verified software and algorithms and software updates 

during operation 
R1.4 Robust interaction between software and hardware 
R1.5 Reliable and adequate communication/interaction between AMS 

(includes crew if any) and the external supporting system (if any) 
R1.6 Reliable and adequate communication between AMS and other 

marine stakeholders 
R1.7 Reliable and adequate provisions for adaptive autonomy/mode 
R1.8 Accessible and affordable human‒machine interfaces  

Table 2 
Requirements for a general online risk model.  

Requirements Description 

R2.1 Utilize various sources of data, especially the monitoring data from 
sensors, in order to provide the risk spectrum of the system or 
operation 

R2.2 Dynamic in order to capture the quick changes in operation 
R2.3 Update models with new information, data, and scenario for better 

risk evaluation and emerging risk 
R2.4 Capture the possible changes of involved subsystems or components 

and their impacts on risks during the operation 
R2.5 Efficiently identify RIFs that need to be monitored online or in real 

time during operation 
R2.6 Effectively model the correlation among identified RIFs to estimate 

the overall risk level 
R2.7 Capture the uncertainty in the model, especially the uncertainty 

caused by sensors and the data fusion algorithm  
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using the monitoring technique, an online risk model should be able to 
update the model, in terms of both the model itself and the type of input 
data, for better risk evaluation and emerging risks (R2.3). 

The system or operation may involve different subsystems or com
ponents in different phases in a task. The relevant data that needs to be 
considered and monitored in the risk model may change over time. In 
addition, due to changes in the interaction between the subsystems, new 
hazards may evolve, and the acceptable risk level of the operation may 
also change accordingly. An online risk model should be able to reflect 
these changes in different phases during an operation (R2.4). A risk 
model needs to identify factors that may affect the level of risk. These 
factors are called Risk Influencing Factors (RIFs), which are defined as “a 
set of conditions which influence the level of specified risks related to a 
given activity or system” (Rosness, 1998). By monitoring the states of 
the RIFs, early warnings about possible deviations from the normal 
operating envelope of a system can be provided (Utne et al., 2020). In 
order to efficiently monitor the system and provide an accurate risk 
evaluation, an online risk model should efficiently identify RIFs that 
need to be monitored online or in real time during operation (R2.5). The 
last two requirements are similar to those of traditional risk models and 
the existing dynamic risk models. The online risk models should be able 
to effectively model the correlation among identified RIFs and reflect the 
overall risk level of the system (R2.6). The uncertainty should be 
properly handled in online risk models, especially the uncertainty 
caused by sensors and the data fusion algorithm that is caused by the 
increase in the use of monitoring techniques (R2.7). 

3.2. Evaluation criteria for online risk modeling of AMS 

The evaluation criteria for online risk models of AMS are derived 
based on the requirements identified in Tables 1 and 2. The criteria are 
developed considering that the online risk model should be used for the 
AMS itself to operate autonomously, and/or for the human operators to 
monitor the operational situation. Table 3 summarizes the criteria 

identified for the online risk model of AMS. The evaluation criteria 
reflect the aspects that online risk models of AMS need to cover. The 
current list of evaluation criteria can be used to assess the validity and 
effectiveness of online risk models. It is also expected to be used as a 
guide to check whether any important aspects of the online risk model 
are missing and what new information should be included. 

4. Development of online risk models 

The first step of risk analysis is to identify what can go wrong, and 
relevant methods include Hazard Identification (HAZID) and the STPA. 
The PHA is an extended version of HAZID that also addresses the like
lihood and consequences, usually in a semi-quantitative manner. Pro
cedural HAZOP is used to review procedures and operational sequences. 
Hence, the STPA, PHA and Procedural HAZOP may therefore provide a 
desirable foundation for developing an online risk model. 

Some previous studies have been conducted on the comparison of 
different methods, such as STPA and HAZOP (Sultana et al., 2019) or 
STPA and FMEA (Rokseth et al., 2017), against various aspects to 
demonstrate how one method can be used to replace another, or how 
one method can be used as complementary to another one. The current 
study, however, aims at analyzing the applicability of different methods 
to the online risk modeling of AMS, identifying advantages and disad
vantages over the identified criteria and determining appropriate 
methods based on the analysis result. Information from each method 
that can be utilized to further develop an online risk model is also 
identified. 

The PHA is usually used to identify hazards and potential accidents 
in the early stages of system design and has been successfully applied to 
safety analysis in many fields, such as process plants and offshore marine 
systems (Rausand, 2013; Vinnem and Røed, 2019). The term “pre
liminary” reflects that the analysis results are usually refined through 
additional and more thorough studies when more information on the 
system becomes available. Hence, a PHA is typically used to provide an 
initial risk picture for the system, but may also be used as a stand-alone 
analysis. Still, when a more comprehensive risk assessment is necessary, 
the analysis results can also be used to screen events for further research, 
making it possible for them to become the basis of online risk models. 

A HAZOP study is a structured and systematic hazard identification 
process that examines how a system may deviate from the design intent 
and results in hazards and operability problems that may represent risks 
to personnel or equipment. The studied system is divided into several 
simpler sections called “study nodes” that are analyzed one by one later 
(Rausand, 2013), by using a set of guidewords and process parameters. 
The analysis is carried out by a group of experts from different research 
areas (a HAZOP team) in a series of brainstorming sessions. The HAZOP 
approach was initially developed to be used during the design phase, but 
can also be applied to systems in operation. Several variants of the 
original HAZOP approach have been developed (Rausand, 2013). Pro
cedural HAZOP is considered a powerful tool for risk assessment of new 
or changed operations and is applicable for all activities where an 
operational procedure is used (Vinnem and Røed, 2019). 

STPA is a hazard analysis method mainly based on the idea of 
System-Theoretic Accident Model and Processes (STAMP), in which 
safety is controlled by enforcing constraints on the system behavior 
(Leveson, 2011). Unsafe interaction among the components in a system 
is believed to be the main reason leading to an accident, instead of 
considering that the accident is the result of a chain of component or 
event failures. The hazardous events occur due to the absence, presence, 
or the improper timing of control actions. The method is usually selected 
due to its ability to model complex interactions. In general, the process 
of STPA consists of the following steps:  

• Step 1: Define the purpose of the analysis, including system to be 
analyzed and also the analysis boundary. Hazardous events at system 
level and safety constraints need to be identified as well. 

Table 3 
Evaluation criteria for online risk modeling of AMS.  

Identifier Criteria for online risk modeling of AMS Addressed 
requirements 

C1 Inclusion of maintenance and reliability aspects of 
system performance 

R1.1, R1.2 

C2 Inclusion of the performance of software and 
control algorithm 

R1.1, R1.3 

C3 Inclusion of the performance of the interaction 
between software and hardware 

R1.1, R1.4 

C4 Inclusion of the performance of the interaction 
between AMS and external supporting system 

R1.1, R1.5 

C5 Inclusion of the performance of the 
communication between AMS and environment 

R1.1, R1.6 

C6 Inclusion of the hazards and possible changes in 
risk models caused by adaptive autonomy/mode 
or the change of involved subsystems 

R1.1, R1.7, R2.4 

C7 Inclusion of human‒machine interaction R1.1, R1.8 
C8 Inclusion of security issues R1.1-R1.8 
C9 Inclusion of various sources of data to estimate the 

risk level, especially sensor data 
R1.1, R2.1 

C10 Level of knowledge (in both the studied system 
and risk) needed for analysis 

R2.1 

C11 Be able to update risk level with new information/ 
data 

R2.2 

C12 Be able to deal with emerging risk (the way that 
the model is changed and/or updated with new 
data) 

R2.3 

C13 Be able to efficiently identify RIFs that need to be 
monitored online or in real time during operation 

R2.5 

C14 Be able to effectively model the correlation among 
identified RIFs 

R2.6 

C15 Be able to deal with the uncertainty, especially the 
uncertainty from the sensor and real-time data or 
the data fusion algorithm 

R2.7  
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• Step 2: Develop the hierarchical control structure of the system to be 
analyzed. Interactions among the components are represented by 
control actions and feedbacks.  

• Step 3: Identify Unsafe Control Actions (UCA) that violate the safety 
constraints.  

• Step 4: Develop loss scenarios in which UCA may occur and identify 
their causes. 

The methods mentioned above cannot be used for developing online 
risk models directly, but based on such methods, more detailed risk 
modeling can be performed, using, for example, BBN, FTA, ETA, Hybrid 
Causal Logic (HCL), simulation-based approaches, etc. The current study 
aims to analyze the applicability of PHA, STPA and Procedural HAZOP 
as the starting point for online risk modeling of AMS, but the develop
ment of a comprehensive model is outside the scope of the current work. 

5. Case study 

5.1. Under-ice operation of AUV 

An AUV under-ice operation is used as a case study to investigate 
how PHA, Procedural HAZOP, and STPA contribute to fulfilling the 
criteria for an online risk model of AMS. 

As a part of the Nansen Legacy project (The Nansen Legacy), AUVs 
are used to collect environmental data of the oceans, and under the ice in 
the Arctic region in the near future. Arctic operations, however, involve 
risks related to loss of the vehicle and mission abortion, due to the harsh 
environmental conditions for vehicles and human operators and diffi
culties in AUV navigation. Loss of the vehicle and abrupted or aborted 
missions are costly due to the high expenses related to the vessels used 
for the field cruises, but the consequences are also related to the failure 
to collect the data used for ocean monitoring and science. Furthermore, 
loss of the vehicle has a negative environmental impact in terms of 
adding to the “garbage” in the oceans. Compared to the traditional AUV 
operation, the difficulties with under-ice operations include but are not 
limited to the following:  

• Logistical challenges due to remote areas and limited infrastructure  
• Harsh environmental conditions for operation, such as the low 

temperature and the presence of ice  
• Navigation challenges of the Arctic area  

o The large vertical component of the magnetic field reduces the 
accuracy of the magnetic compass  

o The low horizontal component of the Earth’s rotation reduces the 
accuracy of the gyroscopic compass 

To improve the safety and robustness of under-ice operations with 
AUVs in the Arctic, an online risk model is needed to provide decision 
support for the human operators and the AUV itself. In this research, the 
NTNU REMUS 100 AUV has been selected to perform under-ice opera
tions, considering its robustness and previous under-ice track record. 
Details about this AUV can be found in (Norgren et al., 2020). Consid
ering that most AUVs have similar characteristics to the NTNU REMUS 
100 AUV, the results obtained from this work should also be valid for 
most AUVs. 

5.2. System description 

Fig. 1 demonstrates the schematic diagram of the preliminary design 
of the AUV operation using under-ice navigation buoys, currently under 
development at NTNU. The design aims to deploy navigation buoys 
along the planned AUV transect, providing AUV navigational support 
during the mission. The concept of Single Transponder Navigation (STN) 
is applied, making use of the short-term positioning accuracy provided 
by the high-performance dead-reckoning navigation system in the AUV 
and bounded long-term accuracy provided by the buoys system 

(Norgren et al., 2020). When the AUV is operating under ice, it will 
measure the distance to the buoys via acoustics. In addition, since the 
buoys may drift with ice and ocean currents, the buoys need to obtain 
the position through the Global Navigation Satellite System (GNSS) and 
transmit it to the AUV via acoustics. Combined with the position esti
mation from the high-performance dead-reckoning navigation system in 
the AUV, relatively good navigation performance can be obtained. 
Equipped with several environmental sensors, the AUV is expected to 
collect data. More detailed information on the system can be found in 
the study by Norgren et al. (2020). With the help of the designed system, 
the AUV operation in the current case study aims to search for the 
temperature gradient and follow the route that decreases with the 
temperature gradient. PHA, Procedural HAZOP, and STPA have been 
applied to analyze the possible risks of the operation. 

6. Main results and findings of the case study 

The current section presents the main results and findings from the 
three methods.1 The analyses involve risk analysts and AUV experts with 
experiences from several previous Arctic AUV operations with vehicles 
from NTNU, especially from a research cruise to the North Barents Sea in 
November 2019. The AUV operations provide the participants in the 
analyses with field experience on environmental conditions and the 
challenges of AUV operation in the Arctic, including underwater navi
gation challenges, technical and operational failures, and logistical 
challenges. 

6.1. Main findings from PHA 

The PHA was conducted through three PHA workshops, which 
gathered people from different fields of expertise, i.e., risk assessment 
and AUV operation. The workshops resulted in several hazardous 
events, which were identified and analyzed with respect to their 
assumed frequencies and expected consequences. In the analysis, 
Table 4 and Table 5 were used for the categories of frequency and 
consequence, respectively. The expected consequences were identified 
considering the principle of the credible worst-case before any risk 
reduction measures have been implemented. Fig. 2 presents the risk 
matrix used in the current risk analysis, where the risk index is a semi- 
quantitative measurement of risk and defined as “the logarithm of the 
risk associated with the event and is found by adding the frequency class 

Fig. 1. AUV operation using the under-ice navigation buoys, designed by 
Norgren et al. (2020). 

1 More detailed results of the analyses can be provided by contacting the 
corresponding author (Ruochen Yang. ruochen.yang@ntnu.no) 
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of the event with the severity class of the event” (Rausand, 2013). 
Different colors represent the level of acceptance. 

The PHA focused on the hazardous events related to the REMUS AUV 
system’s technical hazards, technical hazards of the navigation buoys 
system, environment, traffic and operational hazards, and human error. 
Table 6 summarizes the most hazardous events and their possible causes, 
consequences, and suggested risk reduction measures. It is found that 
the technical hazards of the REMUS AUV and the harsh environment 
contribute most to the risks of the AUV’s under-ice operation. 

In terms of the technical hazards of the REMUS AUV, the AUV’s 
navigation and communication system module failure and software 
failures are considered to be the most hazardous events, which may 
directly lead to a loss of the AUV. Risk-reducing measures are proposed 
to mitigate these risks. Considering the rapidly change of operating 
environment, unexpected navigation challenges in the Arctic, and 
relatively little experience with under-ice operation, the navigation and 
communication system module and other components should be fully 
tested under different operating conditions before operation. In order to 

avoid unwanted software failure, software verification and testing, 
especially for own-developed software (control algorithm and software 
configuration), should be carried out before operation. 

Unacceptable hazardous events associated with the environment 
include the low maneuverability caused by the strong current and the 
potential accidents caused by Arctic sea ice, such as the collision with ice 
or stuck under ice. In order to mitigate the risk, enough preparations are 
needed to retrieve and salvage the AUV, such as the acoustic pinger for 
pinpointing AUV’s location and tools for cutting ice. These also require 
human operators to be well trained and familiar with the retrieve and 
salvage process in the Arctic. 

6.2. Main findings from procedural HAZOP 

The entire AUV operation is divided into five main phases in the 
current study, including pre-deployment, deployment, operation, re
covery, and post-deployment. It was summarized by the designer of the 
system, who has over seven years of work experience in AUV operation. 
Procedural HAZOP was applied to identify deviations from the way the 
system is intended to function: their causes, and all the hazards and 
operability problems associated with these deviations. Each main step in 
the operational procedure is regarded as a “study node” in the current 
HAZOP work. A list of guidewords used for identifying deviation was 
agreed on by all experts before analysis, as shown in Table 7. 

The current Procedural HAZOP analysis was conducted through 
three HAZOP workshops, gathering same analysts as the PHA work
shops. Table 8 shows examples of the analysis results. Though most 
hazardous events related to human operators and operational procedure 
are identified in the phases of pre-deployment, deployment, and re
covery due to the operators’ high involvement, these hazardous events 
may affect other phases or even the whole operation phases as well, and 
lead to an unacceptable consequence. For example, the failure of testing 
of communication between buoys may result in a non-functional buoy 
and then cause navigation failure during the operation phase and lead to 
the loss of AUV. The results in Procedural HAZOP highlight the impor
tance of the proper testing and verification of software and hardware in 
AUV and buoys and adequate preparation for environmental and oper
ational challenges before the operation phase. 

6.3. Main findings from STPA 

The STPA analysis was initially performed by the first author and 
then reviewed and revised by the same analysts as in PHA and Proce
dural HAZOP workshops. The STAMP Workbench software (Informa
tion-technology Promotion Agency, 2021) was used to develop the 
control structure and further analysis. 

A hierarchical control structure diagram for AUV under-ice opera
tion is shown in Fig. 3. It demonstrates the main interactions between 
each component in the system. Available control actions from the con
trollers are represented by the red arrows, while feedback signals pro
vided by actuators are represented by the blue arrows. Generally, the 
operation may involve the human operators, the AUV, the navigation 
system, the supporting system, etc. In this study, the AUV, operators, 
and navigation buoys systems are selected as the main elements in the 
system. 

Given the hierarchical control structure developed in Fig. 3, the 
UCAs can be determined by considering all the control actions. For each 
control action, four categories of UCAs are considered to identify the 
actions that have the potential to cause hazards (Leveson, 2011). Table 9 
presents an excerpt of the UCAs found in the case study. No UCAs that 
were caused by applying a control action for too long or for stopping too 
early were identified. 

The causal scenarios can be identified by analyzing how the identi
fied UCAs may occur. The current case study takes UCA5-P-1 (Naviga
tion system module provides (unacceptable) inaccurate estimated 
position and heading during the mission) as an example to show the 

Table 4 
Frequency categories for use in the current PHA.  

Index Category Frequency (per 
operation) 

Description 

5 Frequent >1 The event is likely to occur more than 
once per operation. 

4 Expected Around 1 The event may occur once per 
operation 

3 Likely 1–0.1 The event may occur once per 
operation/ten operations 

2 Unlikely 0.01‒0.1 The event will be most likely not to 
occur 

1 Remote <0.01 The event is unlikely to occur  

Table 5 
Consequence categories for use in the current PHA.  

Index Category Consequence Description 

5 Catastrophic Loss of AUV/injuries to the 
operators 

Loss of time (over 100 
days), over 1,000,000 
NOK 

4 Severe Major damage to the system 
(AUV/buoys)/loss of several 
buoys 

Loss of time (100 
days), 
500,000 NOK- 
1,000,000 NOK 

3 Significant Mission failure (unable to 
repeat)/no data/loss of one 
buoy 

Loss of time (ten 
days)/data, 
500,000 NOK 

2 Minor Minor influence of mission/ 
unacceptable data/Minor 
damage to the system 

Loss of time (one day)/ 
data 

1 None No damage/influence No loss of time/data  

Fig. 2. Risk matrix for use in the current PHA.  
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derived loss scenarios and causal factors, as presented in Table 10. Five 
possible scenarios are identified for UCA5-P-1, taking into account un
safe controller behavior (such as inadequate control algorithm), inade
quate feedback and information, etc. Since AUV relies on navigation 
buoy for navigation, AUV may provide unacceptable inaccurate states 
estimation during the mission if the inaccurate position is provided to 
AUV, or the position of buoys is not updated to AUV. In addition, the 
failure of software, navigation system module in AUV, or the failure of 
measuring accurate depth, altitude and AUV speed might also lead to the 
unacceptable inaccurate estimated position and heading. Given the loss 
scenarios identified, a more detailed analysis can be performed to 
identify the casual factors. Related casual factors include the distance 
between buoy and AUV, reliability and uncertainty of acoustics of 
navigation buoy and AUV, reliability and uncertainty of GPS signal, etc. 

7. Discussion 

7.1. Main risks and implications for improved engineering design, 
operational procedures and further research 

The results from the above analyses may assist designers and oper
ators to improve the safety and robustness of vehicles and operations in 
the Arctic in the future. 

Firstly, a relatively high number of potential hazardous events and/ 
or UCAs can be traced back to the failure of the physical components in 
the AUV or buoys. In conventional AUV operation in open water, a fail- 
to-safe mechanism of floating to the surface is common when any fault is 
detected, such as a leakage in the AUV. Instead, due to the possible 
existence of ice coverage in AUV under-ice operation, a commonly used 
fail-to-safe mechanism is to park the vehicle on the bottom and wait 
until it is guided to a safe location (Ferguson, 2008). However, when any 
critical component fails during the operation, such as the leakage in the 

Table 6 
Unacceptable hazardous events and risk reduction measures obtained from PHA. 
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AUV or the physical failure of the propeller, waiting on the bottom for a 
period to find the safe location might be challenging. 

The predefined fail-to-safe mechanism may not be performed as 
intended, and this may directly lead to the loss of AUV considering the 
difficulties to salvage under-ice AUV. Therefore, compared to the 
operation in open water, more severe consequences can be incurred if 
there is any failure of the physical components in the AUV or buoys. 
From the perspective of engineering design, the operation of AUVs in the 
Arctic requires more reliable and robust physical components. Accord
ing to the analyses results, adequate testing and verification of the 
components’ reliability in various operating environment before oper
ation are suggested. Also, a more effective fail-to-safe mechanism is 
helpful to deal with the challenge of retrieving the AUV. 

Compared with hardware failure, operators may be more interested 
in the risk related to software or control algorithm in the operation of 
AMS since these contribute most uncertainty and unexpected hazardous 
events. A good example is the challenges of underwater navigation in 
the Arctic. All three methods identify navigation failure or error as a 
major issue. Several underwater navigation difficulties may pose chal
lenges related to this, for example, the multiple paths from ice and 
seabed due to successive reflections at the interfaces when signals 
transmit, high ambient acoustic noise caused by either natural or man- 
made sources, and lost signal caused by buoys drift out of the acoustic 
range. 

An inadequate algorithm for calculating and mitigating the naviga
tion uncertainty can result in the loss of AUV, since it may be difficult for 
the AUV to determine an accurate location for retrieval. Therefore, a 
more robust algorithm is needed to deal with the navigational uncer
tainty. Testing and verification of all onboard software should be per
formed to ensure quality of software application and design. In terms of 
drifting buoys, more reliable algorithm can be applied to simulate and 
predict the drifting of the buoys to prevent the buoys from drifting out of 
the acoustic range during operation. Deploying the buoys in a relatively 
closer distance to possible AUV operating path can also be effective. In 
addition, several RIFs or risk indicators related to underwater navigation 
might be crucial for limiting the uncertainty in navigation, such as the 
distance between AUV and buoy and standard deviation of reported 
buoy’s position, an onboard online risk model that can capture these 
values can be helpful to reduce the risk of operation. 

Although the human operators are not directly involved and have 
little control of the vehicle during the operation phase of AUV mission, 
hazards in operational procedures will still have a great importance to 
the safety of AMS operation. According to the results, these can be 
associated with inadequate system design, defective software develop
ment, insufficient preparation and testing, improper operation steps and 

behaviors, limited work schedule, etc. The three analyses highlight the 
importance of adequate preparation for environmental and operational 
challenges. A packing list of necessary equipment for operation and 
recovery and a checklist operational procedure should be provided to 
human operators to avoid missing of necessary equipment and opera
tional steps. Due to the logistic challenges of the operation in the Arctic, 
such as limited time of operation and recovery caused by unexpected 
challenges with testing and deploying AUV or buoys in the Arctic, 
schedule change of research vessel, etc., a good communication with 
crew of research vessel and cruise leader should be ensured and a 
possible backup plan for operation is necessary. 

The above indicates a need for further research in the domain of 
autonomous operation in the Arctic. Engineering design and operational 
procedures, for example, need to be improved. Since the scope of the 
paper is not on the design of the AUV, the next subsections focus on the 
use of the analyses results for online risk modeling only. 

7.2. Applicability of using the results in online risk modeling of AMS 

This section analyzes the applicability of the three methods to the 
identified criteria of online risk modeling of AMS. Table 11 summarizes 
the main findings from the analysis results, and the following sub
sections present detailed arguments and observations supporting these 
assessments based on the analysis from the case study. The current study 
does not rank the importance of these criteria, since each derived cri
terion covers important aspects of online risk models. However, stake
holders may be more interested in criteria that reflect the main 
difference between conventional marine systems and AMS, or between 
traditional risk models and the online risk model (for example, criteria 
C2, C3, C4, C6, C8, C9, C11, C15) than other criteria. Analysts may focus 
on different criteria when developing an online risk model, depending 
on the type of AMS, available data, etc. 

Generally, compared to the other two methods, STPA shows better 
applicability in terms of the number of criteria fulfilled. The STPA results 
demonstrate a more detailed analysis of the risk caused by the software 
and control algorithms due to its ability to handle the risk caused by 
unsafe interaction. The visualization of the interaction between the AMS 
and external systems is very valuable in the analysis of AMS operation, 
in which these interactions might bring more issues compared to the 
operation of traditional marine systems. Although the current study does 
not consider the security issue and adaptive mode, other studies show 
the method’s capability. The main disadvantage of STPA for an online 
risk model is that it provides a list of hazardous events without any 
ranking or quantification of the risk, making it difficult for analysts to 
determine which RIFs should be selected for inclusion in the model. 

Table 7 
Guidewords used in current Procedural HAZOP study, based on (Broadleaf, 2018; IEC, 2016).  

Guidewords Topics for discussion in the workshop 

No action Step is missed or omitted; intended AUV operation did not occur; action impossible; AUV or supporting system (buoy or research vessel) not ready 
Less action Human operator does less than intended; hardware does not perform as required; not enough time to complete the step 
Wrong action Human operator does the wrong thing, starts the wrong job, reads the wrong instructions; personnel perform different or out of date procedure; perform two or 

more steps at the same time 
Out of sequence Human operator misses out a step; carries out a step before it should occur, or after it 
More time Human operator takes longer than necessary over action (leaves something running and gets distracted); starts next action later than expected 
Less time Human operator carries out action too quickly; starts next action earlier than expected 
No information No information or feedback from the process or operation; procedure does not specify expected performance; no specified actions for emergencies 
Wrong information Information provided is wrong, out of date or contradictory (oral instruction vs. written, other procedures or steps within this procedure) 
Clarity Step is confusing; words are confusing; readability; poor procedure form layout; written in non-English language; not clearly understandable 
Training Adequate training; level of certification required and provided for this step; procedure control (issuing, updating, revisions, overriding, communication, 

distribution, and acknowledgment, retraining) 
Abnormal 

conditions 
Emergencies; recovery from abnormal situations; utility failure; severe or unusual weather; deviation from procedure; make-shift operations 

Safety Personnel protection; Occupational Health and Safety (OH&S) law compliance; industrial hygiene issues; environmental considerations; fire, explosion or 
chemical release potential  
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Table 8 
Examples of hazardous events and risk reduction measures from Procedural HAZOP.  

Guide word Deviation Possible causes Consequence Existing control Action required 

Pre-deployment 
Less action Operators do not/unable to test acoustic 

communication between all buoys and 
AUV (successfully) 

Test repeated in the same buoy Navigation failure during operation/ 
mission abortion/loss of vehicle/unable 
to send command/limit the navigation 
range 

Checklist for testing before operation (make 
sure operator remembers and follows the 
checklist) 

Mark each buoy 
with label/bring 
the ranger and 
test 

Deployment 
No action Failure to deploy slave-buoys at desired 

locations 
Ice condition/no (not enough) required tools/ Failure to provide navigation to AUV/ 

no deployment of AUV operation/ 
mission delay/drift of the buoy out of 
range 

Send list of required tools before mission; check 
the required tools on board/check availability/ 
check expected ice thickness information with 
other groups 

Bring enough 
tools for ice on the 
cruise 

Less action Operators do not/unable to test 
communication (Very High Frequency 
(VHF) radio, iridium) between all buoys 
successfully 

Hardware failure (e.g. transmitter, power for drive board)/ 
software failure/forget/configuration issue/may not be 
successful if not tested in water 

Delay mission start/unable to operate/ 
navigation failure during operation 

Checklist (make sure operator remembers)/ 
avoid operation if there is issue  

More time Take longer time to deploy buoys and 
AUV 

Ice condition; weather; polar bear; not properly prepared; not 
good communication with other research teams (the mission 
is put on the waiting list for longer time) 

Mission delay, less operation/ 
investigation time 

Be polar bear guard ourselves; pass the shooting 
course; good communication with other 
research teams  

Operation 
More time Delayed report of the AUV status Acoustic multipath; not good acoustic communication 

condition; condition of the buoy software 
Normally not critical; don’t understand 
the information and make wrong 
decision (battery level is reported late) 

Get Conductivity, Temperature, Depth (CTD) 
profile to know the acoustic communication 
condition  

Wrong information Status of AUV is not correctly reported during the mission 
(critical error is detected when it is normal) 

Software error; sensors issue Mission abort; lose data; lose AUV Proper test/ 
preparation; need 
to recover AUV if 
the reported 
status is not 
feasible  

Recovery 
No action Operators unable to recover the AUV/ 

buoys 
Bad handling; ice condition; buoy is frozen; ship doesn’t 
allow its recovery (bad weather, polar bear); navigation 
problem may cause AUV to be unable to pinpoint the place to 
recover (navigation error should be fine) 

Longer to recover; damage to the AUV/ 
buoy; deplete AUV battery (and possibly 
lose AUV due to no communication 
then) 

Good handling; be aware of the ice/bear 
condition, weather condition; bring enough 
equipment for recovery (rope, tripod)   
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The PHA results provide a good understanding of the system with the 
relatively low knowledge and experience level required. It performs well 
with respect to identifying reliability and maintenance aspects, but it 
may be challenging to provide a detailed analysis of software-related 
failures without a detailed hazard list. In terms of the environmental 
influence, PHA provides a clearer view than STPA by explicitly consid
ering the impact of various environmental factors, making it a preferred 
method for operations in harsh environments like the Arctic or space. 
Semi-quantitative results enable analysts to rank the importance of 
identified hazardous events and make PHA easier to use as a basis for 
further building of online risk models. The ability to handle adaptive 
autonomy, software-related failures, and security issues makes it diffi
cult to become an ideal online risk modeling method. However, 
considering the acceptable results obtained and less time spent on PHA, 
it could serve as a basis for developing STPA, where developing the 
control structure and UCAs is challenging for inexperienced analysts. 
The analysis results can help analysts better understand the system and 
its interaction with other systems, thereby developing a more satisfac
tory control structure and UCAs. 

In terms of evaluation criteria, the behavior of Procedural HAZOP is 
unsatisfactory in aspects such as the ability to deal with the reliability- 
related issue, software-related issues, adaptive autonomy, and security 

issues. However, it does provide some results that are not covered by the 
other two methods. With a detailed operational procedure, Procedural 
HAZOP mainly focuses on the behavior of human operators. In the 
analysis of the environmental impact and the human-machine interac
tion, it provides much better results related to operators’ behavior than 
PHA or STPA, which makes it an excellent complementary tool for them. 

According to the analysis results in Table 11, none of the three 
methods contribute to all the online risk model criteria. More details are 
provided in the next subsections. 

7.2.1. Inclusion of maintenance and reliability aspects of system 
performance 

In general, both PHA and STPA show good coverage in terms of the 
aspects of reliability and maintenance. 

In PHA, this aspect is mainly reflected in technical hazards related to 
both the REMUS AUV and the navigation buoys system. The system is 
broken down according to its physical structure during the analysis. For 
example, in the navigation and communication system of the REMUS 
AUV, various failure modes of the GNSS system, Long Baseline (LBL) 
transducer, Inertial Navigation System (INS), Acoustic Doppler Current 
Profiler (ADCP), etc., can be well listed and analyzed. Based on the 
experience from the current study, operators or AUV experts are familiar 

Fig. 3. Hierarchical control structure diagram for AUV under-ice operation.  
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with the physical components of the system; thus, almost all the physical 
components can be included with the help of design details and expert 
experience. With a typical checklist of possible hazards, PHA can pro
vide a complete and detailed analysis in terms of reliability and 
maintenance. 

The control structure used in STPA is a functional model, not a 
physical model like a physical block diagram, and the control actions or 
feedbacks do not necessarily reflect the physical interactions (Leveson 

and Thomas, 2018). Given that the UCAs identified are based on the 
control structure, the aspects of reliability and maintenance can be 
considered when analyzing the loss scenarios for UCAs. This process can 
be done by asking: 1) why would UCAs occur; and 2) why would control 
actions be improperly executed or not executed, leading to hazards. For 
example, the navigation system module provides (unacceptable) inac
curate estimated position and heading during the mission (UCA5-P-1) if 
the correct depth or altitude of the AUV is not provided, which can be 

Table 9 
Examples of UCAs identified for the AUV under-ice operation in the Arctic.  

CAs Not providing Providing causes hazard Too early/Too late 

Estimated AUV position and heading 
[from navigation system module to 
routing and planning module] 

(UCA5-N-1) Navigation system module 
does not provide estimated position and 
heading during the mission [SC1][SC2] 
[SC5][SC6] (UCA5-N-2) Navigation 
system module does not provide command 
to stop the mission/start another mission 
when the current mission is finished [SC5] 
[SC6] (UCA5-N-3) Navigation system 
module does not provide command to 
start emergency plan when operators 
believe there is an issue and send the 
command to start emergency [SC1][SC2] 
[SC3] 

(UCA5-P-1) Navigation system module 
provides (unacceptable) inaccurate 
estimated position and heading during the 
mission [SC1][SC2][SC5][SC6] (UCA5-P-2) 
Navigation system module sends the 
command to stop the mission/start another 
mission/emergency plan when the current 
mission is working smoothly and 
successfully [SC5][SC6] 

(UCA5-T-1) Navigation system module 
sends the command to stop the mission/ 
start another mission too late when the 
current mission is already done [SC6] 
(UCA5-T-2) Navigation system module 
sends the command for emergency plan 
too late when the failures/mistakes are 
detected [SC1][SC3] 

Activate/deactivate propeller; desired 
revolutions per minute (rpm) for each 
thruster; desired pitch and roll; 
perform emergency plan [from control 
module to propulsion and steering 
module] 

(UCA6-N-1) Control module does not 
provide desired rpm (higher or lower) 
when the vehicle is close to other objects 
[SC1][SC2][SC6] (UCA6-N-2) Control 
module does not provide desired pitch/ 
roll (higher or lower value) when the 
vehicle should follow the designed path 
[SC5][SC6] (UCA6-N-3) Control module 
does not provide “performing emergency 
plan” command when failure/pre-defined 
situation occurs [SC1][SC3] 

(UCA6-P-1) Control module provides 
“Mission aborts, and emergency plan” 
command when the AUV is working 
smoothly and successfully [SC6] (UCA6-P-2) 
Control module activates propeller when the 
vehicle is already in the designed location 
and should stop for a while for next stage 
[SC5][SC6] (UCA6-P-3) Control module 
activates propeller when the vehicle stops 
and is close to other objects [SC1][SC2] 
(UCA6-P-4) Control module deactivates 
propeller when the vehicle is on the way to 
the designed location [SC5][SC6] (UCA6-P- 
5) Control module provides undesired pitch/ 
roll (higher or lower value) when the vehicle 
should follow the designated path 
(temperature gradient) [SC5][SC6] 

(UCA6-T-1) Control module deactivates 
propeller too late when the vehicle is 
close to other items [SC1][SC2]  

Table 10 
Loss scenarios for UCA5-P-1: Navigation system module provides (unacceptable) inaccurate estimated position and heading during the mission [SC1][SC2][SC5] 
[SC6].  

No. Causal scenarios Possible reasons (causal factors) 

S1 Necessary inputs are received, but the estimation algorithm fails to provide correct 
value of estimated position and heading (inadequate control algorithm), which 
results in wrong estimated position and heading  

1) The specified control algorithm is flawed (software failure), e.g., parameters are not 
tuned sufficiently, leading to incorrect navigation calculation  

2) Navigation error is not well handled in the algorithm, leading to unacceptable 
calculation accuracy of the position 

S2 Position and heading of AUV is not correctly estimated since the position of buoys 
is not updated successfully (delayed)  

1) Buoy is out of the acoustic range due to ice drift—ice drift is not correctly estimated 
by operator before operation, which causes the navigation buoys to be placed in the 
wrong position  

2) Failure of acoustics of navigation buoy, leading to the failure of navigation  
3) Failure of acoustic module in AUV, leading to the failure of navigation  
4) GPS of navigation buoy fails to provide accurate position due to electromagnetic 

interference or atmospheric conditions 
S3 Position and heading of AUV is not correctly estimated because the correct depth 

or altitude of the AUV is not received. As a result, the dead reckoning technique 
cannot provide correct navigation estimation  

1) Failure of Conductivity, Temperature, Depth (CTD) sensor to collect depth data  
2) Failure of Acoustic Doppler Current Profiler (ADCP)/Doppler Velocity Logs (DVL) 

to collect AUV speed  
3) Failure of Inertial Measurement Unit (IMU) 

S4 Position and heading of AUV is not correctly estimated because the correct speed of 
the AUV is not received. As a result, the dead reckoning technique cannot provide 
correct navigation estimation  

1) Failure of ADCP/DVL to collect AUV speed.  
2) Incorrect information/feedback of the propeller’s rpm 

S5 Position and heading of AUV is not correctly estimated because navigation system 
module fails to accurately measure the distance between the vehicle and 
navigation buoy  

1) Failure of acoustic module in AUV, leading to the failure of navigation  
2) High ambient noise, leading to the failure of navigation  
3) Multipath from ice, leading to the failure of navigation  
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traced back to the failure of the Conductivity, Temperature, Depth 
(CTD) sensor, ADCP/Doppler Velocity Logs (DVL), and Inertial Mea
surement Unit (IMU), as shown in Table 10. However, since physical 
components are not explicitly described and shown during the analysis, 
such as in PHA, identifying physical failures might not be as easy as in 
PHA, though similar results in terms of the reliability and maintenance 
aspects are obtained in the current study. 

Compared to the other two methods, Procedural HAZOP does not 
provide a satisfactory result in terms of the reliability and maintenance 
aspects of the system, since the current Procedural HAZOP mainly fo
cuses on procedures or operational sequences. Though some of the 
reliability-related issues can be identified, for example, a sensors issue is 
identified as a cause leading to the status of the AUV being incorrectly 
reported during the mission, and hardware failures, such as transmitter 
and drive board, are identified as causes leading to the failure of testing 
communication before operation, as shown in Table 8, Procedural 
HAZOP fails to provide a more detailed analysis. 

7.2.2. Inclusion of the performance of software and control algorithm 
For the PHA, a simple checklist-based method was employed. The 

level of detail of the analysis results sometimes depends on the checklist. 
Without a detailed checklist on software failure and interaction among 
components, PHA may not be sufficiently detailed to analyze the soft
ware and control algorithms’ performance. Taking the hazardous event 
Failure of self-designed software in AUV (No. 31) in the PHA results, for 
example, the possible causes including a bad configuration and possible 
bugs caused by untested features, software updates, compliance issues, 
and insufficient functional design are identified. Apparently, the iden
tified causes provide a general idea of how the software can fail, but 
without a detailed checklist on software failure, it is difficult to further 
refine both the hazardous event and its causes based on analysts’ 
experience alone. 

In the case of Procedural HAZOP, the current analysis mainly focuses 
on the operational procedure, in which the deviation is mainly related to 
operators’ behavior. Though software failures could be identified as the 
causes of possible deviations, for example, the possible configuration 
issues leading the failure of testing communication before operation or 
failed detection of critical error of AUV, it is not easy to perform a more 
detailed analysis on how these failures occur since there are no specific 
guidewords on software failures to facilitate it. Other studies, however, 
claim that the combination of traditional HAZOP, human factor HAZOP, 
and software HAZOP might help to identify more software-related 
hazards, though further work is required (Sultana et al., 2019). 

Compared to traditional methods, STPA needs a hierarchical control 
structure to demonstrate the system’s interaction. By breaking down the 
entire system and identifying the relationships in this way, it is easier to 

identify the software failure by analyzing how UCAs can occur. As 
shown in Tables 9 and 10, a hazardous event may occur if the navigation 
system module provides the unacceptable inaccurate estimated position 
and heading during the mission. Though necessary inputs are received 
by the routing and planning module, failure can still occur when the 
estimation algorithm fails to provide a correct value of the estimated 
position and heading. Further reasons can be identified as either flawed 
control algorithms, such as untuned parameters in the code, or the al
gorithm’s inability to handle navigation error well. This analysis process 
is guided in the STPA method when developing a loss scenario by 
analyzing how the process model and feedback can lead to the potential 
loss. 

7.2.3. Inclusion of the performance of the interaction between software and 
hardware 

System failures can occur not just because of pure hardware failure 
or software failure. The performance of the software sometimes depends 
on the hardware. Considering that the hardware may change with the 
impact from an environment, the complexity of a system with both 
software and hardware may increase. The failure caused by the inter
action between software and hardware, such as the physical damage of 
hardware components caused by the electronic stress induced by soft
ware execution, also needs to be identified (Feng et al., 2014; Zhu and 
Pham, 2019). Failure caused by the interaction between software and 
hardware is not easy to identify due to few historical records and pre
vious experience. The current analysis results do not identify any related 
hazards, but this may be because of the limited experience and knowl
edge of the analysis group. A detailed analysis of this aspect should be 
conducted in the future. 

7.2.4. Inclusion of the performance of the interaction between AMS and 
external supporting system 

In the current study, only the navigation buoys system is considered 
as an external supporting system for the AUV operation. In the current 
AUV under-ice operation, the navigation buoys system is essential to 
support the AUV navigation and operators’ control and monitoring. As 
shown in the PHA results, hazards related to the AUV and navigation 
buoys are analyzed separately. Though the interaction between the AMS 
and the external supporting system is not explicitly described in PHA, 
the method considers this issue in another way. For example, navigation 
buoys drifting out of the operation area due to strong wind or current 
(No. 58 and No. 61) are identified when analyzing the risk caused by 
environmental hazards. 

A similar risk is identified in the interaction between the AUV and 
navigation buoys system in STPA. A buoy out of the acoustic range due 
to ice drift causes navigation buoys not to be appropriately placed. This 
thus causes the position of the buoys not to be updated successfully, 
leading to the occurrence of Navigation system module provides (unac
ceptable) inaccurate estimated position and heading during the mission 
(UCA5-P-1). Though similar results might be obtained in PHA and STPA, 
visualizing the interaction between the AMS and the external supporting 
system in STPA’s control structure and analyzing the interaction 
explicitly provides operators with a clearer view. The visualization of 
the interaction between the AMS and the external supporting system is 
very valuable in the analysis of AMS operation, in which these in
teractions might bring more issues compared to the operation of tradi
tional marine systems, and therefore require special attention from 
operators. 

7.2.5. Inclusion of the performance of the communication between the AMS 
and environment 

Environmental hazards are explicitly described as one of the main 
hazards in PHA, as shown in Table 6. Possible environmental hazards 
identified in PHA include the strong wind, water current, existence of 
ice, temperature and salinity of water, wave, etc. At the same time, the 
system boundary used for STPA analysis usually includes the parts of the 

Table 11 
Applicability of different methods to the online risk modeling of AMS.  

Criteria PHA Procedural HAZOP STPA 

C1 Y P Y 
C2 P P Y 
C3 I.I. I.I. I.I. 
C4 Y P Y 
C5 Y Y Y 
C6 I.I. I.I. Y 
C7 P Y Y 
C8 P P Y 
C9 N N N 
C10 L L H 
C11 N N N 
C12 P P P 
C13 Y Y Y 
C14 N N N 
C15 N N N 

Abbreviations: Y-Yes, N–No, P-Partial, I.I.-Insufficient information, L-Low, H- 
High. 
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system over which the system designers have some control, according to 
the STPA Handbook (Leveson and Thomas, 2018). Therefore, the envi
ronment is not directly regarded as part of the system due to its un
controllability in the current analysis, and environmental hazards are 
indirectly identified as the causal factors of UCAs in STPA. Since the 
under-ice operation is planned in the Arctic, analyzing and listing 
environmental hazards explicitly might be better for operators con
cerned with the environmental impact on the systems. Obviously, this 
should be taken into consideration for the operation in harsh environ
ments when performing risk analysis. 

Procedural HAZOP does not perform well when directly analyzing 
the interaction between the AMS and the environment. However, 
compared to the other two methods, it provides a much more complete 
and detailed analysis of how the environment affects the functioning of 
operators, which might then affect the operation and performance of the 
AUV. For example, during the deployment stage, the weather condition 
may cause operators to have insufficient time to deploy the AUV or 
navigation buoys, which in turn may lead to reduced mission time or 
reduced navigation coverage of buoys. This hazardous event, captured 
by Procedural HAZOP, is ignored in PHA and STPA. It can be shown that, 
compared to PHA or STPA, Procedural HAZOP can provide some new 
ideas in terms of the environmental hazards. 

7.2.6. Inclusion of the hazards and possible changes in risk models caused 
by adaptive autonomy/mode or the change of subsystems involved 

The current AUV under-ice operation task does not involve the 
adaptive autonomy/operation mode, so argument using analysis results 
is impossible in the present study. However, previous studies may pro
vide some ideas. Yang et al. propose a systems-theoretic approach based 
on STPA to deal with the marine system with dynamic autonomy, in 
which the transition between two modes is emphasized. The possible 
UCAs due to the transition are analyzed by adapting four ways in which 
a control action can be unsafe in STPA (Yang et al., 2020b), demon
strating the applicability of STPA in terms of adaptive autonomy. PHA 
and HAZOP might be able to be adapted to consider this; however, little 
research has been done on this so far. 

7.2.7. Inclusion of the human‒machine interaction 
As shown in the results, eight hazardous events related to human 

operators are identified in the PHA analysis, mainly focusing on task 
planning, maintenance and testing of both hardware and software, 
remote monitoring and control during the operation, and system design. 
However, similarly to the software failure, it is challenging to further 
refine the analysis without a specific hazard list related to human‒ma
chine interaction. STPA describes operators as part of the control 
structure system, as shown in Fig. 3, and the interaction is represented as 
control actions and feedback. Compared to the results obtained from 
PHA, STPA performs much better in identifying and analyzing the 
interaction between operators and the navigation buoys system. During 
operation, the navigation buoys system is used to transfer some control 
actions from the operators to the AUV and feedback from the AUV to the 
operators. The PHA results ignore this intermediate system when 
analyzing the interactions between the operators and the AUV. In 
contrast, the interaction between the operators and the AUV and the 
interaction between the operators and the navigation buoys system are 
separately represented in STPA, providing a more detailed analysis. 

With the help of a detailed operational procedure, different opera
tion phases from pre-deployment to post-deployment are considered in 
Procedural HAZOP. By analyzing the way the operations deviate from 
the designed procedure, it is possible to identify how the human oper
ators’ behavior affects the AUV operation, and how the issues in the AUV 
affect the decision-making of the human operators and thus the subse
quent operations. For example, when operators are unfamiliar with the 
operational procedure, it may take a longer time to test or deploy AUV 
and buoys than expected, which can cause a delayed mission and a 
possible unacceptable collected data due to limited operation time. On 

the contrary, if AUV gets stuck under ice or one of buoys is frozen in the 
ice, human operators need longer time to recover the AUV or buoys due 
to increased difficulties. The subsequent mission may then be affected 
due to limited operation time or the damaged AUV or buoys from the 
difficult recovery. 

It is found that focusing on the operational procedure, the Procedural 
HAZOP results provide a more detailed view of human behavior, which 
neither PHA nor STPA covers well. In addition, as claimed by Utne and 
Schjølberg (2014), certain phases of AUV operations in the Arctic may 
involve a higher level of risk to humans, such as during the launch and 
recovery of the vehicles. Procedural HAZOP separates the operation into 
several phases, providing a clearer view of the hazardous events during 
each phase. This may make it the preferred method for those operators 
who are concerned with certain dangerous operational phases. How
ever, challenges may arise if the designed procedure is not valid for the 
operation. The hazardous event caused by this might be difficult to 
identify during the analysis. 

7.2.8. Inclusion of the security issue 
In the current study, none of the three analysis methods considers 

security. This is not due to these methods’ inability, but because of the 
research scope and type of operation in the current case study. A Se
curity Vulnerability Analysis (SVA) is quite similar to a PHA and 
HAZOP, in terms of procedure and documentation. An SVA evaluates 
risk from deliberate acts resulting in accidents or incidents. Thus, an 
existing PHA or HAZOP can be efficiently and effectively expanded to 
add SVA to include the possible security issue (Nolan, 2014). An 
example can be found in Thieme et al. (2019), where security and 
cybersecurity are included in a PHA of an auto-ferry operation. An 
extension of STPA, called STPA-SEC, was proposed to solve the security 
issue (Leveson, 2004). Several studies have been conducted using 
STPA-SEC for security analysis (Sayers et al., 2020; Schmittner et al., 
2016; Sidhu, 2018), and the results have proved its validity in solving 
security issues. A method’s ability to solve security issues is also related 
to its ability to assess the software and control algorithms’ performance 
(see Sections 7.2 and 7.3). 

7.2.9. Inclusion of various sources of data to estimate the risk level 
All three methods gather different knowledge in the analysis, 

including historical data, expert experience, and specific design infor
mation of the current AUV and navigation buoys system. Still, none of 
them provide real-time quantitative estimations of the risk level, which 
does not make use of sensor data. However, they can help identify which 
data should be collected and utilized to construct an online risk model. 
For example, monitoring the distance between navigation buoys during 
the operation might be necessary to improve the safe operation of the 
AUV. This conclusion can be derived from the hazardous events No. 58 
and No. 61 from the PHA analysis. Hazardous events identified in Pro
cedural HAZOP, such as Operators do not/unable to test acoustic commu
nication between buoys and AUV, also show the necessity to monitor the 
distance between navigation buoys during the operation. A similar 
conclusion can be drawn from several of the UCAs identified in STPA, 
including UCA5-P-1 (Navigation system module provides (unaccept
able) inaccurate estimated position and heading during the mission), 
UCA17-N-1 (Navigation system module of AUV does not measure the 
range between the vehicle and the buoy when the vehicle is operating 
under water), UCA18-N-1 (Navigation buoys system does not provide 
the position of buoys to AUV when the vehicle is operating under water), 
UCA19-N-1 (AUV operator does not stop the mission when the AUV 
mission is found to have failed) and so on. 

7.2.10. Level of knowledge needed for analysis 
The PHA should be carried out by those who have a background in 

safety engineering, and it requires experience and understanding of the 
system. A HAZOP study is carried out as several brainstorming sessions 
by a group of experts. Compared to PHA and HAZOP, the development 
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of STPA requires more experience with the method. For example, the 
STPA analysis results rely heavily on the quality of the control structure 
in step 2. The development of the control structure depends on the an
alyst’s knowledge of the system and the ability to conceptualize the 
system. In general, STPA needs sufficient knowledge to build the 
structure and identify UCAs. Based on the experience in the current 
study, both PHA and HAZOP were less time-consuming than STPA. 
When knowledge and time are limited, PHA or HAZOP are probably 
good choices with acceptable analysis results. 

7.2.11. Be able to update risk level with new information/data 
All these three methods are qualitative or semi-quantitative risk 

assessment methods. PHA and HAZOP may use a risk matrix to generate 
a basic ranking of risk values, providing operators with information 
about which part of the system or indicator is more important than 
others, as well as the information that needs more attention for moni
toring. This can help risk analysts determine what kind of new data 
should be collected and then to further develop a dynamic model based 
on these indicators, thereby updating the risk level with new 
information. 

One of the limitations of STPA is that it cannot provide a quantitative 
risk measurement. Though it might provide more nearly complete 
analysis in terms of software failure and the interaction among com
ponents as discussed in previous sections, operators might be over
whelmed by a long list of loss scenarios without knowing their severity. 
Therefore, it is challenging to know which information should be 
prioritized for monitoring and then updating. 

7.2.12. Be able to deal with emerging risks 
Though various definitions are given in different studies, the concept 

of emerging risk is usually associated with new (types of) events and 
related to known unknowns (Flage and Aven, 2015). In the operation of 
an AMS, emerging risks might occur due to several factors, including 
(Wróbel et al., 2018a): 

1) The level of detail of the analysis is relatively low when the opera
tional experience is limited, such as the operation of MASS (Chaal 
et al., 2020; Wróbel et al., 2018a, b) and under-ice operation of 
AUVs, causing only general statements to be made. 

2) The complexity of the system and the nature of the interaction be
tween its components lead to multidirectional failure propagation 
that analysts cannot identify. 

PHA and STPA can be used to evaluate hazards early in a project 
being undertaken at the conceptual stage and can be refined later 
through additional and more thorough studies. For example, as more 
details of the AUV or navigation buoys system in this study are acces
sible, a more detailed list of components can be provided when 
analyzing technical hazards in PHA, and a more detailed control struc
ture in STPA can be used to obtain a more detailed description of the 
control actions and feedback. In terms of the complex interaction in the 
system, the ability to handle this issue has been discussed in previous 
subsections. Hence, it can be concluded that STPA can provide a better 
analysis than PHA and HAZOP. 

All three methods, however, are unable to guarantee that all po
tential hazardous events and scenarios can be addressed. A general 
challenge with hazard identification is that there is no or little feedback. 
Analysts might miss an unidentified hazard until it occurs, and the 
consequences may turn out differently. The monitored data is expected 
to provide some pre-warning or feedback to the risk analyst, helping to 
deal with emerging hazards. 

7.2.13. Be able to efficiently identify RIFs that need to be monitored online 
or in real time during operation 

Results from the three methods can be used to identify RIFs that can 
be used in the development of the online risk model. Though monitored 

RIFs can provide a measurement of an online risk value, it is almost 
impossible to monitor all identified RIFs due to challenges with quan
tification and costs. Determining which RIFs should be prioritized is 
therefore essential. 

As discussed in Section 7.11, compared to PHA and HAZOP, STPA 
might provide an overwhelming list of input to deriving RIFs that op
erators cannot easily handle due to the difficulties in ranking the 
importance of loss scenarios. A specific risk model focusing on the RIFs 
that are derived from several UCAs of interest, such as the model 
developed by Utne et al. (2020), might be solvable; however, providing 
the overall risk spectrum of an AMS using the RIFs derived from the full 
list of UCAs in STPA can be challenging. 

7.2.14. Be able to effectively model the correlation between identified RIFs 
None of the three methods quantitatively describes the correlation 

among RIFs like FTA or BBN. However, the analysis logic behind these 
methods might be able to help quantitatively identify the correlation 
among them in constructing an online risk model in the next stage. 

In STPA, the results are provided in a top-down manner. The UCAs 
identified are used to develop loss scenarios, and a more detailed anal
ysis can be performed to refine the possible loss scenarios. Rokseth et al. 
(2018) represent this refinement process of loss scenarios as a tree 
structure. Through this tree structure, the relationship among RIFs can 
be preliminarily determined. This top-down process of STPA results can 
be transformed and represented using FTA or BBN, as demonstrated in 
previous studies by Bolbot et al. (2020) and Utne et al. (2020). Given the 
preliminary relationship determined in STPA, statistics or expert judg
ment can be used to further determine the detailed correlation among 
identified RIFs in the online risk model. 

Developing a quantitative risk model based on PHA and HAZOP re
quires analysts to fully understand the hazards and their potential effects 
from the analysis. It is not easy to determine the correlation among 
identified RIFs without a structured way to show the results, which may 
be easier with the control hierarchy in STPA. Even with a list of haz
ardous events including causes and consequences as in PHA, analysts 
still need to extract the necessary information from the results and then 
determine the relationship among the identified RIFs. 

7.2.15. Be able to deal with the uncertainty 
Online risk models rely on real-time monitoring to estimate the risk 

level of the system. Therefore, the sensor and data fusion algorithms’ 
uncertainty can significantly affect the accuracy of online risk models. 
Although the methods identify hazards associated with sensors such as 
the CTD sensor and navigation sensors, the existing sensors in the AMS 
might be insufficient to provide the whole online risk picture. Other 
kinds of data might be required to further construct the online risk 
model, and other new sensors might also be needed. The risk caused by 
these sensors and data fusion algorithms should be accurately measured 
and reflected in the future online risk model. 

7.3. Verification and validation 

The verification and validation of hazard identification results are 
always a challenging issue since the process of hazard identification and 
risk analysis often needs multiple iterations to improve the accuracy and 
completeness of the results. Also, these analyses often address incidents 
for which there is limited experience with. However, considering the 
following points, the analysis results and the derived conclusion in this 
study can be considered acceptable and credible to a certain extent. 

Firstly, three methods used in the current study have been widely 
used in hazard identification and risk assessment. Many previous studies 
have tested their effectiveness and validity (Rokseth et al., 2017; Sultana 
et al., 2019). Also, PHA and HAZOP have been widely used and proved 
in industries such as oil and gas industry and marine and offshore in
dustry (Rausand, 2013). The well-structured steps in these methods 
make it easy for them to provide reasonable results. In the current study, 
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PHA and Procedural HAZOP are methods that based on brainstorming 
sessions, and STPA is also performed based on researcher’s experience. 
The quality of the analysis mainly depends on the knowledge from 
different expert and historical experience. Researchers in the analysis 
group have a good knowledge in AUV and have many years of experi
ence in operating AUV under different environmental conditions, which 
can help to provide an acceptable and credible results. 

In addition, the hazard identification results from three methods 
demonstrate good agreement with the analysis results in other studies 
and historical operation and fault log reported in previous AUV opera
tions (Brito et al., 2010; Ferguson, 2008; Kaminski et al., 2010). For 
example, according to the fault log reported in the study by Brito et al. 
(2010), the aborted mission due to bad crimp joint has been detected in 
a previous AUV operation, which is also identified in the current PHA 
results; the mission failure caused by uncertainty in indicated motor rpm 
is also identified in the current STPA results. Some identified hazards 
that specific to the AUV operation in harsh environment are also found 
in previous AUV operations in the Arctic. For example, the failure of 
equipment during deployment, such as CTD sensor, caused by the large 
temperature gradients in the air and underwater (Ferguson, 2008; 
Kaminski et al., 2010), which has been identified in the PHA and Pro
cedural HAZOP results. 

However, due to the limitations of researchers’ knowledge and the 
shortcoming of applied methods in certain aspects, the current study 
cannot guarantee all hazardous events related to AUV under-ice oper
ation are identified. Regular updates and improvements should be made 
to improve the accuracy and completeness of the results in the future. 

In terms of the conclusion derived in Section 7.2, all the points and 
opinions are generalized from the analysis process of three methods. 
Detailed examples in the analysis results are provided in this section to 
prove and support the point of view from researchers. However, the 
changes in the input to the analysis do affect the derived conclusion. The 
main essential influencing factors include the available information or 
historical data of the studied system and analysts’ knowledge of the 
studied system. In order to reduce the influence of the change in these 
factors, the same analysts were involved both in PHA and Procedural 
HAZOP workshops; STPA analysis was initially performed by the first 
author and then reviewed by the same analyst as the PHA and Proce
dural HAZOP workshops. In terms of the possible influences of the 
selected case study on the conclusions drawn, although the AUV under- 
ice operation is used as a case study, many attributes and characteristics 
are shared by other AMS. In addition, since the criteria developed in the 
current study are more or less generic, it is expected that the analysis 
results and conclusion could be adapted to other AMS as well. 

8. Conclusions and future work 

The current study identifies criteria that reflect the aspects that 
should be considered when developing an online risk model for AMS, 
and these criteria may also be used as a checklist to verify and improve 
the existing analysis results. The current work investigates how PHA, 
STPA, and Procedural HAZOP contribute to fulfilling the different re
quirements for online risk modeling of AMS, and how the results may be 
used as the basis for model development. 

The case study in the article addresses an AUV under-ice operation in 
the Arctic. Considering the challenges in underwater navigation, the 
online risk model should mainly focus on the interaction between the 
AUV and its navigation buoys system and also the behavior of human 
operators during the operation. 

Considering that most AMS have similar requirements and demands 
as AUVs with respect to the online risk model, the analysis results and 
conclusion from the current study can also be adapted to other AMS. 
Generally, the analysis results show that, compared to the other two 
methods, STPA is considered a good basis for developing an online risk 
model in terms of the number of criteria fulfilled, and especially its 
ability to handle the interaction among systems and software failure, 

although some disadvantages prevent it from becoming an ideal one. 
A challenge with using STPA is the difficulties in determining the 

RIFs that should be included and monitored in an online risk model 
based on the exhaustive list of unranked loss scenarios. Considering its 
relatively good coverage of identified evaluation criteria, however, and 
that some of the RIFs may be difficult to measure in operation even 
though they are important in the case of AMS, such as the performance 
of software and control algorithm, it is worth considering STPA as a basis 
for the further development of online risk models. In addition, consid
ering the changing role of human operators in the operation of AMS, it is 
necessary to identify specific RIFs related to human operators in the 
operation of AMS. Hence, some of the disadvantages with STPA may be 
mitigated by using PHA and Procedural HAZOP as complementary tools. 
In future works, the results obtained from these three methods will be 
used to develop an online risk model for the AUV operation. The criteria 
identified for the online risk model of AMS in the present study will also 
be used as a checklist to verify and improve the quality when developing 
the online risk model. 
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Wróbel, K., Montewka, J., Kujala, P., 2017. Towards the assessment of potential impact 

of unmanned vessels on maritime transportation safety. Reliab. Eng. Syst. Saf. 165, 
155–169. 
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