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Abstract— Maritime activity in the Arctic is increasing, trig-
gering a need for better communication infrastructure. With
limited terrestrial infrastructure available, satellite services are
essential for distributing maritime safety information, such as
ice and weather information, navigational augmentation data,
and basic communication to vessels operating in the vulnerable
Arctic environment. The VHF Data Exchange System (VDES) is
a new communication system for ships, extending the successful
Automatic Identification System (AIS). VDES has a satellite
component (VDE-SAT) which will extend the terrestrial-based
coastal coverage to global coverage. Measurements and analysis
of the in-orbit radio environment are needed to improve the
robustness and reliability of the VDE-SAT system. Knowledge
and understanding of the in-orbit interference will allow the
development of appropriate interference mitigation techniques.
This paper presents preliminary in-orbit measurement results
and analysis of the radio environment in the VDE-SAT frequen-
cies in the 157.2875 - 157.3375 MHz band. The measurements
were carried out using the VDE-SAT payload on-board the Nor-
wegian NorSat-2 satellite. We analyze the time-frequency char-
acteristics of interference by studying two types of statistics on
the raw in-phase and quadrature samples: the general temporal
dynamic of the interference, characterised using the Local Mean
Envelope (LME) for different averaging window lengths; and
the interference duration and periodicity. Both these views play
a role when choosing suitable countermeasures to get robust
communications. The coefficient of variation on the LME is used
to study the dispersion. Data from two measurement campaigns
over the Arctic area from May 2021 are analysed using these two
methods, and the initial results are presented.
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1. INTRODUCTION

Global warming is affecting the Arctic and the temperature is
rising at even higher rates than the rest of the world [1]. The
ice is melting and some predictions indicate there could be
ice-free summers in this century [2]. Ship traffic routes will
constantly change due to ice melting, and navigation of these
areas will be difficult without frequently updated ice charts.
Thus, increased connectivity and reliable communication to
ships in the Arctic is needed [3], and terrestrial commu-
nication is seldom available. Therefore, satellite services
will play a key role in this scenario, as they provide digital
communication to vessels far from coastal infrastructure.

The Automatic Identification System (AIS) is a maritime
communication system used for ship safety and navigation
aid [4] that also has a satellite component to increase cov-
erage. The main focus of the AIS is to avoid vessel col-
lisions by broadcasting the position, speed, and course of
all ships above a given size. All nearby ships can then
follow the navigational status of the transmitter on their
navigation system. Furthermore, AIS data can be used for
different purposes, like search-and-rescue operations [5], as
well as estimating sea pollution from ships [6], fighting illegal
fishing, among many others. However, the success of the
AIS system resulted in a huge increase of users, overloading
the system in areas with high maritime traffic [7]. Thus, the
International Association of Lighthouse Authorities (IALA)
and its members started developing the VHF Data Exchange
System (VDES) to offload the data traffic of the AIS and to
provide new capabilities, such as ship-to-ship messaging [8]
and distribution of ice charts to aid navigation [9]. The
VDES standard was approved in 2015 and is formed by three
services: AIS, Application Specific Messages (ASM) and
VHF Data Exchange (VDE) [10], [11]. The ASM channels
are used to send predefined messages to report weather con-
ditions, safety and navigational purposes [12]. VDE is more
flexible and has a terrestrial component (VDE-TER) and a
satellite component (VDE-SAT). Both VDE types, as well
as ASM, support Adaptive Coding and Modulation (ACM),
allowing for changing modulation and error correction codes
while adapting to varying communication conditions.

Choosing the right modulation and error coding is vital
to increase the data throughput effectively. This selection
depends on channel and interference behaviour in the fre-



quency band used. For the VHF maritime propagation
channel, there have been some studies on the empirical
path loss [13], [14] and signal propagation at sea [15]. A
channel model for VDE-SAT is presented in [16]. The
first VDE-SAT downlink measurements were performed in
November 2017 using the NorSat-2 satellite [17]. Three
different types of VDES signals, in addition to a Continuous
Wave (CW), were transmitted from the satellite: Binary
Phase Shift Keying (BPSK)/Code Division Multiple Ac-
cess (CDMA), 7/4-Quadrature Phase Shift Keying (QPSK)
and 8-Phase Shift Keying (PSK). The signals were received
on two vessels and raw In-Phase Quadrature (IQ) samples
were recorded. Initial analysis of the variation of the carrier-
to-noise-density ratio (C'/N,) for each signal type over a
pass was carried out in [17]. In [9], the variation of the
downlinked CW signal power and Doppler shift was analysed
for more than a 100 passes. The typical carrier received
power on-board a vessel was -118 dBm for the measure-
ments performed. Further analysis on the beacon power
distribution and fading distribution estimations can be found
in [18]. However, all these VDE-SAT measurement results
have focused on the downlink performance. The interference
environment encountered when satellites receive messages
from vessels is still not characterised. This is needed to
establish a reliable two-way communication.

In this paper, we present a preliminary analysis of the time-
frequency characteristics of the radio interference in the lower
leg of the uplink VDE-SAT frequency band (157.2875 —
157.3375 MHz) over the Arctic area. Two measurement
campaigns on two consecutive days were performed with the
NorSat-2 satellite, where 1Q samples were recorded for post-
processing using the Local Mean Envelope (LME) method
and a pulse detection algorithm. The results of this project
can be used to plan future measurements with NorSat-2 or
other satellites. Measurement results can be used to optimise
waveforms in the VDES standard.

The remainder of the manuscript is structured as follows.
First, the NorSat-2 satellite and the analysis method are
described, as well as the measurement planning and configu-
ration. Second, the results of the measurement campaigns are
presented. Finally, the conclusions are presented.

2. METHOD

In this section, the measurement strategy, and the analysis
methods are explained. Two algorithms to measure time and
frequency characteristics of interference are described.

The NorSat-2 satellite

NorSat-2 was launched in July 2017, and was built by Uni-
versity of Toronto Institute for Aerospace Studies (UTTAS)
for the Norwegian Space Agency (NOSA) [19]. It has two
main objectives: primarily, to collect AIS data from ships and
forward it to Norwegian users, mainly the Norwegian Coastal
Administration (NCA). Secondary, to demonstrate the use of
the VDE-SAT with a VDE-SAT payload owned by Space
Norway, and developed by Kongsberg Seatex. The VDE-
SAT payload is based on Software-Defined Radio (SDR)
technology and is connected to a folded dipole Yagi-Uda
VHF antenna with three cross elements providing 8 dBi gain.

The SDR payload can also be used to measure the in-orbit
radio environment in the VDES bands by storing the raw
IQ samples recorded. To measure the radio environment,
the satellite will be listening without transmitting. The

samples will be downloaded and processed on ground with
different algorithms to, for example, detect and characterize
any measured interference. In the next section, two different
algorithms to analyse interference will be presented.

Local Mean Envelope (LME)

The LME method is a low-complexity algorithm that mea-
sures both time and frequency characteristics of a signal [20].
Firstly, Discrete Fourier Transforms (DFTs) of the incoming
1Q data are calculated throughout the measurement duration.
Secondly, the mean of the envelope for each frequency bin is
estimated throughout all the measurement duration, as well
as the average power in the same time frame. The time
variability comes from estimating the local mean envelopes
for different time window lengths for each frequency bin.
The coefficient of variation (CV) is used to calculate the
dispersion of the data and the first-order stationarity window.

Detection of pulsed interference

A simple algorithm to automatically detect pulsed interfer-
ence and their characteristics (pulse length and pulse period)
was implemented. The absolute value of the complex signal
formed by the raw IQ samples recorded is calculated and
a median filter is applied to smooth out the signal. After
smoothing the signal, signal pulses can be detected. The
minimum detectable pulse length is approximately 7 us and
the minimum detectable pulse period was 0.7 ms due to the
configuration of the algorithm. The edges of the pulses yield
the pulse length, and its period is estimated as the difference
of the position where the pulses were detected.

Measurement planning

The main target of interest is the Arctic Ocean, where VDE-
SAT can be used to distribute ice charts and help increase
maritime safety. Ten different measurement tracks centered at
Bjgrngya/Bear Island (Norway) were recorded in May 2021.
The raw 1Q data captured by the SDR onboard NorSat-2 was
saved for post-processing on ground. Each track is referred
to as one session and lasted approximately 10-12 minutes.
Five sessions were recorded on the 5™ of May (S13-S17) and
the next five sessions were executed the next day at similar
times (S18-S22) so that the tracks were close to each other,
see Figure 1.

Measurement configuration

The measurement configuration used in these campaigns is
summarised in Table 1. The center frequency chosen was
the nominal uplink frequency for VDE-SAT in the lower
leg to measure the interference received by the satellite,
and the bandwidth corresponds to the channel bandwidth of
VDE-SAT [8]. The Automatic Gain Control (AGC) was
deactivated to keep the same gain for all measurement points.
All power values relate to the output of the VHF antenna.
The satellite was configured to point the satellite antenna
towards the horizon in the direction of Bjgrngya (Norway)
in all passes, so the antenna was tracking that target for the
measurements. The measurements were carried out without
the satellite transmitting any signal to be able to measure the
noise and interference environment.

3. MEASUREMENT RESULTS

To get an overview of the measured power (interference)
in the different sessions, the Empirical Cumulative Density
Function (ECDF) of instantaneous power received for each



Figure 1: Measurement tracks. Tracks S13-S17 were
recorded on 5" May 2021 and S18-S22 on 6" May 2021.
White squares indicate where the satellite started the
track and black squares where it ended.

Table 1: Measurement configuration

Parameter ‘ Value
Center frequency (MHz) | 157.3125
Bandwidth (kHz) 50
Sampling rate (kSps) 134.4
Number of bits per sample 8

session is calculated using the raw IQ samples (Figure 2).
The sessions that follow similar tracks in the two consecutive
days, are plotted with the same colour. Continuous lines
indicate sessions taken the 5" May and dashed lines, 6" May.
It can be seen that lines with the same colour have very
similar power distributions, which means that the distribution
of instantaneous power over those locations did not change
considerably from the first measurement day to the second.
The tracks S713 and S18 show slightly less power than the rest.
However, all measured tracks have a similar distribution of in-
stantaneous power. These measurements give an indication of
the power distribution, but more measurements are necessary
to address time variability over larger time scales. The steps
that appear in the ECDFs are due to the 8 bit quantization.
Most of the power values lie on the lowest bits.

The percentiles of average power spectrum density dur-
ing one-second segments of all measurement sessions are
shown in Figure 3. The drop in power at 157.2875 and
157.3375 MHz coincides with the 50 kHz bandwidth con-
figured. However, this drop is much bigger for the 10%
percentile spectrum (15 dB) than for the 50% (median) or
90% percentile, 5 and 3 dB. There is a big dispersion in
the spectra. Within the configured bandwidth, there is about
15 dB less power density in the 10% percentile compared
to the median, and 4 dB less from the median to the 90%
percentile. Thus, 50% of the power spectral density averages
are above -142 dBm/Hz in the considered bandwidth. Fur-
thermore, there is a narrow-band signal in the center of the
band.
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Figure 2: Empirical Cumulative Density Function
(ECDF) of instantaneous power received over the tracks.
Same colour indicate similar tracks performed in two
consecutive days. The tracks of the first day are in
continuous lines and the second day, in dashed lines.
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Figure 3: Average power spectral density percentiles.

The coefficient of variation c; was calculated to analyse the
dispersion of the data and compare it with the CV of Additive
White Gaussian Noise (AWGN). As it can be seen in Figure 4,
there are different frequency behaviours. The narrow-band
signal has a CV close to zero, indicating low dispersion in
the envelope. Since the signal is narrow-band, does not vary
in time, and is in the center of the band, it is most likely the
local oscillator of the receiver. For the 10% percentile, the
CV out of band is the same as the one for AWGN, and within
the bandwidth, the CV is slightly higher. However, for the
median and 90% percentile, the CV out of band is higher than
the one in-band. The CV in-band is also much higher than for
the 10% percentile, indicating that the measured interference
is be pulsed. The signals out of band are more attenuated than
the one in-band due to the 50 kHz digital filter, and they have
a larger dispersion. The difference between Figure 4a and
Figure 4b is that the first one uses segments of 2048 samples
to calculate the DFT, which is equivalent to 15 ms of signal;



and the second one uses segments of 32 samples (0.24 ms).
Hence, in Figure 4a the variability within 15 ms cannot be
appreciated in the CV, whereas in Figure 4b the CV is higher,
indicating that there was a high variability within 15 ms.
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(a) CV calculated from DFT segments of 2048 frequency
bins (15 ms).
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(b) CV calculated from DFT segments of 32 frequency bins
(0.2 ms).

Figure 4: CV. A high CV indicates high spread in the
measured envelope.

In satellite communications, time variability on the order
of seconds implies spatial variability since the satellite is
orbiting the Earth. In Figure 5a, the tracks have been divided
into four regions according to the average local power while
avoiding rapid changes between region: R1 from -100 dBm
to -95 dBm, R2 from -95 dBm to -90 dBm, R3 from
-110 dBm to -100 dBm, and R4 from -115 dBm to -110 dBm.
The power is the sum of the average power in the frequency
bins within the bandwidth. The ECDFs of this power measure
over the regions are presented in Figure 5b. The red curve
represents the ECDF of the power of all regions. Region
R2 (black), where all tracks crossed each other, shows the
highest interference in the measurements. The ECDF of the
region R1 (yellow) shows less power than region R2, but
higher than the two other regions, and it does not appear in all
tracks. Region R3 shows less power than the previous regions

and is present in the second part of the tracks. Finally, the
magenta region appears at the beginning of tracks S13/518
and S14/519, and at the end of S16/521 and S17/522. This
region receives very little power.

(a) Sub-satellite points grouped into four regions chosen
based on the average local power.
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Figure 5: Power distribution of measurement tracks di-
vided into four regions.

Using the LME method and the CV, the window of sta-
tionarity has been calculated for each region (Figure 6). In
this paper, we define first-order stationarity as when the
coefficient of variation of the local means is below -10 dB as
in [20]. When the CV of the local mean of a specific window
reaches this convergence, that window is referred to as the
stationarity window. The shortest window for region R1 is
0.95 ms, for a tiny percentage of points. The percentage
slowly increases when the windows are larger, but almost
55% of the points have a window of stationarity longer than
121.9 ms. This means that there is high variability between
long local means of the signal envelope and that the one-
second measurement has non-stationary statistics. Region R2
has even a larger percentage of points (around 76 %) with a
stationarity window longer than 121.9 ms. This percentage of
points for windows smaller than 61 ms is very low, increasing



to 7.5% for 61 ms and 16% for 121.9 ms. Region R3 has a
slightly higher percentage of points in shorter windows, as
compared to region R2, having almost 39% of the points
with a stationarity window longer than 121.9 ms. The trend
changes in the region R4 where about 67% of the points have
a stationarity window close to 0.95 ms, and the rest have
different windows. It seems that a time window of 0.95 ms is
long enough to have similar statistics and be stationary in this
region.
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Figure 6: Histogram of stationarity window per region
(within the bandwidth).

Visual analysis confirms that the interference detected has a
pulsed structure. In Figure 7, a segment of the in-phase signal
captured in track S13 at different time scales is shown as
an example of the interference encountered. In the largest
time scale, several interference pulses of different amplitudes
can be seen. When zooming in on that time scale, the pulse
structure is recognised. Different pulses can be seen with
different pulse periods. In the smallest time scale, zooming in
on a typical 1.6 ms pulse, the time structure of the pulse can
be seen and the amplitude varies within the pulse length.
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Figure 7: In-phase signal at different time scales.

An algorithm to detect pulses was applied to the time data
of each session, as explained in section 2, to gather statistics
of interference characteristics. An algorithm to detect pulse
lengths and pulse periods was applied to the IQ data of
each session, as explained in section 2, to gather statistics of
interference characteristics. In Figure 8, the pulse length (red

dots) and its corresponding period with respect to the next
pulse (blue dots) in track S13 are plotted against the number
of pulses detected in the session. In the large time scale
picture, a cloud of pulse periods ranging from almost zero
to 1700 ms can be seen, whereas the pulse length dots are all
aligned throughout the track. The longest pulse periods can
be neglected in this analysis, since the detection algorithm
would detect long periods if after a pulse train the next
pulse train is far away, due to the differentiation of position
explained in section 2. If the time axis is zoomed in, the
pulse characteristics are shown more clearly. This segment
corresponds to the same segment shown in the second zoom-
in picture of Figure 7. The pulse length is still a continuous
row of dots with a value of approximately 1.6 ms. However,
the pulse period varies even in a short time scale, changing
from 26 ms to 13 ms and 52 ms in this particular example.
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Figure 8: Pulse period pattern at different time scales.

To verify that the pulse period is consistent throughout all the
measurements, the distribution of the pulse length of detected
pulses in each region is depicted in Figure 9. All regions have
a similar distribution, where almost all pulses have a length of
approximately 1.6 ms, within the studied bandwidth. Regions
R1 and R2 have a small percentage of pulses with a shorter
length.
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Figure 9: ECDF of pulse length detected in the different
regions.



The ECDF of the pulse period estimated for detected pulses
in the different regions is depicted in Figure 10. In region 1?4,
48% of the pulses detected have a period lower than 53 ms,
and in the region RR3, 56%. The percentages for regions R2
and R1 are 81% and 72%. In R4, lower signal power was
detected which would mean a lower signal-to-noise ratio (the
pulses being the signal in this case). Hence, it is reasonable
that the detected pulse period is longer as some pulses are
missed. In general, the most common periods are 13 ms (3%
in R3 and R4, 12% in R1 and 14% in R2), 26 ms (34%
in R4, 11% in R3, 42% in R1 and 59% in R2), 41 ms and
52 ms, which would mean a duty cycle of 12.3%, 6%, 3.8%
and 3% with the pulse length of 1.6 ms. The pulse period
changes throughout the measurement with a train of pulses
of one period and then another train of a different number of
pulses of a different period as shown in Figure 8, but no clear
pattern has been detected.
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Figure 10: ECDF of pulse period detected in the different
region.

4. DISCUSSION

When uplinking information in the VDE-SAT band, the
detected pulses will interfere with the signal. Instantaneous
interference power of up to -70 dBm has been detected, but
it could have been higher. The configuration limited the
maximum power that could be measured. Observed VDE-
SAT signal power from previous experiments was between
-90 and -110 dBm. Hence, the interference is between 20 and
40 dB above the desired signal. CDMA has been successfully
applied as a mitigation, but other possible countermeasures
could be applied. The worst-case is when the pulses have a
period of 13 ms. If the transmitted packet length was 13 ms,
the pulses were 1.6 ms long and the period between pulses
was 13 ms, 12% of the packet would be lost to interference.
Error-correcting codes must then account for losing this 12%
of data. In addition, the header needs to be protected against
these errors. An interleaver with a depth that matches or
exceeds the pulse length can be used to spread out the burst
errors in different parts of the packet. Furthermore, the
communication system could be improved from a worst-
case design by changing parameters (modulation, coding and
waveform) depending on the region.

In this paper we provided a preliminary time-frequency anal-
ysis of the in-orbit interference measured in a small area
of the Arctic, but more measurements are needed to obtain
reliable interference statistics both at different time scales

and larger areas. Furthermore, the data used had only 8 bits
which reduces the resolution. Interference power could be
higher than reported here, so measurements with more bits
and different dynamic ranges would be desired.

A long measurement campaign would enable the first step
of increasing the data throughout by selecting different com-
munication parameters and improving the waveforms in the
standard depending on which area the satellite is over. ACM
can be challenging due to fast variations of the uplink inter-
ference, as seen in this article. However, it can be tested in
the future.

S. CONCLUSION

In this article, we presented the results of a preliminary mea-
surement campaign of in-orbit interference in the lower leg
of the VDE-SAT frequency band (157.2875-157.3375 MHz)
using the NorSat-2 satellite. Raw IQ data was captured for
ten satellite passes in May 2021 over the Arctic area around
Bjgrngya/Bear Island (Norway). The data was processed
using the LME method to analyze its time and frequency vari-
ability, and an algorithm for pulse detection to characterize
interference characteristics.

High levels of pulsed interference covering the full measured
bandwidth were detected in the measurement area with in-
stantaneous uplink interference power up to -70 dBm, which
is 20 to 40 dB above the uplink signal power. The power
can be even higher but due to the small dynamic range in the
measurements, the maximum power measured is limited by
the measurement configuration. Detected interference varied
both within a short time scale and within different regions.
The statistics of the interference were highly variable even
within one second. The window of stationarity of first-order
of the data was estimated for different regions. Most of the
measured points have a stationarity window longer than 121.9
ms for most regions, but for the region that received the least
interference power, the window is 0.95 ms for 67% of the
points. The main measured interference source is pulsed and
has a pulse length of about 1.6 ms and the most common pulse
periods detected were 13, 26, 41 and 52 ms.

From the measurements analyzed in this paper, it seems that
the VDE-SAT communication system should be configured
either for the worst-case over a larger area or be adaptive
within smaller areas to maximise data throughput. The first
step would be to fix communication parameters in different
regions. As an example, the pulse length can be used as the
minimum depth of an interleaver to spread out errors in the
frame and enable error correction after burst events. However,
more measurements are necessary to provide more reliable
statistics over larger areas and longer time.
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