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a b s t r a c t

Social media platforms present significant threats against underage users targeted for predatory
intents. Many early research works have applied the footprints left by online predators to investigate
online grooming. While digital forensics tools provide security to online users, it also encounters some
critical challenges, such as privacy issues and the lack of data for research in this field. Our literature
review investigates all research papers on grooming detection in online conversations by looking at
the psychological definitions and aspects of grooming. We study the psychological theories behind the
grooming characteristics used by machine learning models that have led to predatory stage detection.
Our survey broadly considers the authorship profiling research works used for grooming detection
in online conversations, along with predatory conversation detection and predatory identification
approaches. Various approaches for online grooming detection have been evaluated based on the
metrics used in the grooming detection problem. We have also categorized the available datasets and
used feature vectors to give readers a deep knowledge of the problem considering their constraints
and open research gaps. Finally, this survey details the constraints that challenge grooming detection,
unaddressed problems, and possible future solutions to improve the state-of-the-art and make the
algorithms more reliable.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Different online messaging platforms such as chat functions
nd instant messaging applications in social networking sites
ave evolved as an alternative to a standard communication
edium. Such platforms allow individuals to exchange messages
eer-to-peer without explicit content moderation, which can be
xploited for various malicious intents. The internet-facilitated
alicious activities vary from normalizing certain destructive
ehaviors by online extremism organizations [1,2], disseminating
ake news [3,4] and spammers [5] to drastically impacting users’
ental health [6]. Targeted chats can be used to spread hatred [7],
anipulate the victim for propaganda, coordinate criminal or

errorist activities [1,2,8], radicalization, and in the worst of sce-
arios to target under-aged online users (minors and children)
or sexual favors and abuse [9,10]. Unlike in public chats or
iscussions, targeted messages, in most cases, exploit an already
xisting online relationship with the other group members in
he network [1,2,11]. In cases where such prior relation does
ot exist, the malicious actor spends time building the relation,
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often referred to as online grooming, and eventually targets the
victim [12].

Research on the retrospective view of online grooming expe-
rienced by minors showed that 25% of the minor participants
talked with adult strangers [13,14]. More importantly, 65% of
those who spoke with a stranger experienced sexual solicitation
from an adult stranger. 23% of participants revealed that they
had conversations with stranger adults that followed a grooming
pattern, and around 38% of them established a confidential rela-
tionship with the groomer [13]. Another report by the National
Center for Missing and Exploited Children (NCMEC)1 shows that
more than a million child abuse cases were reported in 2019 [14].
Also, the technology companies reported to the US National Cen-
ter for Missing and Exploited Children (NCMEC) over 45 million
photographs and videos of sexually abused children, and New
York Times claimed that this number increased twice in only
one year [14]. The increasing number of these reports leads to
a concern that requires attention.

The internet offenses against adolescents vary from exchang-
ing child pornography to finding potential victims, engaging in
a dangerous relationship, and normalizing certain destructive
behaviors to lower the child’s inhibition. Much research in digital

1 https://www.missingkids.org/home.
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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orensics has been produced in detecting online sexual predators.
owever, the majority of them have focused on children’s im-
ges and videos [9,15–17]. For instance, Lee et al. [17] provided
comprehensive survey on child sexual abuse material detec-

ion. The main focus was distribution methods, policy and legal
ramework dimensions, and detection applications and imple-
entations. They mostly surveyed information about image hash
atabase, keywords,web-crawler, detection based on filenames
nd metadata, and visual detection [17].
Detecting such offenses in public communications on social

edia and public chats is relatively easy, as they can be moni-
ored by employing content moderators who assess the content
anually or through an automated mechanism such as using
rofanity filters [18,19]. Automated public chat/discussion mod-
ration algorithms can be devised using large-scale training data.
owever, several challenges can be foreseen in devising and using
he algorithms effectively. For instance, large-scale data may not
e available for training moderating algorithms, or the privacy
egulations impose restrictions on using such data even when
vailable [20–23]. Such challenges have a hindering impact on
he advancements for preventing misuse of online messaging
latforms.
A robust and automated surveillance system that increases

hildren’s security on online platforms requires an in-depth
nowledge of a predator’s behavior. Understanding the online
redators’ patterns facilitates better detection mechanisms, thereb
ducating children to react appropriately in dangerous situations.
t the same time, digital forensics cases require operational
vidence that can be used in court, which leads to the analysis
f massive amounts of data and increases the forensics investi-
ation load [24]. Since monitoring private messages in different
pplications is more challenging, in this research, we mainly focus
n cases where child predators use different applications such as
hat rooms and social network applications (Twitter, Facebook,
nd Instagram) to engage in a relationship with minors.
Despite the importance of the grooming problem, there is
lack of algorithmic surveys for grooming detection on online
hat logs. Few research surveys focused on online harassment
nd sexual predation on online platforms [25–27]. For instance,
azi et al. [27] reviewed various approaches for sexual risk de-
ection from a human-centered view considering sex trafficking,
exual harassment, and sexual grooming, and Miljana et al. [25]
nvestigated the diversity of cyber-aggression, cyberbullying, and
yber-grooming and identified their target categories. We mainly
ocus on analyzing all the works related to peer-to-peer chat
ommunication for sexual abuse of minors on online platforms,
onsidering the tremendous threats to children and minor vic-
ims. Especially our primary goal is to provide an extensive survey
n a scenario where a predator (i.e., a malicious actor with an
ntent to get sexual favors from minors) targets a victim.

.1. Contributions

To the best of our knowledge, this is the first survey that
eviews all research work on grooming detection focusing on chat
ogs. We detail and compare all research works based on an al-
orithmic performance perspective, considering the psychological
heories behind the grooming characteristics used by machine
earning methods for grooming detection in chat conversations.
he contributions of this work are listed below:

• Using an algorithmic performance evaluation perspective,
we propose a conceptual framework for systematically re-
viewing online grooming detection literature, mainly on
chat conversations.
2

• We survey the psychological investigation of the groom-
ing procedure by various research works. Also, our survey
shows howmachine learning models have applied grooming
attributes for grooming stage detection based on psycholog-
ical theories.

• This research gives a profound explanation of feature sets
along with their constraints and potential solutions. Also,
the available datasets are listed considering the limitations
to supplement the readers with the state-of-the-art.

• This survey discusses the role of authorship profiling in
grooming detection in the early stages by studying the ex-
isting works on text mining and keystroke dynamics that
cope with detecting the age and gender of authors on social
media.

• We also categorize author profiling research papers based
on feature sets and data for age and gender detection works.

• This survey details open research problems and the poten-
tial gaps in online grooming detection literature to benefit
the reader with a piece of more profound knowledge.

• Present potential future works to improve the algorithms in
real-time scenarios.

Fig. 1 represents the overall contributions of this research
work.

It should be noted that our primary focus in this survey is
chatlogs and short text analysis for grooming detection. This re-
search paper does not include the dark web investigation for child
exploitation material such as image processing, hash databases,
and distribution methods [9,15–17]. The taxonomy of this survey
paper is illustrated in Fig. 2.

The remainder of this paper is organized as follows. Section 2
first gives an overview of online grooming definitions and an-
alyzes the psychological perspectives of sexual predators and
different grooming characteristics. Section 3 breaks down the
problem into different categories where Section 3.1 presents the
available datasets for the research, and Section 3.2 discusses the
various feature vectors that have been used in research works.
We will also discuss how the performance of each method for
grooming detection is evaluated in Section 3.3. The paper con-
tinues by surveying various grooming detection techniques in
Section 3.4. Section 3.4.1 describes how the grooming characteris-
tics were used for detecting online grooming stages. Section 3.4.2
details previous research works for predatory conversation detec-
tion, and Section 3.4.3 summarizes the techniques for predatory
identification. Section 3.4.4 summarizes the authorship profil-
ing techniques for cyber-grooming purposes in online platforms.
Section 4 discusses the challenges and open gaps of grooming
detection and possible solutions along with its constraints, and
finally, we conclude the paper in Section 5.

2. Online grooming

2.1. Definition of online grooming

Online grooming is defined as a process performed by mali-
cious actors such as pedophiles to entrap their victims [23,28].
However, it is recommended not to use the term ‘pedophile’
to define grooming as it is used only after a precise clinical
diagnosis and cannot be used for all offenders [29]. One of the
first comprehensive definitions of grooming was given by Craven
et al. [29] as below:

‘‘process by which a person prepares a child, significant oth-
ers, and the environment for the abuse of this child. Specific
goals include gaining access to the child, gaining compliance, and
maintaining the child’s secrecy to avoid disclosure. This process
strengthens the offender’s abusive pattern, as it may be used to
justify or deny their actions.’’
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Fig. 1. Overall contributions of this research work.
Fig. 2. The proposed taxonomy for online grooming detection problem.
Online grooming is a process to gain, persuade, and engage a
hild in sexual activity where the internet is used as a medium
or access. The offender tries to avoid disclosure by keeping the
ictim’s secrecy [30–33]. One should consider that the grooming’s
sychological effect might be as intense as the physical effects
ince it can change the victim psycho-socially. The following
ection will discuss some previous research works that have
nvestigated the psychological aspects of online grooming for the
eader’s convenience.

.2. Psychological perspectives of online grooming

Child grooming has been researched in many works, includ-
ng social and psychological areas [12,34–36]. Predators have
3

different interests, such as curiosity viewing, cyber sex, or dis-
tribution of child abuse material. The individual differences be-
tween predators make online grooming detection complicated.
Psychological research has shown that grooming detection is
multifaceted and complex due to its variation in the period,
type, and intensity. Therefore, it is difficult to predict where
the grooming starts and when it is done [37]. In some cases of
child abuse, it is challenging to detect the incident before the
predator gains access to the victim physically [37]. In addition,
some predators like to meet the victim in person (called hands-
on child predators or Contact Child Sex Offenders (CCSO)). At the
same time, some are just fantasy-driven, and they are not willing
or interested in meeting the child in the real world (Fantasy
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hild Sex Offender (FCSO)) [35]. Predators who intend to meet
heir victims in person have different motives than those who
erely have sexual fantasies about their victims [35]. Predators
ho target their victims online without meeting them in the
eal world face a minor punishment, making them less reticent
o perform harmful online actions. The threat of the fantasy-
riven predator is as critical as the threat of the contact-drive
redator because they are more likely to repeat their online acts.
t the same time, they can harm the victims both physically
nd psychologically [35]. Investigating the demographic features
f online predators has also indicated that online predators are
ostly younger than offline child abusers, and they are single and
nemployed [34].
Chiu et al. [35] have performed exploratory research to in-

estigate the difference in the content of an online predatory
onversation of a contact-driven predator versus that of a fantasy-
riven predator who does not have any intention to meet the
ictim in person. The data included 4353 messages where there
ere 12 victims and nine predators. They coded each conversa-
ion in various manners with a computer annotation program,
efined different hypotheses for messages, and explored their
heory by applying Statistical Discourse Analysis (SDA) [36]. It
as found that generally, predators talk about their prior expe-
ience with the new victim to build a confidential relationship.
hey also use particular words such as first-person pronouns and
egative and positive emotional expressions. However, a differ-
nce is that some predators use grooming tactics to convince the
ictim to meet online while the other predators do not [35].
Online grooming’s manner and timing can differ from face-to-

ace cases [38]. Although they might have some similarities in
onversing about traveling, parents, analyzing parents’ work time,
nd sexual conversations about past relationships [39]. Whittle
t al. [12] studied the impact of online grooming on victims
y interviewing eight young victims who were abused through
nline grooming. It was shown that as the child’s level of vulner-
bility increases, online grooming would affect the victim more
dversely.
Further, it can be challenging for police and family or commu-

ity members to detect the grooming before the abuse occurs as
redators vary in their strategies regarding their fear of getting
aught [31]. When the parents and people around the victim do
ot know grooming tactics, it is difficult to distinguish a child
rooming conversation from an adult’s typical interaction with
he child. Winters and Jeglic [31] investigated the possibility of
rooming recognition by people. They performed an experiment
here participants were asked to read some vignettes and rate
he likelihood of a person being a child molester. It was discov-
red that people might not detect the potential writing pattern
f a child predator, and giving hindsight could bias the result
f rating by overestimating the likelihood that if the person is a
redator [31].

. Online grooming detection

The goal of grooming detection is to build operational evi-
ence to apply in a court of law while challenging considering
he tremendous number of online cases. Pattern recognition and
achine learning methods have facilitated extensive data anal-
sis, including investigating chat logs in an automated manner.
hey have been well explored for finding the potential threats in
nline platforms. The approaches typically consist of collecting
he relevant data, extracting the most relevant features, and
evising a classifier for arriving at a decision [28,33,40–48]. These
pproaches, if suitably engineered, can also provide a faster pro-
essing time to detect predators at an early stage and decrease
nline threats to young victims.
4

To give a complete overview of online grooming detection,
we present relevant data and feature vectors used in different
research works in the following sections. We continue discussing
how previous works [33,40,41] tried to detect online grooming
with different perspectives. Some works [28,33,40,42,43] have
explored various phases of grooming to investigate the differ-
ent themes in online conversations, while others focused on
predatory conversation detection [49–51], predatory identifica-
tion [41,52,53], or author profiling [44–48].

3.1. Datasets

Online grooming mostly happens on private chat logs on social
media or open chat platforms. Therefore, the relevant data for on-
line grooming detection should have the same characteristics as
the chat logs on mentioned platforms. Due to the non-availability
of such data, many research works have identified datasets with
similar characteristics for devising algorithms for online groom-
ing and predator conversation detection [28,33,33,40–51]. They
have used different datasets for grooming detection, and Ta-
ble 1 represents an overview of various datasets used in various
research for grooming detection. We detail the same in the fol-
lowing sections and discuss the relevance of such datasets for the
problem.

3.1.1. Datasets for online grooming detection
A popular dataset source for predatory detection is the per-

verted justice website.2 Perverted Justice Foundation, more com-
monly known as Perverted-Justice (often shortened to PeeJ or PJ),
is an American organization based in California and Oregon where
police officers pretend to be children to attract and trap predators.
Ashcroft et al. [58] used the Perverted-Justice website to include
texts written by predators and also used book reviews, blogs,
and chat logs for non-predatory texts. Along with the PJ dataset,
Sulaiman et al. [55] used Literotica (www.literotika.com) data
that contains conversations between adults that express their
passion legally about sexual topics.

Recently, multiple works [51–53,63,64,69] have used the
PAN2012 [41] dataset in which the primary goal was to identify
sexual predators. The dataset contains chat conversations from 4
different sources. Two of these are regular IRC chats that contain
non-sexual chats. These two sources are from two websites,
i.e., http://www.irclog.org/ and http://krijnhoetmer.nl/irc-logs/.
The third source used for the PAN2012 dataset was chatlogs
from the Omegle chat service. The Omegle chat service intends
to connect two adults for a chat randomly. A large part of
the conversations on Omegle has a sexual character. These are
not classified as predatory conversations, as the participants in
these chats are all adults. The data on sexual topics between
adults cover the false-positive cases in the dataset for grooming
detection. Finally, the fourth source used was (parts of) con-
versations published on PJ. Complete conversations on PJ have
often been split into multiple conversations in the PAN2012
dataset, depending on the time between the messages (for details,
see [41]). Approximately 4% of the conversations in the PAN2012
dataset are from PJ and therefore classified as predatory, while
the remaining conversations are considered non-predatory.

Online game platforms also provide a possibility for private
and public communication. In games where children play, there
will also be a potential risk that predators form a threat to minor
users. Following the same motivation, Cheong et al. [74] used
MovieStarPlanet as a source for data to detect grooming behavior
in online game platforms.

2 http://www.perverted-justice.com/.

http://www.literotika.com
http://www.irclog.org/
http://krijnhoetmer.nl/irc-logs/
http://www.perverted-justice.com/
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Table 1
A summary of datasets used for grooming detection in previous works.
Data Sources Ref

www.perverted-justice.com [23,28,33,40–43,54–60]
Predatory data PAN2012 [51–53,61–73]

MovieStarPlanet [74]

www.literotika.com [40,42,55]
Non-predatory data http://www.irclog.org [41]

http://krijnhoetmer.nl/irc-logs [41]
Omegle [41]
Twitter [46,75–80]
Blogs, Book Reviews [44,58,59]
British National Corpus(BNC) [81,82]
3.1.2. Datasets for attributes detection
Previous works [81,82] have used the British National Cor-

us3 (BNC) to address online grooming detection by looking at
he author’s style and author information. For instance, Koppel
t al. [81] were able to identify the gender of the author with
easonable accuracy, analyzing a large corpus of formal written
exts (both fiction and non-fiction) from the British National
orpus. Tam and Martell [83], and Lin [84] used the data collected
rom chat rooms for age detection and author profiling. Also,
ome previous research works [46,75–78] have used tweets to
etermine the online authors’ demographic attributes.

.1.3. Dataset constraints
Each of the used datasets has limitations that challenge online

rooming detection. We detail these limitations of the datasets in
he cyber-grooming problem below:

• Imbalanced Data: Grooming conversations are a small por-
tion of the massive number of conversations taking place
on online platforms. A dataset for online grooming detec-
tion should follow a similar distribution. In [85], it was
shown that the number of predatory queries on a particular
peer-to-peer network was approximately only 0.25% of all
queries. The percentage of predatory conversations might be
higher for online chat applications, but it will probably still
be low compared to the percentages of non-predatory con-
versations. Also, the percentage depends heavily on the par-
ticular chat application. For example, an application-specific
for children will attract more sexual predators than a chat
to discuss football or car models. It can be assumed that
a dataset resembling a real-life situation will be biased,
making it challenging to find the predatory behavior pat-
terns for devising efficient machine learning methods. The
highly imbalanced data has made detecting sexual predators
on online platforms complicated. Therefore, it is critical
to have balanced data using machine learning methods to
solve a problem while it is highly imbalanced. Some papers
attempted to consider this setting and have tried to address
this as an imbalanced data problem [62,72,73,86].

• Non-Standard Structure: Chat logs, blogs, and tweets are
short texts, and it is more challenging to analyze them than
the standard text, in which context information and large
sentence constructs give enough information. Short chat
texts have different structures, contain spurious informa-
tion, and are full of grammar errors, abbreviations, slang
words and phrases, and spelling mistakes. So, it is challeng-
ing to gain information about the conversation partners to
detect grooming.

• Security and Privacy Issues: A crucial challenge in finding
online predators is gathering the data. Access to archived
data of chats between victims and predators is challenging

3 http://www.natcorp.ox.ac.uk/.
5

due to significant privacy and legal issues. Online service
providers for chat platforms do (generally) not record chat
data; even if it is collected, this data is not publicly available
for research. In addition, collecting this data requires the
informed agreement of the participants.

3.2. Features for online grooming detection

Predatory conversation data has different characteristics when
compared to non-predatory conversation data. The characteristic
differences stem from the writing style between two specific
persons, between classes of persons (e.g., adults versus children),
or between the themes of the conversation or text. Previous
works have applied different feature vectors to capture different
characteristics of the predators for grooming detection [48,51,62–
64,71–73]. Different methods to extract information from chat
logs, including stylometry, Keystroke Dynamics (KD), and features
that capture the psychological characteristics of the authors, such
as Linguistic Inquiry and Word Count (LIWC) and authors’ ac-
tivities like chat-based feature vectors, have been explored. This
section first gives an overview of different stylometry features
such as the one-hot representation of a word/text and distributed
representations of word vectors that are the statistical analy-
sis of variations in the writing style. Then, it introduces LIWC,
chat-based characteristics, and KD feature vectors.

• Bag of Words (BoW) is the conventional method for creat-
ing a one-hot representation of a text. It can be regarded
as a dictionary of all possible words or tokens that do not
consider their relationship. BoW representation provides
a high-dimensional vector (for instance, 10000 or more),
where a text is represented in a sparse manner where most
of the values in BoW vectors are zero except the ones that
represent the dictionary words in the text. A disadvantage
is that it can provide the same feature vectors for differ-
ent texts with different meanings. Various techniques have
been further proposed to code the non-zero entries in BoW
feature representations to improve the feature representa-
tion, such as Binary, Term Frequency (TF), Term Count (TC),
and Term Frequency–Inverse Document Frequency (TF-IDF)
[87–90]. BoW features for sexual predatory detection has
been well used by a number of previous works [23,49,51–
53,59,60,62–67,69–74].
Suppose that the data set D is defined as D = X ∗Y where X
represents the set of n documents, i.e. X = {d1, d2, . . . , dn}.
Each document can be represented by an m-dimensional
feature vector, where m is the size of the dictionary. Doc-
ument i is represented as di = (f i1, f

i
2, . . . , f

i
m), where f ij (for

j ∈ {1, . . . ,m}) represents the feature value for the jth word
in the dictionary in document di. Y contains the class labels
for the sexual predatory detection problem. The values of Y
can be represented by {predatory, non − predatory} or sim-
ply by 0 and 1, representing predatory and non-predatory,

http://www.perverted-justice.com
http://www.literotika.com
http://www.irclog.org
http://krijnhoetmer.nl/irc-logs
http://www.natcorp.ox.ac.uk/
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respectively. The BoW models (Binary, TC, TF, and TF-IDF)
determine the feature values based on the word occurrence
in each document without concerning where each word has
occurred in the document and the relationships between the
words.
We provide a simple illustration of each BoW technique
for the reader’s convenience. Suppose we have three doc-
uments, where document 1 is ‘‘I live with my parents. I
work at a hospital’’, document 2 is ‘‘My parents are at work’’
and document 3 is ‘‘I work at a hospital’’. BoW considers
all the words found in the three documents as live, with,
parents, are, at, work, I, hospital, my, a, and the size m of
the dictionary is ten in this example. So, each document
is represented by a feature vector of length ten. Each BoW
model calculates the feature vector based on the explanation
given below.

– Binary: If a word is present at least once in the doc-
ument, the entry value will be set as 1. So, the fea-
ture vectors for each document in the above exam-
ple will be: d1 = [1, 1, 1, 0, 1, 1, 1, 1, 1, 1], d2 =

[0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0], and d3 = [0, 0, 0, 0, 1, 1,
1, 1, 0, 1]. Multiple researchers have applied binary
representations for extracting lexical information to
detect predators [51–53,62].

– Term Count (TC): The entry value shows the number
of appearances of the words in the document. The
weight of the vector displays the number of words in
the text. The feature vectors for the example will be:
d1 = [1, 1, 1, 0, 1, 1, 2, 1, 1, 1], d2 = [0, 0, 1, 1, 1, 1,
1, 0, 0, 1, 0], and d3 = [0, 0, 0, 0, 1, 1, 1, 1, 0, 1]. Borj
et al. [51] used TC as one of the feature vectors for
analyzing the sexual predatory conversations, and the
results showed that it could detect online grooming
conversations with good performance.

– Term Frequency (TF): The fraction of the words’ ap-
pearances is the entry value for each word in the
text representation. In other words, it is a normalized
version of the TC values.

TF (t) =
nt

nd
, (1)

where nt is the number of times word t appears in a
document d, and nd is the total number of terms in the
document d. The feature vector of d1 of the example
will be:
d1 = [

1
10 ,

1
10 ,

1
10 , 0,

1
10 ,

1
10 ,

2
10 ,

1
10 ,

1
10 ,

1
10 ],

d2 = [0, 0, 1
6 ,

1
6 ,

1
6 ,

1
6 ,

1
6 , 0, 0,

1
6 , 0],

and d3 = [0, 0, 0, 0, 1
5 ,

1
5 ,

1
5 ,

1
5 , 0,

1
5 ].

Many documents or chat conversations contain many
common words, while some are repeated more in
some discussions. For instance, a higher frequency of
words that express compliments may indicate online
grooming occurring in a predatory conversation. Ac-
counting for the frequency of a word in online chat
logs can therefore help detect grooming conversations
[51,52,65].

– Term Frequency–Inverse Document Frequency (TF-
IDF): If a word appears in many documents, it might
not provide enough information for discriminating be-
tween different types of documents [91]. TF-IDF can
provide feature vectors with vital information as it pri-
marily considers the critical terms in each document.
Therefore, it gives a lower value to the words in many
documents and a higher value to the discriminative
words seen in particular chat conversations. In other
6

words, discriminatory terms have more power to dis-
tinguish the documents from each other, and TF-IDF
applies this to enhance the feature vector [91].
TF-IDF computes the feature values based on the term
frequency and the inverse of the document frequency
[91]. Eq. (2) shows how TF-IDF is computed:

wi,j = tfi,j × log
(

N
dfi

)
(2)

Here, the frequency of word i in document j is rep-
resented by tfi,j. Furthermore, N is the total number
of documents, and dfi represents the number of docu-
ments containing word i, and finally, wi,j is the feature
value of word i when representing document j in the
TF-IDF vector representation. For instance, the TF-IDF
value for the term live in document d1, will be:

wlive,d1 = 0.1 × log
(
3
1

)
= 0.158 (3)

The term live only appears in document 1, while for ex-
ample the term parents, that appears in 2 documents,
would get a value of wparents,d1 = 0.058. The term at ,
appearing in all 3 documents, would get a value of
wat,d1 = 0.
It should be noted that TF-IDF is the most common
representation technique used for sexual predatory
detection problems among the BoW techniques as
it can distinguish the most discriminative words for
representing a predatory conversation [49,51–53,63–
65,69–73].
The description so far assumed that the dictionary on
which the BoW features are based contained single
words, while also pairs of consecutive words (called
bigrams) are used in many papers. In some cases,
using bigrams improved performance in detecting sex-
ual predators [66,67,92]. Although Pendar [23] used
trigram features (a combination of 3 consecutive words
in a text), the use of unigram and TF-IDF feature vec-
tors has shown a better performance.

• Word Embedding is a distributed representation of a text.
While the statistical analysis of word occurrence is one of
the primary methods for text analysis, the approaches men-
tioned above do not capture the meanings of the words. In
addition, chat texts are short, and the bag of words features
have sparsity problems. Distributed representations of word
vectors create the word vector structures based on word
analogies, concerning their several dimensions of difference.
For example, word2vec [93] and GloVe [94] feature vectors
provide the most used distributed representations for text
analysis with dimensions of the feature vectors between 100
and 300. Word2Vec and Glove are described as follows:

– Word2vec: is a distributed representation of word
vectors. There are two techniques to compute the
Word2vec features: the continuous Bag of word model
and skip-gram model [93]. Continuous Bag of word
(CBoW) is the simple extension of a bigram model.
Fig. 3 is an example of the CBoW method where given
the four surrounding words: ‘you’, ‘have’, ‘close’, and
‘friends’, it is desired to predict ‘any’ as the middle
word for this context.
The skip-gram model gets one word as an input and
predicts the context words [93]. For instance, suppose
we have only one word wt that we desire to predict
given context words wt−1, wt−2, wt+1 and wt+2. It can
be said that skip-gram is the opposite of CBoW, where
the target word is the input while the context words
are the outputs [93].
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– GloVe: To give a short description of the aspects of
the GloVe method, assume that matrix X contains the
word-word co-occurrence counts where Xij represents
the number of times word j occurs in the context of
the word i. Now

Xi =

∑
k

Xik (4)

is the number of times any word appears in the context
of word i, and hence,

Pij = P(j|i) =
Xij

Xi
(5)

is the probability that the word j occurs in the text of
the word i. For word k that is related to word i, but not
to word j, the ratio Pik/Pjk is significant, and similarly,
for word k related to word j but not related to word i
the ratio Pik/Pjk is small. Therefore, it can be noted that
the ratio can distinguish relevant words from irrele-
vant words better than the raw probability [94]. So, the
model for GloVe is extracted from the general model
below (more details can be found in [94]):

F (ωi, ωj, ωk) =
Pik
Pjk

(6)

The distributed representation of word vectors such as GloVe
and Word2vec can distinguish the meaning of the words
used in different contexts. However, the BoW feature vec-
tors do not consider the analogies and changes because of
a word’s different meanings and locations in the text. For
instance, combining the words ‘dog’ and ‘toy’ can result in
different word vectors applying distributed representation
of word vectors. At the same time, the BoW models give
the same feature vector regardless of different meanings.
Some works have used Word2vec, and GloVe feature vec-
tors for detecting sexual predatory conversations [51,64,68].
There exist other word embedding systems like BeRT [95],
ELMo [96] and fastText [97], but these have been less used
in cyber grooming detection so far.

• Affective features & LIWC: : Some child offenders dis-
play feigned emotion and affection to make the impres-
sion that they are in love with the minor victim [98].
Tightening the trust link by showing false emotion is a
technique that some predators perform to get the minor
victim under control for further harmful actions [98]. Cap-
turing the psychological characteristics by the words can
reveal the affective features of a conversation. Linguistic
Inquiry and Word Count (LIWC) [99] provides psycholin-
guistic profiles for the conversations revealing the emotional
and psychological aspects of the data where it considers
the level to which groups use different categories of words.
LIWC features capture the psycholinguistic characteristics
of the documents, including the affective characteristics
displayed by a child groomer. It analyzes textual docu-
ments and provides various personal interest categories
(e.g., love, emotion, work, home, leisure), psychological cat-
egories, and punctuation groups. Parpar et al. [70] have
categorized 80 types of LIWC features that were used for
predatory detection in chatrooms.

• Chat-based features capture the authors’ activity in online
conversations, such as the ratio of initiating the topics of
conversation by the user, the percentage of written lines by
a user, and the time spent online. Online predators mostly
initiate the conversation topics to gain enough information
about the victim and assess the risk. Their primary way to
 m

7

Fig. 3. CBoW example.

gather information is by asking many questions [49]. Chat-
based features capture all these predators’ actions, such
as the percentage of a conversation started by a user. It
has also been shown that online predators are emotionally
unstable and prone to lose their temper and be anxious [92].
The chat-based characteristics determine the type of con-
versation, for example, if it is negative or anxious. Parapar
et al. [70] pointed out that the activity of the author and the
time of the chats (e.g., if the chats happened late at night)
could also be used as a feature for detecting predatory chats.

• Keystroke Dynamics (KD) features: Keystroke Dynamics
is a behavioral biometric that can authenticate or identify
users based on how they type on a keyboard. In KD, one
can only measure when a key is pressed down and released,
giving (together with the key code of the key that is pressed)
two raw timing features per key used from which several
features can be extracted. First, per typed key, one can
calculate the time the key was held down by looking at
the difference between the time the key was pressed and
rereleased. This feature is called duration and is sometimes
referred to as the hold time in literature. Second, one can
calculate the latency between pairs of keys, i.e., the time
elapsed between releasing the first key and pressing the
following key. Latency is sometimes also referred to as flight
time. There are four variations of latency, and the one de-
scribed above is also referred to as the RP-latency [100,101].
Alternatively, one can look at the time between pressing
the first and next key (PP-latency) or the time between the
release of these two keys (called RR-latency). Finally, PR-
latency is the elapsed time between pressing the first key
and releasing the following key (Please refer to [100,101]
for an in-depth introduction to KD). Besides its natural use
for authentication, KD can also be used to determine the
authors’ emotional state [102–105], and emotional states
can again help to detect the predators as they are not
emotionally stable [92]. Borj and Bours [50] used KD feature
vectors to detect authors that lied about their demographic
information, such as age and gender, in chat conversations.

Fig. 4 displays a summary of the proposed data and features.

.2.1. Constraints of the feature vectors
Some constraints challenge discriminative and stable feature

xtractions for chat messages. For example, the chat messages
o not follow the standard pattern for writing, and they contain
any slang words. The BoW techniques cover all the information,

ncluding non-sense words and slang, by creating a large sparse
atrix. The sparse feature matrix can impact the performance of
any machine learning methods for detecting sexual predators.
ardei and Rebedea [62] extracted different types of features such
s question ratio, underage expression ratio, above age existence,
nd slang words ratio and combined them with the BoW feature
ets. As mentioned above, the sparse feature vector can neg-
tively impact the grooming detection performance. Therefore,
pplying a feature selection method helped improve the per-
ormance, considering the most discriminative feature space for
exual predatory detection from the chat logs. There are several
ethods for feature selection, including Mutual Information (MI),
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Fig. 4. Data and features in sexual predatory detection.
hi-squared, or frequency-based feature selection. For instance,
ardei and Rebedea [62] used MI to consider the power of pres-
nce/absence of a term in making the right classification decision
or each class by using SVM [62].

Zuo et al. [72] proposed a fuzzy-rough feature selection ap-
roach that captures the uncertainty resulting from the lack of
igid boundaries in the dataset’s various classes by demonstrat-
ng the concept’s lower and upper edges. They first performed
eature extraction based on BoW and TF-IDF approaches. Zuo
t al. [72] then reduced the feature space by applying the fuzzy-
ough method to select the most discriminative features and
peed up the process. Finally, using the reduced feature sets, the
uthors [72] experimented with the online grooming detection
n the PAN2013 dataset by using four classifiers, including Gaus-
ian Naive Bayes (GNB), Random Forest (RF), AdaBoost (AB), and
ogistic Regression (LR) [72]. The BoW methods do not cover the
elationship between the words and make the same feature space
or words with different contexts. Thus, the same feature sets of
he various conversations decrease the performance for detecting
he predators.

The word embedding methods such as GloVe and Word2vec
over the relationship between words and the semantic infor-
ation in chat conversations. However, the pre-trained word
mbeddings trained using general documents such as Google
ews data are unsuitable for sexual predatory detection prob-
ems because chat logs contain many out-of-vocabulary and slang
ords [64]. For instance, the chat sentence ‘r ur parents der’
ontains some words such as ‘der’ and ‘ur’ that are not defined
n the dictionary of words [64].

.3. Performance metrics

Cyber grooming detection is posed as a two-class classification
roblem. The predatory conversations class is usually considered
positive class and the non-predatory conversations as negative.
he True Positive (TP) samples are considered all the samples
n the positive class classified as positive samples by the clas-
ification algorithm. Similarly, True Negative (TN) are negative
amples classified as negatives by the classification algorithm.
positive sample classified as a negative sample is considered
False Negative (FN) classification, and a False Positive (FP) is
efined as a negative sample classified as positive.
Many works have applied the standard evaluation metrics for

nalyzing the performances of their methods based on TP, TN, FN,
nd FP, such as Accuracy, Precision, Recall, and F-score. We give
brief definition for each metric below:
8

• Accuracy is the fraction of correct predicted labels for all
samples, i.e.

Acc =
TP + TN

TP + FP + TN + FN
(7)

• Precision is the ratio of the detected relevant samples (TP,
i.e., correctly identified sexual predators or predatory con-
versations) and all detected samples (contains both TP and
FP samples), i.e.,

P =
TP

TP + FP
(8)

Precision indicates the probability that a sample classified
as predatory is, in fact, predatory.

• Recall is the fraction between detected relevant samples
(TP) and all the actual relevant samples, i.e.

R =
TP

TP + FN
(9)

Recall indicates the probability that a predatory sample will
be detected as such by the classification algorithm,

• F-score: is the weighted harmonic mean between precision
and recall and is defined as

Fβ = (1 + β2) ·
P · R

β2 · P + R
(10)

where β is a positive real factor and can be varied to put
more weight on either precision or recall.

The ten best results of the PAN2012 competition for identify-
ing predators are given in Table 2. The ranking for the PAN2012
competition was based on the F0.5 score, so we kept that ranking
here too. Further, Table 3 presents various works and their best
performance for the problem based on the metrics mentioned
above.

3.3.1. Constraints of performance metrics
The predictive scores resulting from different classification

models for finding sexual predators have an essential role in
many areas, particularly the cases related to law enforcement
decisions (for example, in courtrooms). Therefore, the fairness of
the machine learning methods should be analyzed and considered
carefully to avoid any mistake that can harm people’s lives. For
instance, the data for grooming detection is highly imbalanced,
negatively impacting the accuracy metric’s relevance [86]. The
amount of positive samples (predatory conversation) is much
lower than the number of negative samples. In the PAN2012

dataset, the positive samples amounted to just 4%, and in Latapy
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Table 2
The best results reported on PAN2012 dataset, ranked based on F0.5 scores.
Participants Precision Recall F0.5 F1 F2
Villatoro et al. [71] 0.98 0.79 0.93 0.87 0.82
Snidera 0.98 0.72 0.92 0.83 0.76
Parapar et al. [106] 0.94 0.67 0.87 0.78 0.71
Morris & Hirst [67] 0.97 0.61 0.87 0.75 0.66
Eriksson & Karlgren [107] 0.86 0.89 0.86 0.87 0.89
Peersman et al. [44] 0.89 0.59 0.81 0.72 0.64
Grozea & Popescua 0.76 0.64 0.73 0.70 0.66
Sitarza 0.73 0.63 0.71 0.67 0.64
Vartapetiance & Gillama 0.62 0.39 0.55 0.48 0.42
Kontostathis et al. a 0.36 0.67 0.39 0.47 0.57

Note
aIndicates no corresponding article available.

Table 3
The accuracy obtained by various state-of-art works in detecting online
grooming.
Ref Year Accuracy F0.1 F0.5
Pendar et al. [23] 2007 – 0.94 –
Parapar et al. [106] 2012 – 0.84 –
Villatoro et al. [71] 2012 0.92 0.87 0.93
Bogdanova et al. [92] 2012 0.97 – –
Cheong et al. [74] 2015 0.93 0.78 0.86
Ashcroft et al. [58] 2015 0.99 – –
Ebrahimi et al. [63] 2016 0.99 0.77 –
Ebrahimi et al. [64] 2016 – 0.80 –
Cardei et al. [62] 2017 – – 0.95
Escalante et al. [65] 2017 – 0.94 –
Zuo et al. [72] 2018 0.73 – –
Zuo et al. [73] 2019 0.76 – –
Misra et al. [66] 2019 – 0.58 –
Bours et al. [53] 2019 – 0.94 0.97
Borj & Bours [49] 2019 0.98 0.86 –
Muñoz et al. [68] 2020 0.88 0.42 –
Fauzi & Bours [52] 2020 0.95 0.90 0.93
Borj et al. [51] 2020 0.99 0.96 0.98
Ngejane et al. [69] 2021 0.98 0.70 –

et al. [85], for peer-to-peer networks, it amounted to only 0.25%.
If a method provides high accuracy, it does not always mean that
it will be efficient as the size of the negative class is enormous
and can cover the incompetence of the method for detecting pos-
itive cases. For example, if a dataset would contain 99% negative
samples, then simply classifying every test sample as negative
would already result in a 99% accuracy. Therefore, the approaches
should be cautious and not select a technique based on accuracy
alone. It is desirable to integrate more human-centered models
for developing and evaluating grooming detection techniques to
avoid any lifetime negative impact on people’s lives [27].

It should also be considered that the F1-score gives the same
eight to the recall and precision, while it can be problematic

or cyber-grooming detection. Inches and Crestani [41] observed
hat it was important not to overload law enforcement with
nvestigating many false-positive cases. A false-positive sample
ould mean that the law enforcement agency would investigate
falsely accused person, taking time but not leading to any

ctionable results. Many false-positive cases would mean that
ess time could be spent on actual positive cases. Considering
his, Inches and Crestani [41] used Fβ with β = 0.5 for ranking
he performance results of the PAN2012 competition. Other re-
earchers have followed this suggestion [71]. Some papers [52,53]
sed a β value higher than one that would emphasize recall and
im for a lower number of false negative classifications. A lower
alse negative value would lead to fewer undetected positive
amples [49,51–53].
9

3.4. Online grooming detection techniques

Researchers have conducted online grooming detection in dif-
ferent ways. While some considered the stage direction of the
chat logs, others focused on identifying the predators and detect-
ing suspicious messages. It also has been shown that looking into
the demographic attributes of the users facilitates the detection
task for finding adults soliciting minors. The remainder of this
section will detail the different techniques of online grooming de-
tection, including grooming stage detection, predatory conversa-
tion detection, predatory identification, and authorship profiling.

3.4.1. Online grooming stage detection
Grooming can consist of different stages, whether online or

in real life. Researchers have considered different stages in the
grooming process ranging from 3 to 6 stages. This section will
describe various research works and discuss the stages identified
in the grooming process. We also describe how the various stages
are detected within a conversation.

In many cases, victim selection is considered the first stage in
the grooming process [30,108]. Researchers believe that selecting
a victim depends on many factors such as interest/attractiveness,
ease of access, or perceived weak points and vulnerabilities of
the child. Some research works [30,108] showed that the victim’s
physical characteristics play a prominent role in being targeted
(42%). Predators mainly target children with vulnerable family
conditions, such as living with single parents, custodial cases, and
drug or mental problems [30]. The predators can also threaten
children with psychological vulnerabilities. Psychological issues
increase the chances of isolating the victim from others while the
victim suffers from some problems such as low self-esteem, low
confidence, insecurity, neediness, or naivety [30,108].

After finding the victim, the offender attempts to develop a
trusted friendship. Olson et al. [30] have described this phase of
grooming as:

Deceptive trust development is the ability of a child molester
to cultivate relationships with potential victims and possibly
their families, intended to benefit the perpetrator’s sexual
interests.

The deceptive trust development has the grooming process’s
primary role where predators obtain much information about the
victim by being helpful, showing attention, and sharing secrets
from previous relationships [31]. Thus, the child/victim gets the
impression of having a confidential and exciting relationship that
should be kept secret. The main goal of the predator in this phase
is to control and manipulate the victim for further actions [30,31].

Predators try to minimize the risk of danger by asking many
questions, such as about other users of the victim’s computer
and if the parents have the passwords to access the conver-
sations [32]. Predators also make the victims aware that their
relationship is not appropriate to avoid jail in legal cases [32].

Generally, it can be said that sexual predators use differ-
ent language themes in online conversations [109]. Each theme
displays distinctive cognition used by online sexual offenders,
such as discourse content, online solicitation, and fixated dis-
course [109,110]. Notably, the discourse content demonstrates
a pattern that persuades the grooming without being obvious
to a child as there is no sexual topic or explicit harassment.
Instead, the predators display their emotions and behavior in
different patterns while minimizing the risk of being detected
and preparing the victim mentally for further abuse [109,110]. To
understand trust in online predatory conversations, researchers
found several patterns of compliments behavior that show how
by giving compliments, the predators frame the grooming process
and gain the victims’ trust [110].
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Table 4
Grooming stages and their characteristics.
Stage Grooming characteristics

Friendship Questions about profile exchange information:
forming (1) Exchanging email address;

(2) Asking the age/gender/location/name;
(3) personal information/details about family.

Trust Conversations about favorite hobby and activity;
development Giving compliment;

Pictures;
Building mutual trust;
Showing feelings like anger, love, etc.

Risk Conversations about the relationship with
assessment parents and friends;

Acknowledging wrong doing;
Questions to determine if the child is alone;
Assessing the risk of conversations.

Exclusivity Expressing feeling of love and exclusiveness;
Other way of communication.

Sexual Conversations about body and intimate parts;
Sexual content;
Sexually oriented compliments;
Giving body description;
Exchanging sexual pictures;
Fantasy control and aggression.

Conclusion Arrange further contact and meeting

Since online grooming has different stages, many researchers
28,33,40,42,43] tried to detect each stage in suspicious chat
onversations using machine learning methods and grooming
haracteristics. Previous works have used various types of groom-
ng characteristics that display the mentioned purpose of the
redators. The overall overview of the grooming characteristics
hat different papers [28,33,40,42,43] have used is presented in
able 4.
One of the first works for identifying the grooming stages was

one by Kontostathis [33]. His tool annotated each message of the
onversations based on the theory from Olsen et al. [30]. Accord-
ng to Olsen’s theory, predatory conversation has three subsets:
rooming, isolation, and approach. The main focus of a predator
s developing a deceptive trust to catch the victim. According to
he theory, the chat conversation starts with gaining access to
he victim, followed by building a deceptive relationship with the
inor. The last stage is initiating and keeping sexually abusive
ontact [30]. To test the three stages hypothesis, Kontostathis
t al. [56] downloaded 288 chat conversations from the Perverted
ustice (PJ) website (http://www.perverted-justice.com/). The PJ
ebsite published only chat conversations of convicted predators.
ontostathis et al. [56] also developed a dictionary that contains
he words and phrases annotated based on the predatory phase
o cluster each stage in a chat using k-means clustering by [33].
ollowing the same idea, they developed a tool to annotate con-
ersations into specific grooming stages. They also used phrase
atching and rule-based techniques for classifying sentences into

he various grooming stages [56].
Michalopoulos and Mavridis [57] have also considered online

rooming as a three-phase procedure: Gaining access, Deceptive
elationship, and Sexual affair. Term Frequency–Inverse Docu-
ent Frequency (TF-IDF) features (for details see Section 3.2)
ere extracted for each phase and various machine learning
odels, such as Naive Bayes (NB), Support Vector Machine (SVM),
aximum Entropy (ME), Expectation–Maximization (EM), and
MSIMPLE [111] were trained. Their method computes the prob-
bilities that a chat conversation belongs to each grooming class
attern. Using a linear combination of the probabilities, the
ethod decides whether the chat conversation is a grooming
onversation or not [57].
10
Escalante et al. [61] covered the different grooming stages
using chain-based classifiers to divide the conversation into three
distinct segments. They used a local classifier for each segment
and combined their results with various strategies. Each local
classifier is related to each stage in online grooming, i.e., gaining
access, deceptive relationship, and sexual stage. It was supposed
that the vocabulary usage differs in each conversation segment,
and combining each segment’s result could provide a good clue
for making the correct decision if a conversation is predatory or
not [61].

Online grooming was considered a four-stage process in [43].
The stages were trust level, grooming, seeking a physical ap-
proach, and others. However, one should realize that the online
grooming stages are not necessarily sequential. Predators might
return to earlier stages to decrease the chance of losing the
victims’ trust and assess their risks. They might even skip stages
in the grooming process. Each stage of grooming can also be
identified using feature sets such as Bag of Words (BoW), syntac-
tical, i.e., Part of Speech (POS), sentiment, content (Complexity,
readability, length), psycho-linguistic (LIWC dimensions) [112],
and discourse patterns.

Online grooming was also considered as a six-stage process
where the stages are: (1) friendship forming, (2) relationship
forming, (3) risk assessment, (4) exclusivity, (5) sexual, and
(6) conclusion [28,40]. Each stage contains some grooming
characteristics presented in Table 4. For instance, in the friendship-
forming stage, the features such as exchanging personal informa-
tion like name, age, and location are considered [40].

A predator measures the danger and threat level by asking if
the child is alone or if nobody else reads the conversation, and
this type of message belongs to the risk assessment stage. Black
et al. [39] investigated the similarities and differences in various
grooming procedures by applying Linguistic Inquiry and Word
Count (LIWC) and content analysis for analyzing different phases
of online grooming. They discovered that assessing risk and po-
tential for victimization can be detected by analyzing 40% of an
online conversation. However, the first 20% of that conversation
can already indicate signs of grooming [39].

During the exclusive stage, predators build a confidential
relationship with the victim and try to get his/her trust. One
should consider that the predator might not talk about sexual
topics with the victim during this stage to avoid losing trust so
that he can finally approach the victim in person and execute
some harmful action [49]. The time a predator spends in each
stage varies, depending on their personality and condition. The
exclusive stage is where the predator has assessed the risk, and
the theme of the conversation changes [40,42]. Once a predator
believes that the victim might be emotionally and mentally ready,
the conversation goes over to the sexual stage, where sexual
topics can be brought up by asking questions such as ‘Did you
ever touch yourself?’ [40,42].

The combinations of the words that indicate the various
grooming stages are used as feature vectors to classify grooming
stages in some papers [40,42]. Gunawan [40] tested the six
stages theory applying SVM and K-Nearest Neighbors (KNN) to
identify grooming conversations. In addition to the characteristics
mentioned above, some other features, such as asking about
the victim’s relationship with the parents, can indicate online
grooming [42]. Using words in biology, body, or feeling cate-
gories, as well as arranging further contact and meeting, are very
discriminative features in detecting online grooming stages [42].
Furthermore, the features that demonstrate the ‘other way to
contact’, ‘reframing’, or ‘asking hot pictures’ are also valuable clues
for detecting online grooming. Pranoto et al. [42] detected online
grooming by training a logistic mathematical model applying all
features mentioned above.

http://www.perverted-justice.com/
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Fig. 5. Grooming stages.

Gupta et al. [28] tested if the sexual stage is the main stage
in predatory conversations by annotating 75 predatory conversa-
tions according to the six grooming stages and extracting features
using LIWC. They found that contrary to the hypothesis, the
friendship stage played a central role in online grooming, con-
tributing to 40% of the messages in a predatory conversation [28].
This could be explained by the fact that a predator tries to build
a deceptive trust friendship, which is a tedious task, and conse-
quently, most of the messages belong to the friendship-building
stage [28].

Fig. 5 summarizes and shows the different stages of online
grooming, and Table 5 gives a short overview of the most relevant
papers.

3.4.2. Predatory conversation detection
One of the main areas for grooming detection is predatory

conversation detection. This section discusses how various earlier
works have addressed the problem of predatory conversation
detection in online platforms. One of the first attempts to detect
grooming conversations was made by Villatoro et al. [71] at the
PAN2012 competition. Their method applied a two-stage classifi-
cation scheme where the first stage distinguished the predatory
conversations from the non-predatory ones. The conversations
classified as predatory in the first stage were further used in the
second stage to identify the predator and victim in suspicious
conversations [71]. Fauzi and Bours [52] performed the same
experiment with a performance improvement, applying a new
method called soft voting. The proposed soft voting technique
calculates the probability that a conversation is predatory based
on the average probability from 3 selected classifiers. If the aver-
age probability is over 0.5, then the conversation is classified as
predatory, otherwise, as non-predatory [52].

Pre-processing has a vital role in changing the performance of
text mining. The chat logs have many slang words and non-sense
terms that do not provide valuable information for the model and
can negatively influence the result. Borj et al. [51] investigated the
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impact of preprocessing on data in the performance of predatory
conversation detection in the two-stages model. The preprocess-
ing can be done by applying tokenization, stop-word removal,
removing the words that are longer than 20 letters, as well as
sentences with less than seven words as they do not provide
any information to be classified in any class [51,62]. The authors
showed how preprocessing could increase the performance of the
models for sexual predatory conversation detection [51].

As mentioned earlier, the highly imbalanced dataset is a big
challenge in grooming detection. There are several techniques
for handling the imbalanced data for learning algorithms, such
as Sample Method, Cost-Sensitive Method, Kernel-Based Method,
and Active Learning Method [113]. Cardei and Rebedea [62] tested
several techniques to cope with the imbalanced data in grooming
detection problem: cost-sensitive technique, sampling techniques
such as BalanceCascade [114], and clustering-based method us-
ing k-means [115]. The cost-sensitive technique performed best
when testing on the PAN2012 dataset for predator detection,
where a cost matrix defines the penalty for misclassifying a
sample. Zuo et al. [73] proposed a new method for handling
the imbalanced data issue in sexual predator detection. They
combined an adaptive fuzzy inference-based activation function
with the artificial neural networks (ANNs) and extracted BoW and
TF-IDF as feature sets to classify the data sets.

Some early research works are on the early identification of
gestures/actions in texts with as little information as possible
[53,65,116]. Most research uses complete conversations to detect
online grooming. However, it is better to detect a predatory
conversation as early as possible to reduce the risk of actual
harm to the victims. For instance, Dulac-Arnold et al. [116] used a
Markov Decision Process to classify documents into topics while
processing separate sentences. The method has two main com-
ponents: it can include either the following sentence or make
a final decision about the topic of the text. Escalante et al. [65]
provided a model to detect sexual predator threats and aggressive
acts in the early stages. Their proposed method uses profile
and sub-profile representations and the document vector space
representation for the investigation of threats. To detect online
grooming in its early stages, Bours and Kulsrud [53] proposed
different methods, including message-based, author-based, and
conversation-based. For the message-based model, they used LR
and Ridge classifiers on the PAN2012 data and found that some
words such as ‘‘sweetie’’, ‘‘hun’’, ‘‘mwah’’, and ‘‘lil slut’’ indicated
predatory conversations strongly. In the author-based technique,
they considered each author’s messages in an entire conversation
at once. For the conversation-based model, they first classify
conversations as predatory or non-predatory based on the con-
versation and then determine the predator based on only the
messages from each chatter. Various models such as LR, Ridge,
NB, SVM, and NN were trained by BoW and TF-IDF features, while
the best performance was obtained using TF-IDF features and the
NB classifier [53].

Predators often show their emotions, such as fear and anger,
that reflect their frustration of being in danger of getting caught
or not receiving what they want [59]. A set of high-level features
indicating emotional states such as emotional instability, inferi-
ority, loneliness, low self-esteem, and emotional immaturity are
affective attributes that highlight a predatory conversation [59].
For instance, the percentage of positive words, the percentage of
anger or sadness words, and the percentage of relationship words
can capture the emotional characteristics of a writer. Data can be
labeled into different emotions such as anger, disgust, fear, joy,
sadness, and surprise [117]. Java WordNet Similarity library (a
Java implementation of Perl Wordnet) [118] and Resnik’s similar-
ity measure [119] are used for extracting affective features [59].

Applying the affective feature sets showed that it is challenging
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Table 5
Online grooming stage detection by different papers.
Author Number of stages Data Features ML technique

Kontostathis [33] 3 www.perverted-justice.com Grooming characteristics K-mean
Decision Tree

Kontostathis et al. [56] 3 www.perverted-justice.com Grooming characteristics Phrase matching
Rule-based techniques

Escalante et al. [61] 3 PAN2012 BoW Ring-based Classifier
Decision Tree

Michalopoulos et al. [57] 3 www.perverted-justice.com TF-IDF

Naive Bayes
SVM
Maximum Entropy
EM and EMSIMPLE
Decision Tree

Cano et al. [43] 4 www.perverted-justice.com

BoW, POS, sentiment,
complexity, readability, Decision Tree
length, psycho-linguistic SVM
(LIWC dimensions)

Gunawan et al. [40] 6 www.perverted-justice.com Grooming characteristics SVM, K-NN
www.literotika.com Decision Tree

Pranoto et al. [42] 6 www.perverted-justice.com Grooming characteristics Binary Logistic
www.literotika.com Decision Tree Regression

Gupta et al. [28] 6 www.perverted-justice.com
LIWC to create Logistic Regression

Decision Treepsycho-linguistic profile
based on grooming characteristics
to distinguish a child-exploiting conversation from an adult–
adult conversation with a sexual topic rather than detecting child
grooming conversation from the general chat messages [59].

Some chat conversations may implicitly show signs of preda-
ory behavior without containing any direct terms that
xplain if the aim of the conversation is grooming. Semantic
nalysis can cover this issue by investigating pseudo-intelligent
nformation in chat data without the need for human intervention
o characterize implicit anomalous conversations. In this case, a
istributed representation of the context captures the semantic
epresentation of the data. Following this idea, Munoz et al. [68]
xtracted the Word2Vecfeature space and used Convolutional
eural Networks (CNN) for grooming detection, analyzing the
hat conversations with an accuracy of 0.88. To capture the
ord2Vecfeature set, they pre-processed the PAN2012 dataset by
weet Tokenizer [68]. Then, they extracted the features using the
kip-gram model implemented in TensorFlow, where the feature
et has a dimension of 128. They also used Noise Contrastive
stimation (NCEloss) for optimization.4
All the mentioned techniques for predatory conversation de-

ection need large amounts of data that has both predatory and
on-predatory conversations. Ebrahimi et al. [63] proposed an
nomaly method that avoids gathering non-predatory conversa-
ions to have a practical model without analyzing the non-related
onversations. The model is based on a semi-supervised one-class
VM and does not require non-predatory samples for training.
ater, Ebrahimi et al. [64] used CNN for predatory chat detection.
he CNN model gained a better performance compared to the
emi-supervised anomaly model.

.4.3. Predatory identification
Few earlier works mentioned above have also tried to iden-

ify the predators [51–53,71]. From a forensic’s perspective, it is
rucial to identify the predators for further actions. This section
ill discuss various methods [23,58,67,70,74,120] that have been
sed for predatory identification.

4 The details of the implementation by Munoz et al. [68] can be found on the
itHub repository https://github.com/gisazae/Tensorflow-Examples/blob/master/
ntegracionCorpus_checkpoint.ipynb.
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Pendar [23] proposed one of the first models for distinguishing
online predators from victims, using SVM and k-Nearest Neigh-
bors (KNN) machine learning methods. He [23] used the Per-
verted Justice website to collect the data and extracted n-gram
features, including document frequency and character ratios. Sim-
ilarly, Cheong et al. [74] tried to detect the predators in online
game chat platforms, applying a combination of inherent features
with the BoW representations. Morris [67] provided a method for
predatory identification where the predator’s language is learned
simultaneously with the language used by the victims. An SVM
model was trained by lexical features, such as n-grams, and
behavioral features that capture the author’s conversation flow
pattern, such as turn-taking and message length [67].

From a psycholinguistic perspective, there is a relationship
between word usage and personality, social conditions, and con-
sequently emotional states [120]. Thus, Part of Speech (POS) tags
(pronouns, auxiliary verbs, etc.) can reveal helpful information
about the author of a text and his/her emotional state to show
how honest or deceptive an author is. Parapar et al. [70] extracted
various features exploring this concept to distinguish predator
behavior from a victim’s behavior. Their study reported that
predators engage primarily in 1-on-1 conversations and less in
conversations involving multiple persons. Other features such as
time of chat were observed closer to midnight, and predators’
linguistic profiles showed that they mostly use first-person pro-
nouns [70]. The authors also showed that emotional expression
could be a good indicator of the deceptive language of a predator.
Their results indicated that the deceptive trust phase and lan-
guage pattern include effective use of loving, time, and location
words. They trained an SVM model for predatory identification
based on three different feature spaces such as LIWC features
(Psycholinguistic features), TF-IDF features, and chat-based fea-
tures. Parapar et al. [70] also noted that the content-based fea-
tures indicated characteristics such as how active, anxious, or
intense an author was.

Another way to distinguish a predator from a victim is to
determine a child from an adult based on the writing style.
Ashcroft et al. [58] showed that it is possible to distinguish a
child from an adult, although it could be more challenging in
short text messages compared to books and reviews. The au-
thors extracted the data from various resources for grooming

http://www.perverted-justice.com
http://www.perverted-justice.com
http://www.perverted-justice.com
http://www.perverted-justice.com
http://www.perverted-justice.com
http://www.literotika.com
http://www.perverted-justice.com
http://www.literotika.com
http://www.perverted-justice.com
https://github.com/gisazae/Tensorflow-Examples/blob/master/IntegracionCorpus_checkpoint.ipynb
https://github.com/gisazae/Tensorflow-Examples/blob/master/IntegracionCorpus_checkpoint.ipynb
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Table 6
Summary of research works on sexual predatory conversation detection and sexual predatory identification.
Author Objective of the research Data Features ML technique

Ashcroft et al. [58] Distinguish child from
predator

Reviews on Amazon, Reviews on
Spagetti Book Club, Blog-kid and
blog-adults,
http://perverted-justice.com

POS-tags AdaBoost

Bogdanova et al. [59] Predatory conversation
detection

NPS chat corpus, Cybersex Logs,
http://perverted-justice.com

Emotional characteristics,
n-grams

SVM

Borj et al. [51] Predatory conversation
detection & predatory
identification

PAN2012 BoW, TF, TF-IDF, GloVe SVM, NB, RF

Bours et al. [53] Predator detection PAN2012 BoW, TF-IDF LR, Ridge, NB, SVM, NN

Cardei et al. [62] Predatory conversation
detection & predator
identification

PAN2012 BoW & behavioral
characteristics

SVM

Cheong et al. [74] Detecting predatory
behavior in game chats

MovieStarPlanet BoW, sentiment features,
rule-breaking features,
blacklist/alert list terms,
behavioral characteristics

DT, MLP, KNN, SVM, LR, NB

Ebrahimi et al. [63] Predatory conversation
detection as an anomaly

PAN2012 TF-IDF 1-class SVM

Ebrahimi et al. [64] Predatory conversation
detection

PAN2012 GloVe, Word2Vec, BoW SVM, CNN, NN

Escalante et al. [65] Early detection of
threats in social media

PAN2012, Kaggle, UANL TF, TF-IDF, Profile Specific
Representation (PSR),
Subprofile Specific
Representation (SSR)

NN, KNN, SVM,NBM

Fauzi et al. [52] Predatory conversation
detection & predatory
identification

PAN2012 BoW, TF, TF-IDF NB, SVM, NN, KNN, RF,
Ensemble Model

Miah et al. [60] Predatory conversation
detection

http://www.fugly.com,
http://chatdump.com,
http://perverted-justice.com

Term-based features,
Psychometric characteristics

NB, Regression

Misra et al. [66] Authorship attribution of
online predatory
conversations

PAN2012 Character unigram and bigrams CNN

Morris et al. [67] Predatory identification PAN2012 Lexical features, Behavioral
features

SVM

Muñoz et al. [68] Grooming detection PAN2012 Word2Vec CNN

Ngejane et al. [69] Predatory conversation
detection

PAN2012 TF-IDF, Embedding LR, XGBoost, MLP, BiLSTM

Parapar et al. [70] Predatory identification PAN2012 TF-IDF, LIWC, chat-based &
Content-based features

SVM

Pendar et al. [23] Predatory identification http://perverted-justice.com n-grams SVM, KNN

Villatoro-Tello et al. [71] Predatory identification PAN2012 BoW, TF-IDF NN,SVM

Zuo et al. [72] Grooming detection PAN2013 BoW, TF-IDF GNB, LR, AdaBoost, Fuzzy
Interpolation

Zuo et al. [73] Predatory conversation
detection

PAN2013 BoW, TF-IDF ANN
detection. Their data included the reviews of children’s books by
children between 7 and 15 years old, reviews on Amazon, blog
posts from blogger.com, the chat between adults and children,
and predatory conversations from the PJ website. In addition,
linguistic features such as stop and function words, letters of the
alphabet, punctuation, and numbers were extracted. They also
considered grooming, sexual features, and the POS tags to gain
more information about each document in conjunction with an
Adaboost classifier [58].

Table 6 presents all the related works for grooming detection
ith a focus on predatory conversation detection and predator

dentification. Finally, Table 7 presents a taxonomy classifica-
ion of the proposed approaches for grooming stage detection,
redatory conversation detection, and predatory identification.
13
3.4.4. Author profiling
The enormous amount of data that law enforcement agencies

have to investigate to find predators requires an automated sys-
tem. Automated systems facilitate the detection task for finding
adults soliciting minors. Instead of detecting predators or preda-
tory conversations, one might also have a closer look at chatters
directly. It is known that predators often use a fake identity while
online searching for potential victims. For example, they might
conceal the gender or age while making initial contact [48,50].
Thus, profiling the authors based on their writing style has been
explored for detecting predators, forensics, security, and mar-
keting. Author profiling classifies the authors based on various
aspects, including age, gender, native language, or personality
type (see Fig. 6).

It is logical to consider stylometry for author profiling, given
that predator detection in online conversation is conducted using

http://perverted-justice.com
http://perverted-justice.com
http://www.fugly.com
http://chatdump.com
http://perverted-justice.com
http://perverted-justice.com
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Table 7
Categorization of works according to objectives in predator detection.
Objective

Grooming stage detection Predatory conversation detection Sexual predatory identification

Cano et al. [43] Bogdanova et al. [59] Ashcroft et al. [58]
Egan et al. [109] Borj et al. [51] Borj et al. [51]
Escalante et al. [61] Bours & Kulsrud [53] Cardei & Rebedea [62]
Gunawan et al. [40] Cardei & Rebedea [62] Cheong et al. [74]
Gupta et al. [28] Ebrahimi et al. [64] Fauzi & Bours [52]
Kontostathis [33] Ebrahimi et al. [63] Misra et al. [66]
Kontostathis et al. [56] Escalante et al. [65] Morris [67]
Michalopoulos & Mavridis [57] Fauzi& Bours [52] Pendar [23]
Pranoto et al. [42] Miah et al. [60] Villatoro et al. [71]

Misra et al. [66]
Munoz et al. [68]
Zuo et al. [72]
Zuo et al. [73]
Fig. 6. Author profiling.

hat logs [81,82]. Alternatively, one can also consider the typing
hythm of an author for author profiling. Typing rhythm, or
eystroke Dynamics (KD), has also been used in previous research
o detect the age and gender of an author [121–126]. Section 3.4.4
isplays the overall view of authorship profiling. The primary
ocus in grooming detection is age and gender, as predators might
onceal their actual age and gender to trap victims.

• Author Profiling based on Keystroke Dynamic: Few earlier
works have investigated the feasibility of identifying the
gender of an author by measuring KD and applying vari-
ous machine learning models [121–123]. Giot and Rosen-
berger [121] presented a method for gender recognition
using KD with more than 91% accuracy on GREYC keystroke
database. The authors extracted five different features from
each sample, including duration, RP-, PP-, and RR-latencies,
and a combination of these four timing values in conjunction
with an SVM classifier to identify gender. Fairhurst and Da
Costa-Abreu [122] also identified the gender of users in a
social network environment using the GREY dataset per-
forming KNN, Decision Tree (DT), NB, and fusion techniques.
The fusion techniques were Dynamic Classifier Selection
based on Local Accuracy class (DCS-LA), Majority Voting,
and Sum rule-based [122]. Idrus et al. [123] used a set of
5 short texts (17–24 characters long) with Majority Voting

and detected the author’s gender with an accuracy of 92.1%.
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Besides gender detection, a few earlier works have also
investigated the possibility of detecting the age of an author
by applying keystroke dynamics [50,124–126]. Pentel [125]
proposed an age and gender detection model using KD infor-
mation on various machine learning methods such as SVM,
KNN, and Random Forest (RF). Tsimperidis et al. [124] cre-
ated a database with a free text keylogger called ‘IRecU’ and
used it to predict the age of the users. It was shown that the
accuracy performance improved by decreasing the number
of age groups. In another work by Tsimperidis et al. [126],
the average values of the keystroke durations and PP-latency
features were considered for age detection.

• Stylometry based Authorship Profiling:
As the first attempt to determine the authors’ age and gen-
der by stylometry, one can consider the works as early as
2002 and 2003 by Koppel et al. [81] and Argamon et al. [82]
respectively. Koppel et al. [81] detected the gender of the
authors on the BNC5 corpus by extracting simple lexical and
syntactic features with an accuracy of 80%. Argamon [82]
showed a difference between various genders in writing
style based on the BNC corpus. Notably, the usage of pro-
nouns and some noun modifiers vary between genders,
where women use many pronouns, and men use more noun
specifiers. In the remainder of this section, we summarize
author profiling by early research works focusing on the
applied data and used features.

– Stylometry Data for Author Profiling: Earlier works
have investigated the feasibility of automatically pre-
dicting age and gender on short texts such as chat
logs and social network platforms [44–47]. Peersman
et al. [44] provided a method to distinguish between
adults and adolescents. They extracted the data from a
Belgian online social networking platform called Net-
log. The size of the data has a significant impact on
the performance of detecting age and gender. The
accuracy of author profiling in short blog segments
is lower than on the lengthy messages [45]. Nguyen
et al. [46] tried to distinguish Twitter users’ age where
the sentences were short (on average less than ten
words). Their main goal was to investigate how age
can influence language usage in the dataset extracted
from 3000 Dutch Twitter users. Different age cate-
gories were defined, and the age was predicted as
a continuous variable applying content features, and
stylistic features [46]. They also considered the im-
pact of gender on the performance of age detection,
where age and gender are assumed as inter-dependent

5 http://www.natcorp.ox.ac.uk/.

http://www.natcorp.ox.ac.uk/
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variables, and the obtained correlations were around
0.74 [46]. PAN6 held a series of competitions for au-
thor profiling over recent years. In PAN2013 [47], they
covered multilingual platforms where they collected
English and Spanish data. The data contains various
themes to provide a realistic setting. The data was
collected from Netlog7 and blog posts,8 and it was la-
beled by users’ demographic information. To get more
reliable data, they selected the authors with blogs with
at least 1000 words; their data is gender-balanced with
various age groups. In PAN2015 [127], the main goal
was to investigate the authors’ various demographic
information, such as age, gender, language variety,
and personality traits. The data was collected from
Twitter in different languages such as English, Arabic,
Portuguese, and Spanish. Data for PAN2016 [79] and
2017 [80] was also extracted from Twitter. The purpose
of PAN2018 [128] was to detect the gender by texts
and images. The data was based on the PAN2017 [80]
corpus extended by images shared on the Twitter
timelines. This dataset was gender-balanced, and each
author had at least 100 tweets and ten images in the
dataset.

– Stylometry Features for Author Profiling: Statistical
analysis of word usage can give enough information
to detect the author’s age, gender, and native lan-
guage [47,75]. A combination of content-based and
style-based features provides a good clue for gen-
der and age detection [75]. Style-based features cover
function words and POS such as articles, auxiliary
verbs, conjunctions, prepositions, and pronouns.
Content-based features can contain the most frequent
words in the data where the number of these fre-
quently used words can be chosen based on the data
and research goal [75,77]. In addition to the content-
based and style-based features, slang words and mes-
sage length can also provide good information about
the author of a text [129]. Peersman et al. [44] used
n-grams of words or characters and morphological,
lexical, and semantic features for recognizing adults
versus adolescents.
The participants of the PAN2013 competition [47] have
mainly used stylistic and content features. Stylistic fea-
tures contain frequencies of punctuation marks, capi-
tal letters, quotations, and POS tags. They also cover
emoticons and URL links. Content features were cap-
tured using different approaches such as Latent Se-
mantic Analysis, BoW, TF-IDF, dictionary-based words,
topic-based words, entropy-based words, sentiment
words, emotion words, and slang [47]. The PAN2015
participants [127] applied style-based and content-
based features and their combination in n-gram
models for feature extraction. They also extracted psy-
cholinguistic features such as polarity words and emo-
tions using NRC (a polarity dictionary that evaluates
the polarity value of a word [130]), or LIWC [127,
131,132]. The goal of the PAN2016 [79] was age and
gender detection from a cross-genre perspective. Many
competition participants used stylistic features such as
the frequency of using specific words such as function
words and slang. For gender detection, they considered
sentences that discriminated the female from male,

6 https://pan.webis.de/.
7 http://www.netlog.com.
8 http://blogspot.com.
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such as ‘my wife ...’ or ‘my man ...’ to distinguish men
from women. Many participants also combined stylis-
tic features with models such as POS, n-gram models,
readability index, and vocabulary richness [79].
Basile et al. [133] proposed a model that could detect
gender and language for all language varieties. They
trained their model with data extracted from Twitter
from PAN2016 and PAN2017. POS and emojis were
extracted as feature sets to distinguish the gender. Us-
ing unigram models, they also excluded some specific
words to increase the discriminative power of the fea-
tures [133]. For instance, they considered only words
that start with an uppercase letter, or only words that
start with a lowercase letter, and so on. In addition,
the frequency of geographical names was considered
a feature for language detection. Their model was
built based on a linear SVM with 3-, 4-, and 5-grams
features combined with the mentioned features [133].
PAN2018 [134], participants used deep learning in
addition to the traditional feature space, such as content
based or style-based. Some authors combined the tra-
ditional feature space, such as stylistic features, with
word embedding [134], while some represented the
documents with word embedding feature space
[135,136]. In [137], the authors combined the POS tag
n-grams with syntactic dependencies for gender de-
tection to capture the verbal constructions. Daneshvar
and Inkpen [138] extracted various types of word and
character n-grams.
It is critical to discover the users’ age and gender as
soon as possible to avoid harming children. The main
idea is to focus on more vulnerable people in online
threats, such as children or teenagers with particu-
lar personality traits. Early author profiling (EAP) was
proposed by López-Monroy et al. [139] to increase
the relevant groups’ security by highlighting the target
group in the early stages [139]. The feature extraction
of EAP was based on meta-word, where word vectors
represent the most discriminative features. A cluster-
ing method captures the meta-words, and the centroid
of each cluster represents a profile meta-word set. The
word occurrence in each document can provide the
most similar meta-word based on Euclidean distance.
Meta-word feature space also captures the semantic
relationship between the words [139].

– Fusion in Author Profiling: Chat logs can have both
text features and keystroke dynamics characteristics. It
is shown that a combination of both feature sets can
improve the authorship profiling performance where
the texts are short and might not provide enough infor-
mation for predatory detection. As an example, one can
consider the work by Li et al. [48], where they collected
the chat conversation from the Skype platform and
extracted keystroke dynamics and stylometry features
to detect the gender of online authors. In addition to
the timing feature sets, they considered the ratio of
applying the delete key, the number of letters in the
word, and the number of characters in each message
to train an RF-based gender prediction model [48].

Table 8 summarizes author profiling research works mainly
for age and gender detection.

• Challenges for Reliable Author Profiling Author profiling
confronts some challenges that make it challenging to have

a reliable profiling technique. We detail them below:

https://pan.webis.de/
http://www.netlog.com
http://blogspot.com


P.R. Borj, K. Raja and P. Bours Knowledge-Based Systems 259 (2023) 110039
Table 8
A summary of authorship profiling papers.
Authorship profiling Author Object ML technique
method

Giot et al. [121] Gender detection SVM
Keystroke Fairhurst et al. [122] Gender detection K-NN, DT, NB, Fusion Models
dynamics Pentel et al. [125] Age & Gender detection SVM, K-NN, RF

Tsimperidis et al. [124] Age detection ANN
Tsimperidis et al. [126] Age detection RF, SVM, NB,

Multi-Layer Perceptron, RBF

Argamon et al. [75] Age & Gender detection Multinomial Regression (BMR)
Text Koppel et al. [81] Gender detection Exponential Gradient Algorithm
analysis Schler et al. [77] Age & Gender detection Multi-Class Real Winnow (MCRW)

Goswami et al. [129] Age & Gender detection Naive Bayes
Nguyen et al. [46] Age detection Logistic & Linear Regression
López-Monroy et al. [139] Early author profiling SVM, Naive Bayes
Basile et al. [133] Gender & Language detection SVM
Peersman et al. [44] Age & Gender detection SVM
Daneshvar et al. [138] Gender detection SVM

Both Li et al. [48] Gender detection Random Forest
– Data Constraints: One of the common issues in au-
thor profiling is the difficulty of labeling the data. The
researchers have used the information provided by
online users to label the data with some risks of incor-
rect labels where users have lied about their age and
gender. Author profiling can also be challenging when
no suitable training data is available for the model.
The problem arises when the training corpus does not
have the same pattern as the testing data, and training
in such a situation challenges the author profiling. It
is not straightforward to detect the age or gender of
the authors without accessing the practical training
corpus. A cross-domain gender detection was intro-
duced as a solution to cope with this problem [140].
Note that the data size and domain similarities sub-
stantially impact the performance of gender detection
in cross-domain gender detection [140].

– Privacy Issues: Privacy issues play a vital role in using
the user’s data for any research on author profiling. The
regulations like GDPR and national privacy guidelines
often prevent social media platforms from disclosing
data for research. Further, to build a reliable author
profile, a history of the author is often required, and
obtaining history needs retrospective data posing a
significant challenge for advancing author profiling for
predator detection.

– Low Accuracy: Author profiling by stylometry or
keystroke dynamics has a lower accuracy than physical
methods such as fingerprint and face recognition. Even
though it is theoretically possible to apply physical
techniques for author profiling in social media and chat
rooms, it is expensive to implement and is challenged
by stricter privacy regulations.

4. Discussion on open problems & potential gaps

This work presented a detailed survey of the latest advance-
ments and challenges of grooming detection in chat logs and
social media. This section details the constraints that limit online
grooming detection in real-life scenarios.

4.1. Challenges in dataset

A dataset for cyber grooming detection can be challenged
with different constraints such as availability, privacy issues, im-
balanced essence, non-standard structure, and the unreliability
of online data. Accessing private chat conversations is illegal or
16
highly challenging in most countries, making it difficult to collect
relevant data for grooming analysis. Testing on actual data is
critical for providing the techniques that work on actual grooming
datasets and makes applications reliable further. One should also
consider that many applications do not collect typing rhythm
information. At the same time, it could easily be implemented
in future systems, making the cyber grooming detection by KD
techniques feasible [23,41].

The necessity of pertinent data also leads to the challenge
of the highly imbalanced dataset in grooming detection, where
the amount of predatory conversations data is much lower than
everyday conversations data [62,72,85]. The imbalanced nature of
grooming data will lead to a sub-optimal classifier that gives more
weight to one class over the other and results in underfitting
or oversampling [86]. It is challenging to train a reliable ma-
chine learning model on an imbalanced dataset. The mentioned
problem arises where the dataset has a skewed distribution with
features such as class overlapping, small sample size, and small
disjuncts. The grooming dataset overlaps and disjuncts with non-
predatory chatlogs where chatters talk about the same topics in
both cases [141]. So, it is critical to design an application that
considers the imbalanced essence of the data in this problem
and, nevertheless, provides good performance for cyber grooming
detection [86].

Internet websites and applications are the only sources that
can provide actual data, while the unreliability of the metadata
information can challenge it. Users might provide fictitious in-
formation on online platforms for various reasons, so metadata
information given to the online data from unknown users is not
reliable [142,143]. Training machine learning techniques with
incorrect labels will lead to inoperative applications. Therefore,
researchers should collect data where the metadata is correct and
confirmed for having a reliable grooming detection module.

4.2. Topic and context modeling

Grooming conversations do not follow the same pattern as
natural language. They have various language themes depending
on the characteristics of the predator, and the condition of the
chatlog [109]. The predator performs the grooming dialogues so
that his aim is unclear to the victim or the family. Predators
do not show their motivation explicitly, and the grooming con-
versation is not of a sexual topic nature in many cases [31].
To minimize risk, predators express their emotions so that the
victims trust them while their primary incentive is hidden [110].
A deep understanding of the chatlogs that reveal these dangerous
motives can be gained by semantic analysis. Most early research
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orks have used Context-free models such as word2vec and
loVe models for feature extractions, providing a single word
mbedding for each term. Contextual models such as BERT9 can
epresent each term based on the chat context and lead to a more
rofound knowledge for semantic analysis [144]. The chat logs
ave multiple new slang words that may not be available in the
earned vocabulary of these language models. A robust semantic
nalysis can provide better feature vectors for new terms and
lang words for training better algorithms.

.3. Transferability of detection approaches in cross-domain settings

Applying a different domain data such as Google News for
raining a model and using the model for another domain such
s chat logs can challenge the performance of the semantic analy-
is. Different domains have different context-specific expressions
nd terms that have different meanings for the new domain’s
ontext. The words between different domains often are not
iscriminative enough to result in high-performance semantic
nalysis and classification. Many words are domain-specific, and
t is challenging to convey well across another domain [145]. For
nstance, a sentence in a book review with a positive tone such
s ‘it can take all my time’ might reflect a negative connotation
n an electronic service of a website [146].

Most deep learning techniques for semantic analysis require
large amount of data for training. In contrast, data collect-

ng in grooming detection is limited, and there is not much
vailable grooming data for training deep learning models. The
onventional pre-trained models such as Word2Vec and GloVe
an infer the low-level information while gaining more pro-
ound information requires extensive training. It is advised to
pply Bidirectional Encoder Representations from Transformers
BERT) [95,144] to cope with the transferability in cross-domain
or cyber grooming detection as it has profoundly bidirectional
ontextualization and allows the model to gain information from
arious representations with different positions [146].

.4. Cross-language challenges

Machine learning models perform well where the training and
esting datasets follow the same feature space and distribution.
istribution variation in feature space where the data language
hanges can lead to a performance drop [147–150]. Language
yntax and semantics can vary based on the language family,
nd the approaches learned using one language may fail to scale
p for another. Using datasets with different languages for the
rooming detection problem can be challenged where language
ariations, vernaculars, dialects, and country status can repre-
ent the conversation data differently. Applying labeled data for
hort text analysis to train the classification model is challeng-
ng if the language used in test data differs from the training
ataset [151]. Despite the potential problem, no works are at-
empting to address this problem, and this is mainly due to
hallenges in accessing similar datasets from a different family
f languages.
In earlier research works, transfer learning has been used to

ope with cross-language text classification [147–150]. Transfer
earning does not require training and testing datasets to be
dentically distributed. At the same time, the model in the target
omain might not need to be trained from scratch, which will
educe the training time and data in many cases [152].

9 https://github.com/google-research/bert.
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4.5. Limited understanding of psychological aspects

Getting a deeper insight into the predators’ modus operandi
and their motivation has the potential to improve detecting of-
fenders before the crime happens [153]. From the psychological
perspective, one of the critical limitations of anonymous stud-
ies of pedophiles and the predatory problem is their reliance
on self-report for explaining their sexual interest [154]. They
might not show their actual behavior due to lack of trust, social
desirability, and fear of losing anonymity [154]. One technique
to cope with this constraint is to apply online community data
where predators have shown their genuine interest without being
asked directly. However, it is impossible to understand their
actual motives through police records or pure online datasets.
Therapists and suitable interviewers must talk with the offenders
and analyze their correspondence and written fantasies when
predators trust the interviewer completely [153].

An interdisciplinary approach between various areas such as
psychology, linguistics, computer scientists, and law enforcement
agencies such as police is needed to develop profound knowledge
about predators. The interdisciplinary findings would lead to
better and more reliable algorithms by exploiting complementary
knowledge from different domains.

4.6. Real-time analysis

Most research papers in our review proposed algorithms
where entire conversations were analyzed. It means that the
detection happens after the harm has occurred. For instance,
Gupta et al. [28] created a machine learning model based on affec-
tive feature sets that used the whole conversations for detecting
six different stages of the predatory conversations. Similarly,
in another work by Ringenberg et al. [24], they distinguished
contact-driven and fantasy-driven sexual solicitors based on the
entire conversations extracted from the PJ website. They did
not integrate their models in a real-time situation where harm
might have already been inflicted before law enforcement had a
chance to prevent it. Only a few research papers tried to detect
grooming before and during the incident [155–157]. For instance,
Michalopoulos et al. [157] designed a model that monitored the
messages during the conversations and sent a warning signal to
parents in case of high-risk exploitation. MacFarlane et al. [156]
proposed a model considering three main concepts in a message:
intentions, locations, and times. In case of detecting all these
three concepts, the moderator of the online game can terminate
the conversation by blocking the suspicious users avoiding any
harmful action. So, the lack of a proper system that prevents
grooming leads to a vital need to create a system that integrates
into a real-time situation and prevents any harm by detecting the
risky content effectively and meaningfully beforehand.

4.7. Deceptive features

Online child groomers might access publicly available data
on how children write and learn the writing style by analyzing
this data. It leads to a risk of a predator imitating children’s
writing styles, which can avoid possible detection. The extracted
features from the imitated behavior are deceptive and challenge
the performance and reliability of automatic grooming detec-
tion. For instance, despite syntactic complexity correlating with
the deceiver’s age, some research studies demonstrated that de-
ceivers can create less complex sentences for grooming purposes
[50,158,159]. Molesters can follow this strategy to challenge on-

line grooming detection techniques based on deceptive features

https://github.com/google-research/bert
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y making less complex sentences. The risk of imitating the vic-
im’s behavior by the groomer is inevitable, and implementing an
uthor profile model that detects deception remains challenging.
. Conclusions

Online platforms allow predators to fake their real identities,
ecreasing the threat of getting caught. The enormous number of
uspicious grooming cases challenges grooming detection, and an
utomatic surveillance system requires a deep understanding of
redatory behavior. We propose an algorithmic survey that sys-
ematically details online grooming detection literature focusing
n chat conversations. We start our investigation of the grooming
roblem by looking into child grooming psychological theories
nd how researchers have applied these theories to define groom-
ng characteristics for automated detection by machine learning
odels. This research details feature sets, their constraints, and
otential solutions to the grooming detection problem. Also, the
vailable datasets are categorized by discussing the restrictions to
upplement the readers with the grooming literature. Further, we
roadly review various research papers in chat logs for predatory
onversation detection and predatory identification. Since mo-
esters might conceal their real identities to trap the victims, this
esearch also investigates various works that applied authorship
rofiling for age and gender detection to find child groomers by
ategorizing the authorship profiling literature based on features
nd datasets. We finalized our survey by discussing constraints
hat challenge grooming detection, open problems, and possible
uture solutions.
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