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ABSTRACT: The open-source Computational Fluid Dynamic (CFD) code REEF3D is used to simulate the
hydrodynamic loads and motion response of a floating wind turbine substructure, the INO WINDMOOR semi-
submersible floating wind turbine. REEF3D uses the level set method to model the free surface and the direct
forcing method is applied to calculate the hydrodynamic coupling between the fluid and the rigid body of the
floater, including six degrees-of-freedom (6DOF) motion response. The numerical simulations are compared
with experimental data from the WINDMOOR project for validation of the results, and this includes decay tests
in surge, heave and pitch as well as the 6DOF motion of the moored substructure exposed to regular waves.
Results show acceptable agreement between experimental and numerical data.

1 INTRODUCTION

Accurate and validated numerical simulation meth-
ods are an essential part of designing cost-effective
and reliable offshore structures. For moored floating
structures it is important to have accurate wave load
calculations in order to predict correct low frequency
responses in extreme waves. This is important for the
design of mooring systems since the low frequency
horizontal motions at resonance are very sensitive to
the excitation level and the damping level due to dy-
namic amplification. Computational Fluid Dynamics
(CFD) methods, albeit computational demanding, are
expected to become more relevant as a tool for de-
signing new substructures. However, CFD results can
be highly sensitive to choices of numerical methods,
implementation and user input. Thorough validation
of numerical results using measured data is needed
to develop sufficient confidence in the applicability
of these tools and establish a standard procedure for
implementation, setup and execution to aid in cost-
effective and reliable design.

The main advantage of using the Navier-Stokes
(NS) equations for the simulation of floating struc-
tures is the ability to resolve most of the fluid physics
with few assumptions. This makes it possible to in-
vestigate nonlinear and resonant phenomena for the
innovative designs for further development of float-
ing offshore wind. The major issues to be addressed to

employ NS-based solvers for the simulation of float-
ing bodies in waves are: the representation of the free
surface, the representation of the complex floating ob-
ject and the interaction of the fluid with the object.
Several methods for the numerical treatment of these
aspects are available. The free surface can be repre-
sented using either a volume-of-fluids approach (Hirt
and Nichols 1981) or the level set method (Osher and
Sethian 1988). The representation of the object in the
fluid domain can either be carried out using a La-
grangian approach which requires re-meshing of the
domain every time the object moves (Ramaswamy
et al. 1986), an overset mesh where the object is ex-
ists on a secondary mesh that overlaps a base (fluid)
mesh and follows the motion of the body (Carrica
et al. 2007) or level set representation (Bihs and Ka-
math 2017). The interaction between the fluid and the
object can be represented using an immersed bound-
ary approach with different implementation of bound-
ary conditions such as source term in the momen-
tum equations (Fadlun et al. 2000), or a direct forc-
ing approach where the fluid forces are directly eval-
uated using Lagrangian markers on the floating body
(Uhlmann 2005). The different choices and imple-
mentation of the methods results in advantages and
limitations of the numerical model.

The current study uses the CFD module in the
open-source hydrodynamics solver REEF3D (Bihs



et al. 2016) to simulate the hydrodynamics of a float-
ing offshore wind substructure concept- INO WIND-
MOOR. The fluid- 6DOF floating body interaction is
calculated in a numerical wave tank using the level set
method to represent the free surface and the bound-
ary of the body. The direct forcing immersed bound-
ary method is used to evaluate the two-way coupled
fluid interaction with the floating body. A quasi-static
mooring model is implemented as shown by Martin
et al. (2021). The application of such an approach is
demonstrated for open-ocean aquaculture structures
(Martin et al. 2021). The application of this approach
to the modelling of floating offshore wind turbine
substructures is presented in the current paper. The
study simulates decay tests on the semi-submersible
WINDMOOR platform, along with interaction with
regular waves. The numerical results for the rigid
body motions are compared with the measured data.

2 NUMERICAL MODEL

The numerical analysis is performed using the CFD
code REEF3D (Bihs et al. 2016). This open source
tool is based on a Cartesian grid framework for mod-
elling of incompressible flow including the immersed
boundary method (IBM) for modelling of complex
boundaries (interfaces) between two different fluids
(two-phase flow) or between a fluid and a structure.

2.1 Governing Equations

The flow dynamics can be described by the incom-
pressible Navier-Stokes equations,

∇ · u = 0, (1)
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where u is the flow velocity, ρ is the fluid density, p is
the pressure, µ is the viscosity, and g is the accelera-
tion of gravity.

The free surface is modelled using the level set
method (Osher and Sethian 1988, Sussman et al.
1994) where the interface is represented by the zero
level set of a signed distance function φ. The inter-
face is convected in the flow using the linear advec-
tion function

∂φ

∂t
+ u · ∇φ = 0. (3)

The fluid properties are smoothed across the interface
following the relations

ρ(φ) = ρ1 + (ρ2 − ρ1)Hε(φ), (4)

µ(φ) = µ1 + (µ2 − µ1)Hε(φ) (5)

where ρ1, ρ2, and µ1, µ2 are the constant densities
and viscosities for air (fluid 1) and water (fluid 2),
respectively. The smoothed Heaviside function Hε(φ)
is defined by
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where ε is a numerical parameter defining the inter-
face thickness. In the present work, ε is chosen to be
1.6h where h is a characteristic grid cell size.

2.2 Numerical Solver

The numerical scheme for solving Eq. (1)-(2) is
based on the incremental pressure-correction algo-
rithm (Timmermans et al. 1996). The governing equa-
tions (1)-(3) are stepped forward in time using a third-
order total variation diminishing (TVD) Runge-Kutta
Scheme.

The spatial derivatives are approximated using a
finite difference discretisation on a staggered Carte-
sian grid. The fifth order WENO scheme (Jiang and
Shu 1996) is used for the convective terms of Eq. (2)
and Hamilton-Jacobi version (Jiang and Peng 2000) is
used for Eq. (3). All other terms are discretised with
central schemes. The Poisson Equation for pressure
is solved iteratively with a geometric fully multi-grid
preconditioned (Ashby and Falgout 1996) BiCGStab
solver (van der Vorst 1992).

2.3 Wave Generation and Absorption

Waves are generated by applying the relaxation
method (Mayer et al. 1998, Jacobsen et al. 2012). This
means that the free surface and fluid velocities are
ramped up to analytical values obtained from wave
theory in a zone close to the wave inlet boundary (re-
laxation zone) following the relation

f(χ̃)relaxed = Φ(χ̃)fanalytical + (1−Φ(χ̃))fcomputed,
(7)

where f represent the velocity vector u or the level set
function φ, χ̃ is spatial coordinate scaled to the length
of the relaxation zone, and Φ is the relaxation function
defined as

Φ(χ̃) = 1− eχ̃
3.5 − 1

e− 1
for χ̃ ∈ [0; 1]. (8)

The relaxation method is also used to dampen or ab-
sorb outgoing waves near the outlet boundaries in or-
der to suppress numerical reflection of the waves.



2.4 Solid Boundary

The boundary conditions at the solid interface be-
tween the floater and the ambient flow are han-
dled through a direct forcing immersed boundary
method (Martin et al. 2021, Yang 2018). This involves
adding a forcing term to the intermediate velocity
field u∗ before solving for pressure. This forcing term
is defined as

f∗ = Hε(φ
∗
s)

(
P (u∗)− u∗

αk∆t

)
, (9)

where Hε(φ
∗
s) is the smoothed Heaviside function

given by Eq. (6), φ∗
s is a level set function describing

the fluid-solid boundary of the floating object. P (u∗)
represent the projection of the intermediate velocity
field

P (u∗) = ẋs + ωs × r, (10)

where ẋs and ωs × r are the translational and rota-
tional rigid body velocities given in the inertial frame
of reference, and r is the distance vector going from
the rigid body’s origin (centre of gravity) to the posi-
tion where P (u∗) is computed.

The fluid forces and momenta acting on the floating
body are calculated by integrating the pressure p and
the viscous stress tensor τ over the solid surface Γ of
the structure,

F =

∫
Γ

(−pn + τn) dΓ, (11)

M =

∫
Γ

r× (−pn + τn) dΓ, (12)

where n is the unit normal vector on the body surface
pointing outwards, and r is the distance vector point-
ing from the body’s origin to the surface.

3 CASE STUDY

The INO WINDMOOR semisubmersible floating
wind turbine (Souza et al. 2021) is used as case study
in this work. This triangular shaped floating platform
consist of three columns connected by pontoons and
deck beams, with a wind turbine tower extending
from one of the columns. In the present study, only
the semisubmersible platform is included in the sim-
ulation, i.e. aerodynamic loads on the tower and rotor
blades are ignored. The shape of the substructure is
illustrated in Fig. 1 and the main dimensions of the
prototype are summarised in Tab. 1.

Numerical simulations are compared with results
from the WINDMOOR experiments performed at
SINTEF’s Ocean Basin in 2020 (Thys et al. 2021).
Decay tests in surge, heave and pitch and tests with
regular waves are used as benchmark cases for vali-
dation of the CFD results.

Figure 1: The INO WINDMOOR semisubmersible platform

Table 1: Main dimensions of the INO WINDMOOR platform.

Parameter Unit Value
Column diameter m 15.0
Column height m 31.0
Pontoon width m 10.0
Pontoon height m 4.0
Column centre-centre distance m 61.0
Deck-Beam width m 3.5
Deck-Beam height m 3.5
Draft m 15.5

3.1 Experimental Data

The model experiments were carried out at a 1:40
Froude scale, where the floater and tower were mod-
elled as rigid bodies with a spring element connecting
the two parts to match the towers 1st elastic mode. A
simplified horizontal mooring system was used for the
experiments. This model scale mooring system was
designed to reproduce the linearised horizontal stiff-

Figure 2: The 1/40 scale model of the INO WINDMOOR
floating wind turbine in SINTEF Ocean’s test facility.



Table 2: Mass properties for the INO WINDMOOR floating
wind turbine (data in full scale) as used in simulations. The
radius of gyrations (rxx, ryy and rzz) are all given with respect
to COG, where COG is relative to still water level and the
(horizontal) geometric centre of the model, positive
z−direction is upwards.

Parameter Unit Value
Mass t 14124.0
rxx m 43.62
ryy m 44.01
rzz m 29.87
COGx m 0.00
COGy m 0.00
COGz m 3.94

ness of the prototype semi-taut catenary system. The
mooring system was made of three wire-chain-spring
lines, connected to fairleads at the top of the columns
and anchor points positioned around the basin. All the
lines were above-water to avoid any hydrodynamic
loads on the lines and to remove uncertainty related
to mooring damping.

Figure 2 shows the model of the floating wind tur-
bine in the Ocean Basin. The tank measures 80 m by
50 m. The water depth during the tests was 3.75 m
(150 m in full scale). Aerodynamic loads on the tur-
bine and tower were simulated externally in real-time
and imposed on the model through an actuator system
connected with wires to a frame on top of the tower
using the Real-Time Hybrid Model (ReaTHMr) test-
ing method (Sauder et al. 2016, Thys et al. 2021).
Only tests without wind loads has been used for
comparison with numerical simulations in the present
work.

The position of the model was measured with
an optical-electronic system consisting of land-based
cameras and reflective diodes mounted on the float-
ing model. Translational accelerations were also mea-
sured with accelerometers, and mooring line ten-
sions with a Z-transducer. Wave elevations was mea-
sured at three different locations in the basin with
conductance-type wave probes, and relative wave el-
evation was measured at six locations around the
model.

The mass properties of the floating wind turbine
are given in Tab. 2 based on as-built data (Thys et al.
2021). The location of the centre of gravity (COG)
is given with respect to the geometric centre of the
floater at the still water level.

3.2 Numerical Setup

The numerical analysis are carried out at model scale
(1:40), but the results presented are scaled up to pro-
totype scale. Each line from the horizontal mooring
system is replaced by a simpler linear spring equa-
tion:

F = F0 + k · δl, (13)

Figure 3: The mooring restoring force-displacement curve.

where F0 is the spring pretension (at still water equi-
librium position), k is an equivalent linear spring stiff-
ness, and δl is the extension of the spring. The equiva-
lent spring stiffness coefficient k was chosen to repro-
duce the experimental mooring force–displacement
curve for horizontal offsets (see Fig. 3).

To reduce the computational effort, a smaller domain
than the actual tank size was used in the numerical
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Table 3: Grid properties for decay tests (numbers in model
scale).

∆xmin
∆ymin ∆xmax Number of grid cells
∆zmin ∆ymax Decay Regular waves

Grid [m] [m] [-] [-]
Coarse 0.020 0.10 2,464,900 4,213,500
Medium 0.010 0.08 6,994,800 10,533,600
Fine 0.007 0.07 12,493,200 18,227,200

simulation. For the decay tests, the numerical tank
measures (in model scale) 7.47 m × 7.47 m and the
height of the computational domain is 5 m (with the
free surface located 3.75 m above the bottom). Wall
boundaries are used at the exterior boundaries and a
numerical beach is applied near the walls with a re-
laxation zone of 1.0 m length. The initial position of
the floater is in the centre of the tank. Figure 4a shows
the numerical setup of the decay tests.

A rectangular shaped numerical tank 18.2 m long
and 7.6 m wide (in model scale) is used for simula-
tions with regular waves. The height of the domain
is 5 m and the water depth is 3.75 m. Wall bound-
aries are used on the long side walls, a 3.0 m wave
relaxation zone is applied at the inlet boundary and
a 6.0 m wide wave absorption zone is applied at the
outlet. The floater is positioned 9.078 m downstream
of the wave inlet. Figure 4 shows the numerical setup.
In addition, two numerical wave gauges are placed in
the numerical tank with same position relative to the
floater as in the experiment.

Three different grid resolution were applied in the
decay simulations for evaluation of the grid sensitiv-
ity. The grid cell size is constant in the horizontal di-
rection in a square region surrounding the floater (for
3.0 m ≤ x ≤ 4.8 m and 2.8 m ≤ y ≤ 4.6 m). A linear
grid stretching algorithm is applied in the horizontal
direction away from this high resolution region where
a stretching factor of 1.3 is used with an upper limit
on the cell size. The grid cells are stretched in the ver-
tical direction using a sinh-function with stretching
factor 2.5 and focus point located at the still water
level (3.75 m above bottom boundary). See Fig. 5 for
illustration of the grid near the floating platform.

The grid used for the simulations with regular wave
is similar to the ones used for decay tests with the
high resolution region adapted to the shifted posi-
tion of the platform. The cell size in x−direction is
constant for 8.1 m ≤ x ≤ 9.9 m and in y−direction
for 2.9 m ≤ y ≤ 4.7 m. The grid cells are stretched
with a factor of 1.3 in the horizontal direction out-
side this region up to a maximum cell size to ensure
good wave generation and propagation in the region
towards the floating platform. The vertical discretisa-
tion is identical to the model for the decay simula-
tions. Table 3 summarise the grid setup and cell sizes
for the different grid resolutions. The simulation time
step, ∆t, is adaptive and selected to satisfy CFL=0.1

Figure 5: Screenshot of the coarse mesh showing the high
resolution region near the platform.

Table 4: Natural periods from experiment and numerical
simulations.

Grid resolution
Experiment Fine Medium Coarse

Mode [s] [s] [s] [s]
Surge 93.8 97.2 99.6 104.3
Heave 16.6 18.0 18.4 19.1
Pitch 30.4 29.8 30.0 30.3

(Courant–Friedrichs–Lewy condition) throughout the
simulations.

4 RESULTS AND DISCUSSIONS

4.1 Numerical decay tests

Numerical decay tests are performed in surge, heave
and pitch, and compared with experimental decay
tests. The natural periods are governed by the plat-
form inertia (structural mass and added mass) and
stiffness properties. Platform inertia and mooring
stiffness are given as measured values from the exper-
iments; thus, the accuracy of calculated natural peri-
ods will be determined by the CFD-codes ability to
accurately calculate added mass and hydrostatic stiff-
ness. The decay simulations were initiated by releas-
ing the platform from a position slightly offset from
its static equilibrium position in calm water. The off-
set applied in surge, heave and pitch were 11 m, 2.5 m
and 6.5 degrees, respectively. Time series from the
decay tests in surge, heave and pitch are shown in
Figs. 6 – 8. Estimated natural periods are tabulated
in Tab. 4. The natural periods are estimated over one
cycle only, starting after one full cycle (to avoid any
initial disturbances).

Figure 6a shows the grid dependence of the surge
decay simulations. Due to the relatively long natu-
ral periods in surge motion, only two-three cycles
has been simulated. Although that the grid refinement
procedure is not perfectly systematic, a converging
trend can be observed as the grid resolution is in-
creased. However, grid convergence (a grid indepen-
dent solution) has not been fully achieved and there
are still small differences between the results with
the two finest grid resolutions. Compared to experi-
mental measurements, the numerical simulations over
predicts the natural periods. The difference is only
about 3.6% for the finest grid resolution, which can



(a) Grid convergence study for surge decay.

(b) Comparison between numerical results and experimental
measurements.

Figure 6: Surge decay results.

be considered to be acceptable. One possible expla-
nations for the discrepancy can be the way that the
solid boundaries are implemented in the analysis. Us-
ing a forcing term (see Eq. (9)) approach smears out
the boundary over a few grid cells, which may affect
the accuracy of the platforms effective volume and
added mass, thus altering the natural period. This is
also evident from the numerical results’ sensitivity to
the grid resolution. There are also uncertainties in the
experiments, but the uncertainty of the structural mass
is expected to be less than 1%, which will give a neg-
ligible effect on the natural period (and is also a grid
independent parameter). It is also expected that mod-
elling of the mooring system is fairly accurate due to
the linear stiffness property. It can also be observed in
Fig. 6b that the damping is slightly less for the numer-
ical simulations compared to the experimental mea-
surements. Some deviations is reasonable to expect
since the boundary layer is not fully resolved in the
numerical analysis.

The heave decay results are shown in Fig. 7. Note
that the results are slightly shifted such that the plat-
form oscillates about a static equilibrium (mean posi-
tion) at z = 0 m. The results are apparently converging
as the grid resolution is increased, but convergence
is not fully achieved. The difference between simu-
lated natural period and measurement is about 8.4%
for the finest grid. As for surge decay, it is antici-
pated that the discrepancy can be mainly explained
by the treatment of the solid boundary in the numeri-
cal analysis. Treating the solid boundary as a diffuse
boundary over a band of grid cells may alter the ef-
fective volume which affects the effective added mass

(a) Grid convergence study for heave decay.

(b) Comparison between numerical results and experimental
measurements.

Figure 7: Heave decay results.

and hydrostatic stiffness (buoyancy force). The hori-
zontal mooring system has nearly no influence on the
heave natural period, which is mainly governed by
mass and added mass properties and the hydrostatic
stiffness. The damping level is also slightly under pre-
dicted compared to the experiments.

The pitch decay results are presented in Fig. 8.
The pitch motion appears to be less sensitive to the
grid resolution compared to the surge and heave de-
cay simulations. The variations in natural period is
less than 1.7% between the finest and coarsest grid.
The difference starts to become more noticeable first
after 4-5 oscillations. Compared to the experimental
measurements, the natural periods are slightly under
predicted where the difference is about 2% for the
finest grid (less for the coarser grids). There is also
a small uncertainty in the measured vertical location
of COG from the experiments, which may affect the
actual moments of inertia and hydrostatic stiffness in
pitch, and may explain why the simulated natural pe-
riod converge towards a shorter period than the mea-
sured one. The damping is also slightly under pre-
dicted compared to experimental measurements, but
in overall the simulated pitch decay compares well
with the measurements.

4.2 Regular waves
Simulations of the platform in waves are carried out
for two regular waves. Table 5 summarise the wave
specifications used for the two test cases. In order to
reproduce similar motion response of the platform,
the numerical waves were first calibrated to match



(a) Grid convergence study for pitch decay.

(b) Comparison between numerical results and experimental
measurements.

Figure 8: Pitch decay results.

(a) WAVE2 grid convergence study.

(b) WAVE1

(c) WAVE2.
Figure 9: Wave elevation for test 2030.

Table 5: Wave height and period for regular wave tests.

Wave
Test no. Height [m] Period [s]
2030 2.55 14.0
2050 6.30 11.0

(a) WAVE1.

(b) WAVE2.
Figure 10: Wave elevation for test 2050.

the experimental waves. This was done using a two-
dimensional representation of the numerical wave
tank for more efficient calibration. The target was to
match the numerical wave with the measured wave
at the WAVE2-wave gauge (same location as the plat-
form). Figures 9 and 10 show the results for tests 2030
and 2050, respectively. The wave gauge WAVE1 is lo-
cated close to the wave generation zone and due to
numerical dispersion of the wave it was necessary to
generate a larger wave at the inlet in order to match
the correct wave amplitude at WAVE2, thus the nu-
merical wave at WAVE1 is somewhat larger than the
measured wave. However, the numerical wave eleva-
tion at WAVE2 match the measured wave elevation
very well for both test cases 2030 and 2050.

A grid convergence study of the wave was also
carried out for test 2030. Only marginal differences
can be seen between the different grid resolutions in
Fig. 9a. The medium size grid resolution is there-
fore used in the three dimensional analysis. It is not
expected that the selected resolution will provide a
grid independent solution (based on the convergence
study for the decay tests), but due to the need for a
longer time duration of the simulation as well as a
larger computational domain this was assumed to a
be a practical trade-off to achieve an acceptable com-
putational efficiency.

On the motion responses, Figs. 11 and 12 show
the surge, heave and pitch motion of the platform for
tests 2030 and 2050, respectively. As for test 2030,
the wave induced surge response amplitude is slightly
over estimated compared to the experimental mea-



(a) Surge response.

(b) Heave response.

(c) Pitch response.
Figure 11: Motion responses for test 2030.

(a) Surge response.

(b) Heave response.

(c) Pitch response.
Figure 12: Motion responses for test 2050.

Figure 13: Screenshot of simulated wave-floater interaction for
test 2050 showing horizontal velocity magnitude contours.

surements (see Fig. 11a), while for test 2050 (see
Fig. 12a) the estimated amplitude is slightly less than
the experiments. The simulated surge motion in test
2050 appears to be more offset than the experimental
data. A low frequency variation in the surge motion
can be observed in the experimental data, and the nu-
merical calculations capture this slow variation well
although the simulations appears to be a bit more pro-
nounced than the experiments.

The calculated wave induced heave motions pre-
sented in Figs. 11b and 12b are in good agreement
with the measurements. The calculated response show
a small irregularity compared to the experimental
data for test 2030. The pitch responses, as shown in
Figs. 11c and 12c, are over estimated by the numerical
simulations compared to the measurements. It should
be pointed out that the pitch response amplitudes in
the experiments are very small (about 0.1◦ in test 2030
and about 0.5◦ in test 2050) and values of relatively
small magnitudes are generally difficult to calculate
accurately.

The numerical wave tank with free surface eleva-
tion and velocity contours for test 2050 is shown in
Fig. 13. The colours of the mooring lines denote the
calculated tension in the lines. The colour of the free
surface elevation corresponds to the horizontal veloc-
ity (ux) in the numerical wave tank.

5 CONCLUDING REMARKS

The present paper presents numerical calculations
of motion responses of a floating wind turbine sub-
structure, the INO WINDMOOR semisubmersible
FWT. The numerical simulations applies the level set
method for modelling the free surface and a direct
forcing method is used to calculate the hydrodynamic
coupling between the fluid and the rigid body (6DOF)
motion response. A linear spring system is applied to
represent the mooring. Simulations of decay tests in
surge, heave and pitch as well as simulations of the
moored platform exposed to regular waves are carried
out. Numerical results are compared with experimen-
tal data for validation of the results, and they show
acceptable agreement with the measurements and the
following observations are made:



• Surge and heave decay tests are more sensitive
to the grid size than the pitch motion for the
range of grid resolutions applied in the current
analysis. The differences between the coarsest
and finest grid are 7.3% and 6.1% for surge and
heave natural periods, respectively, while it is
only 1.7% for pitch. Calculated heave natural pe-
riod has the largest deviations from the measure-
ments, and the difference is about 8.4%. In par-
ticular, the heave natural period depends highly
on how accurately the model calculates the hy-
drostatic stiffness (buoyancy force) and added
mass force - which is believed to be very sen-
sitive to the grid resolution.

• The numerically generated waves need to be cal-
ibrated to the measured waves in order to en-
sure similitude of the wave loads on the floating
platform. In the present results, it is shown that
the wave elevation and propagation is not notice-
ably sensitive to the grid resolution applied in the
analysis.

• Comparison to measured data shows that wave
induced surge and heave responses are calculated
well, with only small deviations. The calculated
wave induced pitch responses are more signifi-
cantly over estimated compared to the measure-
ments, but the measured pitch responses are very
small and responses of relatively small magni-
tudes are generally difficult to predict accurately.
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