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Preface

This thesis is submitted to the Norwegian University of Science and Tech-
nology (NTNU) for partial fulfillment of the requirements for the degree
of philosophiae doctor. The doctoral work has been performed at the De-
partment of Energy and Process Engineering (EPT) from November 2018
to November 2022. The work has been supervised by Professor Nicholas A.
Worth.

The Ph.D. has been part of the project Breaking the paradigm: A new
approach to understanding and controlling combustion instabilities, funded
by the European Research Council (ERC) under grant agreement 677931
TAIAC

The thesis consists of 5 chapters and 3 scientific papers. The chapters
provide an introduction in thermoacoustics in annular combustors, the ex-
perimental setups and methods and data processing techniques used in this
thesis. Chapter 4 provides a summary of the research articles which are
included in full length at the end of this thesis. Finally, Chapter 5 provides
the conclusions and recommendations.
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Abstract

This thesis aims to better understand thermoacoustic instabilities in annu-
lar combustors. Thermoacoustic instabilities are a topic of interest since it
is a challenge to operate gas turbines in a lean regime that reduces harmful
emissions. Extensive research has gone into understanding thermoacoustics
in single-flame burners. However, many gas turbines comprise of closely con-
fined flames in an annular arrangement. Unlike single-flame burners, this
configuration can give rise to azimuthal rather than axial modes, which sub-
ject flames to both azimuthal and axial pressure and velocity fluctuations.
Previous studies have shown that the global Heat Release Rate (HRR) re-
sponse varies depending on the nature or direction of these azimuthal modes,
and the local flame response is often asymmetric, motivating the application
of full three-dimensional methods. This thesis applies two different three-
dimensional diagnostics to better understand the response of flames in an
annular combustor subjected to azimuthal modes.

The first method, Computed Tomography of Chemiluminescence (CTC),
is applied to a single swirling flame in an annular combustor subjected to
azimuthal spinning modes in the anticlockwise (ACW) and clockwise (CW)
directions. When investigating the global HRR response, it was found that
the flame response is the same irrespective of mode direction in the absence
of flame-flame or flame-wall interaction. Three-dimensional analysis of the
single flame, however, showed that the timing of the axial and azimuthal
velocity fluctuations played a significant role in the flame response, thus
providing insight into the mechanism behind the asymmetry.

Limitations of implementing the CTCmethod were highlighted, and a second
three-dimensional technique, a new variant of Scanning Planar Laser In-
duced Fluorescence (PLIF), was developed and applied to overcome these
drawbacks. This technique was used to study a single flame in a multi-flame
annular combustor. The development of this technique is carefully outlined,
with a complementary synthetic experiment that helped identify errors in
the method. A bias error due to laser sheet orientation with respect to the
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flame was identified and was overcome by introducing a second orthogonal
scan direction. The resulting technique was used to highlight asymmetries
in the flame shape due to the annular confinement of an unforced flame
without swirl.

Scanning PLIF was then applied in the investigation of the three-dimensional
HRR response of flames with and without swirl subjected to spinning and
standing modes respectively. In each case, the structure of the flames and
the timing between the local phase and oscillation amplitude are identified.
In terms of the flame response to standing modes, three cases are presen-
ted. A symmetric response is observed at the pressure antinode, whereas
an asymmetric response is observed at the pressure node and an interme-
diate case between the pressure node and antinode. The Scanning PLIF
technique is then applied to closely interacting flames subjected to ACW
and CW spinning modes. The HRR response is seen to be dependent on
the mode direction, as shown in previous studies, with a larger global HRR
response to ACW as opposed to CW modes. Given access to the three-
dimensional HRR response field, it could be demonstrated that this was
due to the timing between the axial velocity and azimuthal velocity fluctu-
ations for the different cases, resulting in a phase shift in the local response
in some regions of the flame.

The findings in this thesis help to better understand the flame response
when subjected to azimuthal modes and this greater understanding will
eventually enable better design of such combustors. This study also provides
the necessary background into implementing three-dimensional techniques
in annular combustion systems.
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To my lab colleagues Löıc Duffo and Yi Hao. Thank you for the countless
help you provided in and outside the lab.

I always found it interesting how nature produces harmonic sinusoidal re-
sponses. Life too has its ups and downs and in the cusps is when you find the
meaning of friendship. There are many people that made this journey spe-
cial, in no specific order. My roommates, Löıc and Alisa, who were always
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Somewhere, something incredible is waiting to be known

— Carl Sagan

1
Introduction

The advances in emerging economies and the increase in population have
resulted in an exponential growth in the global energy demand (Olabi and
Abdelkareem 2022). This growth, tied with the prolonged use of fossil fuels
in energy production, has led to the presence of dangerously high volumes
of greenhouse gases (GHG) in the atmosphere. As a result, the effect of
climate change on our world has reached devastating records, with the last
decade producing the hottest period over the past 125000 years (Xu et al.
2020). Therefore, immediate goals need to be set to provide effective change.
The United Nations Environmental Programme (UNEP) has put forth such
goals, with one primary goal being the reduction of 30 gigatonnes of green-
house gases by the year 2030 (United Nations Environment Programme
2021). UNEP has also identified different sectors where this goal can be
achieved, with energy being the most significant sector for improvement,
providing the potential of 8.2 gigatonne reduction in GHG emissions. Thus
the need for decarbonisation in energy production is of great importance.

Extensive research has gone into cleaner technologies to meet the ever-
growing energy demand. However, while there are successful implement-
ations and promise in cleaner technologies such as wind turbines, solar
panels and renewables, the energy demand in the near future will rely
on existing technologies (Owusu and Asumadu-Sarkodie 2016). Common
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power-providing technologies such as land-based gas turbines are still likely
to provide a significant portion of the global energy demand (Stefan et al.
2022). Gas turbines have been popular in the energy sector due to their com-
pact size, higher power output and fuel type flexibility (Breeze 2016). Gas
turbines will therefore be fundamental in the transition to cleaner technolo-
gies by helping meet the demand for intermittent renewable energy sources.
Thus highlighting the importance of running gas turbines cleaner and in a
more environmental manner.

Nitrogen Oxides (NOx), produced during the combustion of fossil fuels, are a
significant source of atmospheric contamination and act as a greenhouse gas.
The reaction of NOx with the atmosphere results in acid rain, photochem-
ical smog, acidification of aquatic ecosystems, and promotes the depletion
of the ozone layer (Han et al. 2019). During combustion, the formation of
NOx occurs in three gas-phase chemical reaction pathways: (i) during the
oxidation of nitrogen in combustion air, (ii) through the oxidation of fuel
nitrogen found in the fuel itself, known as prompt NOx and, (iii) the ni-
trogen fixation of hydrocarbon fragments (Srivastava et al. 2005). Pathway
(iii) produces the lowest concentration of NOx while reaction pathway (i)
produces the largest, and is also referred to as thermal NOx. The formation
of thermal NOx is produced at high flame temperatures, usually greater
than 1800 K (Sarofim and Flagan 1976). Therefore, an adopted strategy
to lower the formation of NOx is by operating combustion systems within
the lean premixed regime (Candel 2002). In this regime, excess air is in-
troduced to keep the flame temperature low (Brewster et al. 1999) and the
fuel and air mixture are well mixed or premixed before ignition, providing
more homogeneous combustion by limiting high-temperature hot spots in
the combustor chamber (Docquier and Candel 2002).

This is an effective strategy as it lowers the formation of NOx but also main-
tains the thermal efficiency of the combustor. However, this strategy does
not lower the formation of CO2. Therefore, switching out hydrocarbon fuels
with alternatives that produce less carbon dioxide is a potential means to
reduce carbon emissions. A viable option is using hydrogen, which allows
for a completely carbon-free combustion substitute when produced from re-
newable sources such as wind or solar (Stefan et al. 2022). While the energy
density per unit volume of hydrogen may be lower than conventional fuels,
the emission benefit of the fuel makes hydrogen an attractive alternative in
the transition to a carbon-free future (Chiesa et al. 2005).

However, running existing equipment with fuels such as hydrogen or oper-
ating in new envelopes like the lean regime introduces new challenges to the
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gas turbine industry. One of these challenges is the susceptibility to ther-
moacoustic instabilities (TI) (Lieuwen, Timothy C and Yang 2005, Poinsot
2017) during combustion. The occurrence of TI hinders the transition to
cleaner gas turbine operations. Therefore, it is important to understand TI
better to effectively limit them at the design stage.

1.0.1 An introduction Thermoacoustic Instabilities (TI)

Heat Release
Rate 

oscillations
(q’)

Flow
perturbations

(u’)

Acoustic 
oscillations

(u’,p’)

Figure 1.1: Thermoacoustic feedback loop adapted from Sun and Wang (2020).
Flow perturbations result in Heat Release Rate oscillations, which in turn creates
acoustics oscillations.

Thermoacoustic Instabilities occur due to the coupling of flow and com-
bustion processes to the acoustic resonant modes of the combustor (Candel
2002). To demonstrate the coupling mechanism behind TI, consider a con-
fined, unsteady turbulent flame like the one shown in Fig. 1.2(a). The
flame produces an unsteady Heat Release Rate (HRR), q′, that generates
sound in the form of pressure oscillations, p′, that propagate upstream and
downstream of the flame. The pressure oscillations propagate through the
combustor and reflect at the boundaries. Propagation of the pressure waves
back to the flame result in oscillations of the velocity flow field, u′, exciting
vortical structures in the flow field. Constructive interference results when
the system’s pressure oscillations and the flame’s Heat Release Rate response
are in phase, inducing higher oscillations in the flow field, resulting in lar-
ger oscillations in the HRR, thus closing a feedback loop. Thermoacoustic
instabilities occur when this feedback loop, represented in Fig. 1.1, can
self-sustain the oscillation amplitude over time. An example of pressure
and HRR oscillations during a self-excited TI for a single confined flame
is shown in Fig. 1.2(a). The system is stable at t = 0, and the amplitude
of oscillations in both pressure and HRR couple at t > 0, eventually the
oscillations grow in size until a limit cycle is reached at t > 0.2s and large
oscillations in both pressure and HRR are sustained.
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1

𝑞′
𝑝′

Flame

(a)

(b)

Figure 1.2: (a) Representation of a single turbulent flame in a confined geometry.
q′ represents the unsteady Heat Release Rate fluctuations of the flame, and the
blue arrows represent the direction of propagating pressure oscillations, p′, in the
combustor (b) (Top) pressure oscillations simulated in a single flame confinement
shown in (a). (Bottom) Subsequent HRR oscillation of the flame in (a) during
a self-excited thermoacoustic instability. Here p and q represent mean quantities.
Adapted from Gopalakrishnan et al. (2022).

The phase required to sustain a self-excited oscillation is given by the
Rayleigh criterion (Rayleigh 1878). Rayleigh (1878) postulated that pres-
sure and HRR oscillations need to be in phase (±90◦) to maintain a self-
excited oscillation. Lord Rayleigh used a swinging pendulum to demon-
strate that force needs to act on, and not against, an oscillation to provide
energy and enhance an oscillation (Rayleigh 1878). A modified version of
the Rayleigh criterion is shown below (Lieuwen and Yang 2006):

∫

T

∫

V
p′(x, t)q′(x, t)dtdV ≥

∫

T

∫

V

∑

i

Li(x, t)dtdV (1.1)

where V , T , p′, q′ and Li are the volume, time period for a single oscillation,
acoustic pressure fluctuation, Heat Release Rate fluctuation, and sources of
acoustic energy losses, respectively. The right-hand side of the inequality
defines the system damping in the form of viscous or radiative dissipation of
acoustic energy at the boundaries (Lieuwen and Yang 2006). The left-hand
side of the inequality 1.1, known as the Rayleigh index, defines the local
driving force of the acoustic oscillations in the form of heat addition by the
unsteady combustion process (Lieuwen and Yang 2006). This inequality
states that acoustic oscillations will excite when the rate of energy input
to the acoustic field from the combustion process is larger or equal to the
rate of acoustic energy dissipated in the combustor or transmitted at the
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(a)

(b)

Figure 1.3: (a) An example of an engine after a TI during the tests performed by
NASA’s Saturn V launcher. Adapted from Poinsot et al. (1987). (b) Bluff bodies
removed from a pressurised annular combustor after a TI adapted from Indlekofer
(2021).

boundaries (Lieuwen and Yang 2006).

The occurrence of TI can be catastrophic. A famous example of the drastic
effects of TI occurred in the 1950s during the design of NASA’s F-1 rocket
engine. NASA set out in a competitive race to quickly design a large-scale
rocket engine on their journey to the moon (Oefelein and Vigor 1993). How-
ever, testing of the engine resulted in TI that destroyed the rocket engine
in a matter of milliseconds, costing the development programme billions of
dollars (Oefelein and Vigor 1993). An image showing one of the damaged
rocket engines during NASA’s testing period is shown in Fig. 1.3(a). It was
later discovered that introducing baffles to the rocket engine prevented the
occurrence of thermoacoustic instabilities (Oefelein and Vigor 1993). How-
ever, the fundamental mechanism of why the baffles prevented the instability
was not well known at the time.

In present day, TI is a common challenge in running cleaner gas turbines.
Another example of combustor structural damage due to TI is shown in
Fig. 1.3(b), which shows a set of bluff bodies that were installed in a lab-
scale pressurised annular combustor at the Norwegian University of Science
and Technology (NTNU) (Indlekofer 2021). During ethylene combustion,
large pressure oscillations caused large flow oscillations in the injector exits
that eventually resulted in flame flashback in some injectors of the annular
combustor. The bluff body shown on the left of Fig. 1.3(b) was undamaged,
but those on the right-hand side of Fig. 1.3(b) have partially melted due to
the flame anchoring upstream following flashback. It is, therefore, essential
to improve our understanding of such instabilities to eliminate them at the
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(a) (b)

Figure 1.4: (a) Common design of an annular combustor outlining different sections
of the engine, adapted from Breeze (2016). (b) NTNU lab-scale annular combustor
consisting of 12 injector burners, optical access into the combustor shows interaction
of flames inside the combustor.

design stage. TI are not only specific to rocket engines but is a common
problem in the operation of many practical thermal systems such as boil-
ers/heat exchangers, stationary gas turbines, and aero-engines (Lieuwen,
Timothy C and Yang 2005, Poinsot 2017, Mark and Selwyn 2016, Oefelein
and Vigor 1993, Huang and Yang 2009).

The Rijke tube displays the simplest form of a TI and consists of a heat
source, a vertical tube with open ends and a preheated metal gauze (Rijke
1859, Raun et al. 1993). The heated gauze is placed in the tube to produce
sound due to the coupling between the gauze’s unsteady heat release rate
and the tube’s acoustics. This simple setup provides the underlying prin-
ciple of TI, in which a feedback loop exists between the flame source and
acoustics that can be applied to any combustion system. Similarly, a gas
turbine is an example of a combustion system that exhibits thermoacoustic
instabilities: the flames create a heat source, the fuel-air mixture creates a
flow field, and the combustion chamber forms an enclosure. The most com-
monly used combustor design in land-based gas turbines and aero-engines
are the can-annular and annular configurations (Poinsot 2017). The annular
design consists of multiple injectors arranged around a continuous annular
chamber, as opposed to a can-annular combustor, where each flame is con-
fined in a tube that is arranged in a circle. Two examples showing the design
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of annular combustors are shown in Fig. 1.4. The annular design helps to
achieve uniform combustion with a smaller wall surface area relative to the
volume of the combustor (Mark and Selwyn 2016). The design of these
combustors promotes a more uniform turbine exit temperature with a lower
pressure drop than single burner designs (Mark and Selwyn 2016). These
configurations are complex, with multiple highly swirled burners closely
arranged circumferentially. TI of premixed flames in a lab-scale annular
combustor will be the focus of this thesis, and the following sections are
aimed at providing a relevant background in TI as well as motivating the
need for advanced measurement methods applied in the current thesis.

1.0.2 Single flame subject to axial excitation

Before introducing TI in annular combustors, it is first worth outlining some
features of thermoacoustics in simpler systems consisting of a single flame.
The Rayleigh criterion outlines the importance of the relationship between
oscillations in pressure and HRR and how the phase or timing between them
plays a role in the stability of the system. Early studies by Merk (1957)
provided a simplified and common approach to relate oscillations in HRR
to oscillations of system parameters such as temperature, pressure, density
and the velocity upstream of the flame. The formulation consists of a linear
approximation making use of transfer functions, and a modified version from
Lieuwen (2009) is shown below:

q̂

q
= Fu

û

u
+ Fp

p̂

p
+ Fϕ

ϕ̂

ϕ
(1.2)

where ϕ represents equivalence ratio, (̂·) quantities are Fourier amplitudes,
and (·) refers to temporal mean quantities. The transfer functions, Fu, Fp

and Fϕ, are with respect to oscillations in velocity, pressure and equivalence
ratio, respectively. The pressure term in Eq. 1.2 is usually negligible for low
Mach number flows since the oscillations in pressure are significantly smaller
than those of the velocity oscillations (Polifke 2020). The transfer function
Fϕ is neglected for premixed combustion that minimises variations in ϕ and
applies to the flows studied in this thesis. Neglecting these effects, Eq. 1.2
simplifies to the Flame Transfer Function (FTF) for premixed flames:

FTF(ω) =
q̂(ω)/q

û/u
(1.3)

where ω representing angular frequency and is related to the excitation fre-
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quency (f) by ω = 2πf (Noiray et al. 2008). The q̂ and û quantities are
measured at the injector outlet and the left-hand side of Eq. 1.3 can also be
expressed in terms of a gain, G = |FTF|, and phase, φ = arg(FTF) (Noiray
et al. 2008). The FTF has been extensively used to characterise flame re-
sponses to TI due to its simplicity in purely relating the HRR response to the
system’s acoustic flow disturbances (Schuller et al. 2020). Furthermore, the
combination of the FTF with lower-order modelling allows a systems sta-
bility to be predicted and this approach has been extensively tested (Boyer
and Quinard 1990, Chao and Law 1993, Clavin and Sun 1991, Darabiha and
Candel 1992, Fleifil et al. 1996, Law 1989, Schadow et al. 1992). The abil-
ity to predict system stability by use of low order modelling and the FTF
reduces the need for parametric studies using high fidelity Large Eddy Sim-
ulations (LES) (Wolf et al. 2012, Hernández et al. 2013, Chen et al. 2019) or
Direct Numerical Simulation (DNS) (Courtine et al. 2015, Kashinath et al.
2013, Hemchandra 2012, Wiseman et al. 2021), saving on hours of com-
putational cost (Polifke 2020). However, the FTF must be determined to
completely describe the combustion system. This is mainly done through
experiments (Ducruix et al. 2000, Kunze et al. 2004, Külsheimer and Büch-
ner 2002, Schuller et al. 2003, Schuermans et al. 2003, Lawn and Schefer
2006, Palies et al. 2010, Lawn and Polifke 2004, Hirsch et al. 2005, Alemela
et al. 2010, Kim et al. 2010, Cuquel et al. 2013, Æsøy et al. 2020, Nyg̊ard
and Worth 2021), or by use of Computational Fluid Dynamics (CFD) or
simulation of reacting flows (Courtine et al. 2015, Ducruix et al. 2000, Ar-
mitage et al. 2006). Experimentally, the FTF is determined by applying
external acoustic fluctuations to a stable flame, usually by installing a set
of speaker pairs downstream of a burner (Kunze et al. 2004, Hirsch et al.
2005, Æsøy et al. 2020). The speakers are operated across a range of fre-
quencies and amplitudes that introduce fluctuations in the duct of the flame
and, therefore, oscillation in the velocity. The velocity and HRR response
is measured for each forcing level, and an FTF is constructed.

The FTF has proven useful in predicting the linear stability of fluctuations
in simple burner setups. However, the FTF does not provide information
on a system’s oscillation amplitude or growth rates; therefore, the FTF can
not predict the limit cycle of the system (Stow and Dowling 2004). The
Flame Describing Function (FDF) extends the dependence of the FTF to
the non-linear regime and is defined by (Dowling 1997):

FDF(ω, û/u) =
q̂(ω, û/u)/q

û(ω)/u
(1.4)
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Figure 1.5: Experimental Flame Transfer Functions at different forcing levels rep-
resenting the (a) Gain and (b) Phase. Adapted from Noiray et al. (2008).

The FDF explicitly includes the velocity dependence on the HRR fluctu-
ations and accounts for the non-linear regime (Rani and Rani 2018). Non-
linearity was seen by saturation of the FTF at large amplitude oscilla-
tions (Noiray et al. 2008, Balachandran et al. 2005). Using the FDF in
combination with an acoustic solver, one can predict the limit cycle amp-
litude when the HRR saturates (Noiray et al. 2008, Stow and Dowling 2001).
Figure 1.5 provides an example of a range of FTFs for different forcing levels
showing the (a) Gain, and (b) Phase, adapted from Noiray et al. (2008).
Several features of FTFs are presented here. Firstly, the FTF produces a
unity gain in the absence of forcing. This feature is always true for per-
fectly premixed flames due to the flame’s slow response to the fuel flow rate
and, therefore, results in a slow response in the HRR response. The equi-
valence ratio is constant for premixed flames and changes in the mass flow
will result in an equivalent change in HRR (Polifke and Lawn 2007). This
feature would change for non-premixed flames and falls out of the scope of
this thesis. Secondly, the phase evolves linearly, representing the time lag
between the flame response and the velocity oscillation at the location of
the measurement. The time lag is usually constant for a forcing level and
is sensitive to the flow velocity and flame length (Noiray et al. 2008). The
third notable feature is the low-pass filter behaviour of the flame response at
high frequencies. Large frequencies produce small wavelength disturbances
resulting in smaller fluctuations or flame wrinkling, and hence a lower gain
is achieved (Ducruix et al. 2000).

The study by Balachandran et al. (2005) investigated the origin of the sat-
uration phenomenon of the HRR for premixed flames at large forcing levels.
This study was performed on a single flame setup, and speakers were in-



10 Introduction

stalled on the combustor to introduce large amplitude longitudinal modes in
the combustor. Usually, the predominant acoustic mode is the longitudinal
mode in typical single burner configurations which acts in the axial direc-
tion. The effect on the subsequent flow field is symmetric and oscillations
fluctuate in the direction of the mean flow resulting in symmetric disturb-
ances (O’Connor et al. 2015). A single flame experiencing a longitudinal
mode in an axisymmetric confinement couples with the flow field and has
the ability to change the flame behaviour by directly effecting the flame
surface area, equivalence ratio, consumption speed, and mixture composi-
tion (O’Connor et al. 2015).

The mechanisms driving combustion instabilities include flame surface oscil-
lations, equivalence ratio fluctuations, and hydrodynamic instabilities (Huang
and Yang 2009). Flame dynamics by acoustic disturbances can be related to
convective transport by fluctuations in vorticity, flame shape, and equival-
ence ratio Polifke (2020). Lawn and Polifke (2004) outline the mechanism
behind fluctuations in the HRR by acoustic velocity fluctuations for single
flame setups. The oscillations due to the velocity fluctuations at the in-
let of the injector or duct result in large-scale changes in the flame surface
area that changes the overall reaction rate. Additionally, acoustic waves
can affect the burning velocity through three fundamental mechanisms in
which the acoustic velocity fluctuations (Lawn and Polifke 2004): (1) along
the flame front result in kinematic oscillations resulting in area changes and
effectively changes in the HRR response (2) in the shear layer promoting
oscillations in the length scale and turbulent intensity resulting in the de-
velopment of large-scale vortex structures that contribute to oscillations in
the turbulent burning velocity and fuel consumption. (3) at the fuel or air
injection, resulting in oscillations in the equivalence ratio, producing oscil-
lations in the burning velocity and enthalpy of reaction per unit volume of
pre-mixture, directly affecting the flame area and rate of the heat release
rate per unit area. It is important to point out that these mechanisms,
require an effective experimental technique or well resolved simulations to
evaluate the local or spatial HRR response to better understand the flame
dynamics.

An example of a single confined bluff body stabilised flame subjected to a
longitudinal mode taken from the study of Balachandran et al. (2005) is
presented in Fig. 1.6. The series of images show the phase-averaged Flame
Surface Density (FSD) over a cycle of forcing. FSD is used as a marker
for the HRR (Paul and Najm 1998), and the images provide insight into
the flame front oscillations that directly affect the HRR (Candel 2002). As
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Figure 1.6: Phase-averaged Flame Surface Density (FSD) of a lean ethylene (ϕ =
0.55) flame over a cycle of strong longitudinal forcing (Balachandran et al. 2005).

described by Balachandran et al. (2005), the flame is anchored by the shear
layer due to the presence of a bluff body at the injector exit. The flame
was subjected to large amplitude forcing in axial velocity fluctuations at
the base of the flame resulting in a roll-up of the inner and outer shear
layers producing a pair of counter-rotating vortices. The resulting roll-up
of the flame surface grow in size as it is convected downstream, eventually
impinging on the combustion wall close to the tip of the flame before a new
vortex is formed at the base of the flame. Periodic velocity fluctuations
cyclically impose this flame behaviour. By integrating the FSD at different
regions of the flame, Balachandran et al. (2005) showed that the rate of HRR
oscillations decreases in regions above the vortex roll-up close to the injector
exit due to flame surface destruction or annihilation events that modulate
the global HRR response. The study concludes with the use of time-resolved
measurements to show that the vortex roll-up plays a fundamental role in the
non-linearity in the HRR response for large forcing amplitudes. This study
showcases how optical measurements are used to evaluate flame dynamics by
measuring local HRR of flames in response to TI. Experimental techniques
of this type form the basis of the investigation of this thesis and will be
introduced in § 1.2.
Some features of the Flame Transfer Function and flame dynamics associ-
ated with TI in single flame combustors are covered in this section, and
a more comprehensive review of longitudinal thermoacoustic instabilities
can be found in Lieuwen, Timothy C and Yang (2005), Huang and Yang
(2009) and Candel et al. (2014). The publications cited in this section is not
exhaustive. However, the large number of citations are a showcase of the
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Figure 1.7: (left) A single flame combustor shows a snapshot of an OH∗ image
of a methane flame under a self-excited thermoacoustic instability (Duffo 2023).
Oscillations in the velocity at the inlet of the injector result in an axisymmetric
flame response. Graphical pressure waves are shown alongside the burner to show
the direction of oscillations in this setup. (right) OH∗ chemiluminescence of a flame
in an annular combustor experiencing an azimuthal mode in which fluctuations of
velocity and pressure are simultaneously acting on the flame from both the axial
and transverse directions resulting in a non-axisymmetric flame response.

literature devoted to single flame TI studies. In contrast, similar studies on
annular systems are limited.

1.0.3 Characterisation of azimuthal modes

The previous section introduced longitudinal modes, where axial fluctu-
ations are aligned to the axis of propagation coinciding with the burner
axis (Saurabh and Paschereit 2017). This configuration is shown on the left-
hand side of Fig. 1.7 in which the flame is shown to produce an axisymmetric
response. In Fig. 1.7, B± and are complex-valued pressure amplitudes of
two counter-propagating waves travelling in the axial direction. The pres-
sure oscillations in the injector are related to these amplitudes by (Æsøy
et al. 2020):

p′inj(z, t) = [B+ exp(−ik+z) +B− exp(ik−z)] exp(iωt) (1.5)

where w, k and t represents the angular frequency, wave number, and time,
respectively. The equations represented in this section will be derived in
Chapter 2 and are presented here to aid in the characterising of azimuthal
modes.

Due to the axisymmetric response of longitudinal modes, it is safe to assume
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that 1D models are sufficient in describing the acoustic field in two or three
dimensions (Saurabh and Paschereit 2017). However, this assumption falls
short when describing TI in annular combustors. Azimuthal modes pro-
duce fluctuations in velocity and pressure transverse to the burner axis, as
shown by the counter-propagating pressure waves around the annular cham-
ber (A±) on the right side of Fig. 1.7. In addition, transverse oscillations
induce axial fluctuations of the flow entering the annular chamber, as indic-
ated by B± pressure oscillations on the right-had side of Fig. 1.7. Therefore,
in contrast to longitudinal modes, the flow entering the annular chamber is
subject to fluctuations in two directions simultaneously. The pressure fluc-
tuations in the annulus are defined by two counter-propagating acoustic
plane waves with amplitudes A+ and A− rotating in the anti-clockwise and
clockwise direction, respectively (Nyg̊ard et al. 2019):

p′annular(Θ, t) = [A+ exp(−inΘ) +A− exp(inΘ)] exp(iωt) (1.6)

The chamber is a continuous structure, meaning acoustic waves can propag-
ate without obstruction around the annulus. Therefore azimuthal modes are
degenerate in nature (Nyg̊ard and Worth 2021). The degenerate nature of
the modes provides a rich space for potential modal states. The nature of
the azimuthal mode can either be standing, spinning in the clockwise (CW),
spinning anti-clockwise (ACW) directions, or a combination of both spin-
ning and standing, with the potential to vary between modal states (Worth
and Dawson 2013). In annular combustors, the circumference is much lar-
ger than the length of the combustor resulting in the first azimuthal mode
(first order) being the most unstable (Schuermans et al. 2003, Krebs et al.
2002). Azimuthal modes were first defined by decomposing the mode into
two counter-propagating spinning waves in the annulus (Worth and Dawson
2013, Bourgouin et al. 2013, Wolf et al. 2012, Vignat et al. 2020). With an
emphasis on modelling, studies by Ghirardo and Bothien (2018) also defined
the azimuthal modes in terms of two standing waves. However, the spinning
wave formulation is more widely used in experimental applications. To this
end, the definition of the Spin Ratio (SR) has aided in characterising the
nature of azimuthal modes (Bourgouin et al. 2013), and is defined as:

SR =
|A+| − |A−|
|A+|+ |A−|

(1.7)

where, A+ and A− are the amplitudes defined in Eq. 1.6. A study by Ghir-
ardo and Bothien (2018) redefined the characterisation of the azimuthal
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Figure 1.8: 5 snap shots of phase averaged HRR oscillations for forced a) standing
, b) ACW spinning c) CW spinning modes (Nyg̊ard et al. 2021).

modal states in hypercomplex quaternion formalisation, which made mod-
elling the system easier. The formulation describes the modes with four
state space variables: (i) Mode amplitude A, (ii) Orientation angle θ0, (iii)
Nature angle χ and (iv) Temporal phase φ. In this definition, the azimuthal
pressure fluctuations of order, n, can be defined by the quaternion formula-
tion (Ghirardo and Bothien 2018):

p′(θ, t) = A cosn(θ − θ0)cos(χ)cos(ωt+ φ)+A cosn(θ − θ0) sin (χ) sin (ωt+ φ)
(1.8)

In this formulation, the nature angle can be related back to the Spin Ratio
by SR = tan(χ). Either formulation can be adopted to characterise the
azimuthal modal behaviour.

An example of HRR response to a standing, a CW spinning, and a ACW
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spinning mode is shown in Fig. 1.8, in a 12 burner annular combustor. A
standing wave mode results when A+ = A− (SR = 0). The transverse
velocity fluctuations in the annulus during a standing mode are 90◦ out of
phase from the pressure fluctuations (O’Connor et al. 2015), producing a
position in the combustor where the transverse pressure oscillations are at
the maximum, and the transverse velocity oscillation is at a minimum, also
known as a pressure antinode. Conversely, for an azimuthal order of one,
two positions in the combustor will experience a maximum transverse velo-
city oscillation with a minimum pressure oscillation. This location is known
as a pressure node. A line through these locations is known as a nodal
line. Consequently, the pressure node and antinode are at positions in the
standing wave that produces the minimum and maximum axial velocity os-
cillations, respectively. Every azimuthal location between the pressure node
and antinode will produce a combination of azimuthal pressure and velocity
fluctuations for a standing wave mode. In contrast, spinning modes do not
have a fixed nodal line, and waves propagate circumferentially around the
annulus in the CW direction when A+ ≈ 0 and ACW direction when A− ≈ 0
with the nodal line travelling around the annulus at the speed of sound in
the direction of the mode. Figure 1.8(b) and 1.8(c) show how the HRR os-
cillations rotate in the respective directions around the annulus. Figure 1.8
is a showcase of the HRR oscillation response to azimuthal modes, and all
cases produce an asymmetric response. The understanding of this asym-
metric response is an important part of this thesis and will be discussed
further in § 1.1. Knowing whether the mode is spinning or standing has
two important practical industrial applications (O’Connor et al. 2015): (i)
Placement of sensors needs to account for potential standing mode loca-
tions to avoid the pressure nodal position (ii) Similarly, the effectiveness of
installing resonators depends on the position of standing waves in combus-
tors. However, further complexity arises when taking into account the time
dependence on these modes.

1.0.4 Transverse Oscillations

To simplify the geometry of annular combustors and isolate the effects of
transverse and axial oscillations, researchers such as (Saurabh and Paschereit
2017, O’Connor et al. 2013, Lespinasse et al. 2013, Hauser et al. 2010) con-
structed individual single burner test rigs that isolate a sector of an an-
nular combustor. The rig design eliminates curvature and wall effects by
unwrapping a portion of the annulus to produce a high aspect ratio rectan-
gular combustion chamber. Further simplifications are often made by only
investigating a single flame removing the complexity of flame-flame inter-
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(a) (b)

Figure 1.9: Examples of transverse experimental setups, adapted from
(a) O’Connor and Lieuwen (2012) and (b) Saurabh and Paschereit (2013).

actions. A comprehensive review of transverse combustion instabilities in
atmospheric combustors can be found in O’Connor et al. (2015). A few
fundamental studies significant to the aim of this study will be outlined
here.

Transverse modes in the rectangular combustion setup are emulated via
the installation of speakers. One of the first implementations is a study by
O’Connor and Lieuwen (2011), who used three adjustable speaker pairs con-
nected transversely on both sides of a single flame of interest. The speakers
were used to produce standing waves inside the combustion chamber, and
the phase between the speaker drivers was altered to change the position of
the wave with respect to the flame. An image of the experimental setup is
shown in Fig. 1.9(a).

Transverse pressure oscillations induce axial pressure and velocity oscilla-
tions, which drive the flame response and can be graphically described by
Fig. 1.10. The figure highlights the potential pathways that influence the
response of transversely excited flames. As outlined by O’Connor et al.
(2015), the pathway FT represents the effect of direct transverse acoustic
velocity fluctuations on the flame response. The coupling of the transverse
acoustic field and nozzle acoustics, also known as injector coupling (Davis
and Chehroudi 2004), is represented by pathway FTL. Both these path-
ways have the potential to couple with flow instabilities inducing vortical
velocity fluctuations on the flame response, Fω. The Fϕ pathway is the
fuel/air ratio coupling due to longitudinal disturbances, and the additional
pathway Fωϕ is disturbances in fuel/air ratio based on the flow instabilit-
ies. This definition of flame response pathways by O’Connor et al. (2015)
is based on transverse forcing, however, based on the similarities between



17

Figure 1.10: Potential flame response pathways subjected to transverse acoustic
excitation adopted from O’Connor et al. (2015).

transverse forced systems and annular systems, similar pathways may exist
when subjected to azimuthal acoustic excitation.

The studies by O’Connor and Lieuwen (2012) and Malanoski et al. (2014)
investigated the effects of transverse forcing on a swirled flame. These stud-
ies showed that the flame shape and the local and global HRR fluctuations
were significantly affected by flame position within the standing wave.

It was also shown that the flame HRR fluctuations produced at the pres-
sure node were negligible, and the pressure antinode produced a maximum.
At the pressure node, transverse velocity oscillations are dominant, and
the flame produces an anti-axisymmetric flapping motion that results in
HRR fluctuation cancellation (O’Connor and Lieuwen 2011). This result
was confirmed with simulations by Acharya et al. (2012) and Steinbacher
and Polifke (2022) for a transversely excited laminar axisymmetric premixed
flame. In contrast, the flame at the pressure antinode responded similarly
to that of flames subjected to longitudinal excitation resulting in symmetric
vortex roll-up of the outer shear layers in the absence of transverse velocity
oscillations (O’Connor and Lieuwen 2011). The presence of vortex struc-
tures created by flow oscillations drives the flame response. The delayed
combustion and ignition of entrained reactants in these structures in the
flow field has the ability to sustain the mechanism of feeding energy into an
oscillation (Candel 2002). As explained by Candel (2002), the transport of
reactants into combustion regions is controlled by the vortex roll-up. Thus
this process controls the unsteady conversion of reactants. There are few
studies that focus on intermediate positions in a standing mode, which is
something this thesis aims to address by investigating the HRR response
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Figure 1.11: Illustration of outer shear layer interaction with axial(u′y) and
transverse(u′x) acoustic velocity oscillations. Blue lines represent mean flame swirl
flow, and arrows show the magnitude of velocity oscillations on the right. The
length of the curved arrows represents vorticity. Resultant vorticity direction and
magnitude are shown for cases A and B. Adapted from Saurabh and Paschereit
(2017).

of a flame at three positions along a standing wave. This analysis will be
presented in Chapter 3.

A study by Lespinasse et al. (2013) showed that transverse oscillations in-
duce axial longitudinal fluctuations in the nozzle that dominate the over-
all flame response. Studies by Saurabh and Paschereit (2017) andSaurabh
and Paschereit (2019) improved the conventional transverse set-up by con-
trolling the timing/phase of transverse and axial oscillations, creating trav-
elling waves to closely mimic the response in an annular combustor. An
example of the experimental rig used by Saurabh and Paschereit (2017) is
shown in Fig. 1.9(b). A major finding from this study was the difference
in HRR oscillations based on generating similar amplitude travelling waves
in two different directions, which should produce the same response due to
symmetry. The differences in the HRR response were attributed to slight
asymmetries in the burner itself changing the HRR response. A similar
result was observed in studies by Acharya et al. (2012) and Acharya and
Lieuwen (2019). The effect of asymmetry on the HRR response is signific-
ant when considering the annular configuration in which many sources of
asymmetries can arise. Further discussion on potential asymmetries will be
discussed in § 1.1.
Studies by O’Connor et al. (2010), O’Connor and Lieuwen (2011) and
Hauser et al. (2010) show that the change in the flame shape directly af-
fects the HRR response due to local oscillations combined with the acoustic
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response of the swirler. A potential mechanism to explain the interaction
between axial and transverse oscillations on a swirled flame was illustrated
by Saurabh and Paschereit (2017) and is shown in Fig. 1.11. In this schem-
atic, the interaction between axial and transverse velocity oscillations con-
trols the timing of vortex roll-up at the injector exit. In Fig. 1.11, locations
A and B on either side of the burner are considered. The blue lines repres-
ent the mean swirl flow at a hypothetical frozen state of the flow field. The
arrows on the right-hand side of the figure show the relative magnitude of
the transverse and axial velocity oscillations. The axial velocity fluctuations
at point A and B are equal in the positive y direction, and the transverse
oscillations at both points act in the negative x-direction. However, the
transverse oscillations produce vorticity at different magnitudes, as indic-
ated by the length of the circular arrows. The resultant fluctuation is shown,
in which the difference in vorticity results in different responses on each side
of the flame—showing that transverse oscillations can either enhance or re-
duce the disturbance of axial oscillation, and the response depends on the
timing or phase between the axial and transverse forcing and the location
of the generated vorticies (Saurabh and Paschereit 2017).

The effectiveness of emulating the annular combustor thermoacoustic re-
sponses using a transverse forced setup was evaluated by O’Connor et al.
(2013), in which the authors compare the flame responses of an azimuthally
self-excited flame in an annular combustor to transversely forced flame for
two positions in a standing wave. The comparison showed that asymmetric
and symmetric responses of the flame at the node and pressure antinode,
respectively, were well captured by the single transversely forced flame. The
study also explains that four major characteristics are required to accurately
represent the flow and flame dynamics of the annular combustion (O’Connor
et al. 2015): (i) the flow field must have the ability to capture vortex struc-
tures, (ii) the flame shape needs to be representative in terms of stabilisation,
(iii) the acoustic resonance and compactness needs to be representative, (iv)
the flame spacing needs to representative as annular combustors often con-
tain flames in close proximity with the ability to interact. However, this list
is not exhaustive and additional characteristics will be discussed in § 1.1.
The mentioned studies are useful in isolating the flame response to both
transverse and axial forced systems. However, these studies neglect flame
interaction or wall curvature, which has recently been shown to be important
in annular combustors Nyg̊ard et al. (2021), and will be discussed in § 1.1.
Therefore, while transversely forced setups are useful to isolate some features
that arise in response to transverse oscillations, they do not capture all
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(a) (b)

Figure 1.12: Examples of lab-scale annular combustors. a) Cambridge annular
combustor(left) with zoomed-in image showing closely confined interacting flames
adapted from Worth and Dawson (2013) and b) MICCA combustor (left) and an
image showing equally spaced flames in combustor(right) adapted from Bourgouin
et al. (2013).

relevant effects, and azimuthal oscillations in annular geometry should also
be investigated. The following section will highlight some studies on annular
combustors.

1.1 Azimuthal Oscillations

Investigations of thermoacoustic instabilities on commercial scale gas tur-
bines like the studies performed by Orthmann et al. (1998) and Krebs et al.
(2002) provide a more realistic view of industrial annular combustors. These
studies were the first to obtain experimental data on thermoacoustic in-
stabilities on an industrial gas turbine. However, isolating or quantifying
specific attributes that contribute to thermoacoustics is difficult due to the
lack of optical access and the large expense in running these combustors. In
light of this, researchers (Worth and Dawson 2013, Bourgouin et al. 2013)
have designed and built simpler lab-scale annular combustors. Examples of
these are shown in Fig. 1.14. Two widely reported lab-scale annular com-
bustor configurations are the Cambridge annular combustor (Worth and
Dawson 2013) featuring either 12, 15, or 18 burners and the 16 burner
MICCA combustor (Bourgouin et al. 2013). Both configurations permit
optical access to flames and have been able to produce self-excited instabil-
ities. A more detailed description of these annular combustors can be found
in the review by Vignat et al. (2020), and the relevant findings regarding
thermoacoustic instabilities in these combustors will be discussed herein.
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1.1.1 Pressure response to to annular combustor thermoacoustic
instabilities

Azimuthal mode preference and dynamics

The time-varying nature or modal dynamics of azimuthal modes were first
experimentally shown by Krebs et al. (2002) and Orthmann et al. (1998)
on a full-scale industrial gas turbine and was later confirmed by the use
of Large Eddy Simulations (LES) by Wolf et al. (2012), who showed that
self-excited azimuthal modes had a tendency to switch between spinning or
standing wave modes. This result was also experimentally confirmed on two
lab-scale annular combustors by Worth and Dawson (2013) and Bourgouin
et al. (2013). Noiray and Schuermans (2013) experimentally measured sim-
ultaneous pressure oscillations circumferentially around an annular com-
bustor during a self-excited TI. Statistical analysis showed that the modes
continuously switched between standing, clockwise, and anti-clockwise trav-
elling waves and the modal preference was sensitive to the noise level in the
combustor. Numerical studies by Ghirardo and Bothien (2018) and Ghir-
ardo et al. (2021) showed that spinning wave solutions were positive stable
periodic attractors in the absence of combustion noise. Therefore, the sys-
tem had a preference to spinning wave solutions. However, combustion
noise, typical of industrial gas turbines, drives the solution to standing mode
solutions. Detailed theoretical studies by Bothien et al. (2015), Schuermans
et al. (2003) and Schuermans et al. (2006) show that a potential source of
this modal shift behaviour is a result of asymmetries in the flow field or
HRR spatial distribution.

Several studies of self-excited azimuthal modes have observed a dependence
of the mode state on operating conditions (Worth and Dawson 2017, Prieur
et al. 2017, Indlekofer et al. 2021). A study by Prieur et al. (2017) investig-
ated the effects of injector velocity and equivalence ratio on azimuthal modes
in the MICCA combustor. The study showed that standing and spinning
modes were observed for the same operating condition. In this context,
mode selection were based on the path taken to reach the operating condi-
tion, that is increasing the equivalence ratio from lean conditions resulted in
spinning modes. In contrast, standing modes were observed when the equi-
valence ratio was decreased from rich conditions. Worth and Dawson (2017)
showed that the equivalence ratio not only changed the modal preference
between standing or spinning modes in the Cambridge annular combustor
but also produced unique pathways between the changing of these modes.
A recent numerical study by Faure-Beaulieu et al. (2021) showed that tur-
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(a) ACW swirl case (b) Alternating swirl case

Figure 1.13: Joint probability density function of A− and A+ for self-excited azi-
muthal modes in an annular combustor with an (a) anti-clockwise swirler and (b)
alternating swirler orientation. Adapted from Worth and Dawson (2013).

bulent combustion noise prevalent in gas turbines combustors played a sig-
nificant role in the switching behaviour of azimuthal thermoacoustic modes.

A graphical representation of the modal switching behaviour seen in the
study by Worth and Dawson (2013) is represented in Fig. 1.13. The study
by Worth and Dawson (2013) used probability density functions to highlight
the amplitudes of azimuthal modes and showed that modal preference for
either spinning or standing modes was statistically based on the distance
between neighbouring flames and the orientation of the injector swirlers. A
mean azimuthal flow pattern in the combustion chamber was induced when
the swirlers were in the same direction. However, when the swirlers were
alternately orientated in the opposite direction, the presence of the bulk
flow was eliminated, and the modal preferences statistically tended towards
standing modes.

Swirled flames are of importance to the gas turbine community since they
play a crucial role in flame stabilisation, promoting an anchoring of flame
by introducing a rotational component in the axial flow-field (Vignat et al.
2020). The swirler also induces central and outer recirculation zones that
circulate hot combustion products that ignite fresh reactants (Vignat et al.
2020). Many studies devoted to understanding the effects of the swirler and
the potential pathways of direct and indirect excitation have been given
much attention. A comprehensive review is provided by Candel et al. (2014).

However, it is also interesting to examine the azimuthal modal behaviour in
the absence of swirl. Mazur et al. (2019) performed a study in the absence of
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a bulk swirl motion. Results showed that azimuthal modal response tended
towards ACW and CW spinning modes. A study by Bourgouin et al. (2015)
modified the original MICCA design to eliminate the mean azimuthal flow
(bulk azimuthal flow) by installing widely spaced matrix burners. This new
configuration showed that the dominant mode was spinning modes when
self-excited. Further studies on the modified MICCA setup were performed
by Prieur et al. (2017) to show that the modal preference between stand-
ing, spinning and slanted modes were dependent on flow properties, and
studies by Aguilar et al. (2021) showed how asymmetries change the modal
dynamics of the MICCA combustor when an individual or multiple injectors
are blocked. The study by Aguilar et al. (2021) found that the limit cycle
achieved can be changed when large asymmetries (blocking multiple inject-
ors) are introduced into the system, whereas small asymmetries (blocking of
a single injector) usually maintain the modal preference, further highlighting
its sensitivity to geometric asymmetries.

Dawson and Worth (2015) investigated the effects of installing baffles on the
modal behaviour of the Cambridge annular combustor. The baffle installa-
tion creates a boundary in the azimuthal direction preventing any switching
or drift behaviour in the azimuthal modes of the combustor. It was found
that the presence of the baffles resulted in standing wave modes. In a similar
approach, Mazur et al. (2018) installed Helmholtz resonators in an annular
combustor. The addition of resonators, as expected, increased the damping
of the pressure oscillations in the system but did not eliminate the instabil-
ity.

Understanding the selection and dynamics of azimuthal mode states contin-
ues to be a focus of research efforts. This thesis aims to better understand
the flame response to different modal states thus improving the prediction
of which states are excited. Due to the degenerate nature of azimuthal
modes, the flame response in an annular combustor is subjected to a rich
space of azimuthal modes. The flame response depends on the type, fre-
quency and amplitude of the modes and is sensitive to operating conditions,
combustor noise, asymmetries and geometry. Furthermore, the confinement
of the flame and the flame-flame interaction potentially plays a role in the
HRR response when subjected to self-excited TI. The following section will
discuss some of these effects.

Forced azimuthal modes

The degenerate nature of azimuthal modes makes isolating a given self-
excited modes in an annular combustor difficult. Similar to those in the
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(a)
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Figure 1.14: Overhead OH∗ chemiluminescence mean image for a) 12 unswirled
ethylene flames adapted from Mazur et al. (2019), b) of a single swirled ethyl-
ene flame determined experimentally in this thesis, and, c) 12 swirled ethylene
flames (Nyg̊ard et al. 2021) in an annular combustor.

transversely forced experimental setups, forcing allows for the investigation
of individual modes, especially in isolating non-frequent self-excited modes.
However, forcing on an annular combustor can be more complex than single
flame setups. A significant advancement in annular combustor forcing was
a study by Moeck et al. (2010), which produced standing, spinning and
mixed modes by installing speakers downstream of the injectors in an annu-
lar Rikje tube. The technique was later improved by Humbert et al. (2021),
who produced azimuthal modes in a more controlled manner. Following a
similar approach, studies by Worth and Dawson (2017) used a combination
of two downstream out-of-phase speakers to study standing modes. The
recent advances made by Nyg̊ard et al. (2019) and Nyg̊ard et al. (2021) on
an improved forcing setup have shown that the careful control of azimuthal
modes has been fundamental in understanding the behaviour of the azi-
muthal responses. This thesis will make use of forcing to isolate azimuthal
modes in an annular combustor to better understand their HRR response.

1.1.2 Confinement

The flames under confinement tend to change flame shape depending on the
extent of the confinement (Cuquel et al. 2013, Æsøy et al. 2020, Fu et al.
2005). Studies by Cuquel et al. (2013) show that confinement creates an
over-pressure of the surrounding burnt gas, which induces an acceleration
of fresh reactants. This effect increases the flame height when increasing
the confinement ratio (radius of burner over a unit radius of confinement).
A study by Nyg̊ard and Worth (2021) was aimed at evaluating the Flame
Transfer Function (FTF) and flame dynamics of a single highly swirled
confined flame within a square enclosure across a wide operating envelope.
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The setup promoted close flame-wall interaction, and the varied flow con-
ditions induced a range of wall interactions by changing the flame height.
These types of wall-flame interactions are also prevalent in annular combus-
tors. Experimental data was captured in this thesis for a configuration of a
single-swirled flame in an annular combustion chamber. An overhead OH∗

chemiluminescence image of the mean flow is shown in fig 1.14(b), accompa-
nying the 12 unswirled flames from the study of Mazur et al. (2019) and an
image of 12 swirled flames from the study by Nyg̊ard et al. (2021). The equi-
valence ratios and flow speeds of all three cases are the same, however, the
flame shape drastically changes in each configuration. The unswirled cases
produced symmetric circular flames with little interaction. The single flame
takes on a distinct asymmetric shape based on the effect of the swirler, and
when the neighbouring flames are ignited in fig 1.14(c), this shape is then
changed again, creating a more asymmetric flame structure. The extent of
the confinement changes the acoustic response of flames or, specifically, the
Flame Transfer Function by changing the time delay between acoustic mode
and HRR (Nyg̊ard and Worth 2021).

The three configurations shown in Fig. 1.14 also differ in terms of wall
material, with the first and last configuration enclosing the combustor by
steel walls whereas the configuration in Fig. 1.14(b) having an outer quartz
enclosure and inner steel wall. Different wall materials changes the heat
transfer loses due to conductivity and directly effects quenching and flame
burning rates (Daou and Matalon 2002). Both properties which could po-
tentially alter the flame shape and the response to azimuthal modes. Studies
by McIntosh and Clarke (1984), Mcintosh (1987), Schreel et al. (2002) and
Kedia et al. (2011) have shown that the flame-wall interaction has the poten-
tial to alter burning velocity fluctuations and flame anchoring. The effects
of wall conductivity and confinement will be investigated in Article II of this
thesis.

1.1.3 Interacting flames

The flame response to thermoacoustics alters the flames surface area (Dowl-
ing 1997). Flame surface area changes can occur due to anchoring of the
flame, flow perturbations downstream and the complex geometry of its shear
layers (Driscoll 2008). The flame surface area is also altered in the presence
of flame-flame interaction. Annular combustors can feature closely spaced
flames making flame interaction an important point of interest in studying
thermoacoustic instabilities. When individual flames are brought together,
large-scale flow structures and the distribution of the HRR start to change,
which has been described as macro-level flame-flame interactions (Tyagi
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Figure 1.15: Overhead OH∗ chemiluminescence for a 12, 15 and 18 swirled ethyl-
ene/air annular combustor configuration, adapted from Worth and Dawson (2013).

et al. 2019). A comparison between a single burner and an annular burner
was extensively covered by Kunze et al. (2004), Fanaca et al. (2008) and
Fanaca et al. (2010). These studies demonstrated that fluctuations in the
flame shape resulted in differences in the Flame Transfer Function (FTF).
Worth and Dawson (2012) isolated effects of flame-flame interaction using
planar Laser Induced Fluorescence (LIF) by investigating two interacting
bluff-body stabilised flames in a square enclosure while subjected to lon-
gitudinal forcing. The study showed that flame-flame interactions played a
significant role in flame dynamics. Worth and Dawson (2012) showed that
large-scale flame front merging occurred when flames were brought close
to each other, resulting in a three-dimensional asymmetric flame structure.
The study outlined the importance of 3D methods in resolving the three-
dimensional unsteady flame structure. A later study by Worth and Dawson
(2013) investigated the effects of the distance between neighbouring flames
on azimuthal modal dynamics by varying the number of burners inside the
combustion chamber. Overhead OH∗ imaging was used to characterise the
HRR response of the different configurations when self-excited, and pres-
sure measurements were used to characterise the azimuthal modal states.
Figure 1.15 is a top view comparison of the averaged HRR distribution of
the three configurations investigated in Worth and Dawson (2013). The first
image represents a 12 annular flame configuration. In this configuration, the
flames take an approximately axisymmetric structure with six points of high
intensity that the authors account for as the effect of the upstream six-vaned
swirler. The next two images represent the flames being brought together
in a 15 burner configuration and a 18 burner configuration, resulting in
large-scale merging flame structures between adjacent flames with regions
of high HRR. The interaction zones are also angled in the direction of the
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Figure 1.16: Experimentally determined azimuthal Flame Describing Function of
ACW and CW modes of swirled flames in an annular combustor. The gain of the
FDF representing the magnitude of the HRR oscillation is represented on the left.
The respective phase is represented on the right. Adapted from Nyg̊ard (2021).

swirler. The formation of an interaction region between adjacent flames has
also been shown to significantly alter the spatial HRR distribution for both
annular (Worth and Dawson 2013, Dawson and Worth 2014), multi-injector
can configurations (Samarasinghe et al. 2013, 2017), and Mesoscale burner
arrays (Rajasegar et al. 2019), again altering their thermoacoustic response.

1.1.4 HRR response to annular combustor thermoacoustic instabil-
ities

A few studies have quantified the HRR response of annular combustor flames
subjected to azimuthal modes. A study by Mazur et al. (2019), as earlier
mentioned, investigated self-excited unswirled flames in annular combustor.
An overhead OH∗ chemiluminescence image from this study is shown in
fig 1.14(a) representing 12 unswirled mean unforced flames. The measure-
ment technique was useful in picking up high bands of intensity that showed
that more HRR response was present on the side of the flame that was in-
cident to the modal direction. A significant result was that the spatial HRR
distribution were highly axisymmetric in both the spinning directions but
the HRR response of both spinning directions were identical. Using azi-
muthal forcing, studies by Nyg̊ard et al. (2019) and Nyg̊ard et al. (2021)
investigated the HRR response of ACW and CW spinning modes of swirled
in an annular combustor in a similar arrangement to Mazur et al. (2019).
In contrast to Mazur et al. (2019), results showed that the HRR response
differed between the spinning directions (Nyg̊ard and Worth 2021). This
was shown by defining an azimuthal FDF describing the flame response to
azimuthal axial velocity fluctuations in the modal direction, as shown in
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Figure 1.17: Rotational average from bloch kernel representing the spatially integ-
rated HRR response of the ACW and CW modes highlight a single flame in an
annular combustor. Adapted from Nyg̊ard et al. (2021).

Fig. 1.16. This allowed for the isolation of the HRR fluctuations to the
ACW and CW component of the azimuthal axial velocity fluctuations. It
is clear from Fig. 1.16 that the HRR response differs between the modal
direction and the HRR response is larger for the ACW mode. However, the
phase for both directions is fairly constant. To investigate the difference in
the HRR response, Nyg̊ard et al. (2021) used integrated line of sight ima-
ging to isolate a flame in the annular combustor for both ACW and CW
modes. The authors used a technique known as Bloch theory (Bloch 1929)
to aid in isolating the HRR response from these images. More details on
this method can be found in Nyg̊ard et al. (2021), and the result is shown in
Fig. 1.17 and can be interpreted as the response of the flames to a pure ACW
and CW mode. Large bands of high intensity are seen in both responses
and are highlighted by the yellow dashed lines. The ACW case produces
brighter bands of intensity representing large HRR oscillations close to the
outer combustor wall and at the interaction of an adjacent flame. In both
responses, a spiral-like pattern is observed that is not mirrored around the
centered axis, and the spatial HRR distribution is different for each modal
direction implying that the response is three-dimensional in nature. The
authors relate the findings to the swirl orientation of the flames and the
effects of the curved enclosure.

The use of integrated line of sight overhead imaging and phase averaging in
this study helped identify large-scale structural differences in the response,
however, the cause of the asymmetry is not well understood. This result
provides the motivation for this thesis, which aims to better understand why
this difference occurs. Planar or 2D integrated line of sight techniques offer
advantages in the spatial distribution or global HRR oscillation measure-
ments, respectively. However, this is restricted to two dimensions limiting
our understanding of flames that are non-axisymmetric or produce complex
three-dimensional large-scale flame dynamics (Worth and Dawson 2013).
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This thesis focuses on developing and implementing three-dimensional tech-
niques to isolate flame dynamics which result in differences in the flame
response during ACW and CW modes. The studies on annular combus-
tors show that the flame response can be highly asymmetric, making the
use of three-dimensional techniques necessary. The use of three-dimensional
measurement on flames is extensive, however, there are no experimental ap-
plications of such techniques directly on annular combustors with respect
to thermoacoustics and subsequent flame dynamics. This particular config-
uration has features which makes the application of certain methods chal-
lenging. Experimental techniques for investigating HRR oscillations will be
discussed in the next section.

1.2 Experimental Measurement Techniques to determ-
ine HRR

Studies in thermoacoustics have benefited from the use of Flame Transfer
Functions and the analysis of flame dynamics through imaging techniques
that isolate the HRR response of flames. These analyses rely on quan-
tifying the HRR response of combustion processes under the influence of
TI. Thus providing the motivation for experimental techniques that can
non-intrusively measure the HRR and its response to thermoacoustics in-
stabilities. The direct measurement of HRR can be challenging and involves
precise measurement of simultaneous species concentrations and temperat-
ure to determine the local HRR from Law (2006):

q̂ =

N∑

α=1

ω̇αh
◦
f,α, (1.9)

where N , h◦f,α,α and ω̇α represents the number of species α, heat of forma-
tion, and reaction rate respectively. Typically fuels comprise of thousands
of species and reactions making the direct measurement of HRR by this
formulation an extremely difficult task (Lu and Law 2009). An easier and
more practical approach would be to measure a scalar quantity that can be
correlated back to HRR (Najm et al. 1998).

However, authors have reported that the choice of scalar quantity for HRR
is not universal and is sensitive to chemical and physical attributes of the
combustion process (Ferrarotti et al. 2020). Najm et al. (1998) and Nikolaou
and Swaminathan (2014) suggest that this sensitivity is related to the the
system operating conditions and properties of the fuel mixture. For ex-
ample, studies by Najm et al. (1998) and Paul and Najm (1998) showed
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that the formyl radical, HCO, is a good marker for HRR in rich and stoi-
chiometric conditions. Other studies such as Vagelopoulos and Frank (2005)
showed that the HRR of undiluted reactant mixtures are better captured
by tracking CH concentrations. The proposal of HCO as marker in the
former case by Najm et al. (1998) and Paul and Najm (1998) was based
on the radical’s ability to represent the largest fractional distribution of
HRR, the molecule is also an intermediate in the oxidation of methane and
the concentration is dependent on the production rate of CO2. The use of
HCO is promising however, Mulla et al. (2016) and Minamoto and Swam-
inathan (2014) practically showed that the tracking of HCO concentration
produces a low signal to noise ratio. Thus more reliable markers such as
OH or CH2O were adopted in combustion diagnostics due to the ease of
measuring the species signal and its direct impact on HCO formation via
the equilibrium reaction, OH + CH2O = HCO + H2O (Ferrarotti et al.
2020). An effective use of these markers to investigate forced flames has
been demonstrated by Balachandran et al. (2005), in which the authors use
a combination of OH and CH2O LIF to investigate flame dynamics when a
single flame is perturbed by longitudinal forcing. Other flame investigations
involving the use of the OH/CH2O for use of HRR tracking include Böckle
et al. (2000), Vagelopoulos and Frank (2005), Ayoola et al. (2006), Gor-
don et al. (2009), Dworkin et al. (2009), Ayoola et al. (2009a), Ayoola
et al. (2009b), Röder et al. (2013) and Gabet et al. (2012). In combin-
ation these radicals are good markers in tracking HRR, however, tracking
multiple species can be expensive, laser based techniques would require mul-
tiple lasers to obtain simultaneous data or multiple cameras equipped with
respective filters would be required. Conventionally chemiluminescence of
naturally excited species such as OH∗ or CH∗ and the use of laser excita-
tion (Balachandran et al. 2005, Paul and Najm 1998, Najm et al. 1998) have
been applied to successfully investigate the reaction zone and topology of
flame dynamics (Ferrarotti et al. 2020, Doan and Swaminathan 2019) out-
lining the two common means in assessing HRR. In the latter case of laser
excitation the method requires the tracking of the flame front to determine
the Flame Surface Density (FSD) that is then related back to HRR. It is
therefore important to understand how each technique provides advantages
in determining HRR and its relevance to more advanced 3D methods for
better interpretation of thermoacoustic instabilities.

1.2.1 Chemiluminescence

Unlike other chemical processes, the combustion process results in the emis-
sion of light by the presence of a visible flame. The quality of light emis-
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(a)

(b)

Figure 1.18: (a) Flame spectrum highlighting chemical species at different excited
states for a hydrocarbon flame. Broadband spectrum and thermal radiation has
been subtracted to highlight the peaks in the signal. Adapted from Najafabadi et al.
(2017). (b) Graphical representation showing a pixel contribution in a single Line-
Of-Sight through a discretised volume during tomographic reconstruction. Adapted
from Floyd and Kempf (2011).

sion, known as light spectrum, has been fundamental in studying com-
bustion processes (Gaydon 1974). Each flame produces a distinct spec-
trum: hydrogen flames produce faint visible light, but strong bands of
ultra-violet light, fuel-rich hydrocarbon flames produce light with strong
green bands, whereas lean hydrocarbon flames produce violet bands. Tak-
ing advantage of these unique responses, the measurement of flame spectra
have been used to distinguish between different flame types and operat-
ing conditions (Gaydon 1974). A common combustion diagnostic tool that
relies on flame spectra is flame chemiluminescence imaging (Schulz et al.
2007). Chemiluminescence is a process in which molecules emit light while
returning to a fundamental state, as it follows different pathways, the mo-
lecules emit a spectrum of characteristic bandwidths representing respective
radicals (Alviso et al. 2017). Figure 1.18(a) represents the flame spectrum
of chemiluminescence emitted radiation of a hydrocarbon flame with peaks
representing the light emission of radical species at different wavelengths,
adapted from Najafabadi et al. (2017). During combustion, hydrocarbon
radicals form a unique primary combustion zone where visible bandwidths
such as CH∗ (431 nm) and C∗

2 (516 nm) are present. However, modern
lean premixed gas turbine combustors operate in the regime where flame
chemiluminescence from species such as CH∗ and C∗

2 are significantly lower
than OH∗ (Haber and Vandsburger 2003). The largest peak in Fig. 1.18(a)
represents the OH∗ (306.4 nm) radical that corresponds to the ultraviolet
bandwidth, and the emission of the radical is found in the outer zone of
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the flame, representing a secondary combustion process (Alviso et al. 2017).
An experimental means to study flame behaviour is by analysis of the time
and space resolved emission of these excited species (Liu et al. 2020). These
radicals form within the high temperature reaction zone and have been used
to determine macroscopic flame properties such as the identification of the
reaction zone (Kojima et al. 2005, Shim et al. 2018, He et al. 2019), equival-
ence ratio (Hardalupas et al. 2004, Quintino et al. 2018), and Heat Release
Rate (Hardalupas and Orain 2004, Panoutsos et al. 2009, Hardalupas et al.
2010, Hossain and Nakamura 2014, Lv et al. 2017, Liu et al. 2019, Hu et al.
2019, Lauer and Sattelmayer 2010). The latter application of flame chemi-
luminescence is of interest to this thesis, and OH∗ chemiluminescence has
been adopted to qualitatively measure HRR responses.

The process of chemiluminescence is sensitive to equivalence ratio (Hardalu-
pas and Orain 2004, Tripathi et al. 2012), temperature (Gaydon 1974, Nori
and Scitzman 2009) and pressure (Ikeda et al. 2002, Lee and Santavicca
2003, Kojima et al. 2000). Numerical studies by Najm et al. (1998) found
that 2D chemiluminescence measurements do not predict local HRR in re-
gions where the local flame structure experiences large curvature and strain
effects. Due to this sensitivity and potential limitations, consensus on chemi-
luminescence measurement being representative of HRR is still debatable in
literature (Hardalupas et al. 2010). Nonetheless, The popularity of using
2D chemiluminescence is that the technique (Hardalupas et al. 2010): (i)
is an optical diagnostic making it non-intrusive and attractive for harsh
environments, (ii) does not require external excitation due to the natural
occurrence of chemiluminescence during combustion, and (iii) is a cheap and
robust technique that does not require complicated alignment.

A significant limitation of 2D chemiluminescence measurements is the am-
biguities created in spatial resolution since the acquired two-dimensional
image is formed from integrated Lines-Of-Sight (LOS) (Ma et al. 2016).
Furthermore, The flame front structure of turbulent flames is inherently
three-dimensional and transient (Xu et al. 2015). Therefore, the technique
performs well in terms of global HRR measurement (Lee and Santavicca
2003), but identification of flame dynamics becomes difficult when flames
produce non-axisymmetric responses. This limitation of the technique can
be minimised by extending the technique to three dimensions to produce
spatially resolved data (Ma et al. 2017).
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Computed Tomography of Chemiluminescence

Computed Tomography (CT) was introduced in the early 1970s as a med-
ical diagnostic tool capable of reconstructing a density distribution based on
x-ray measurements. Since then, the CT method has been adopted to pro-
duce a non-intrusive three-dimensional technique in numerous applications
of engineering and science (Upton et al. 2011). Such applications include
Computed Tomography of Chemiluminescence (CTC) that has been used
to resolve the complete three-dimensional spatial HRR field (Worth and
Dawson 2013, Floyd and Kempf 2011, Cai et al. 2013, Dreizler et al. 2018,
Ishino and Ohiwa 2005). CTC uses image reconstruction by producing a
volume distribution of a scalar function from projected line integrals (Pi)
along a finite number of lines with known locations (Herman and Lent 1976).

The problem of reconstruction from projections was first solved by Radon
in 1917 Herman and Lent (1976). Radon proposed an analytical expression
known as the inverse Radon transformation that maps infinite continuous
line integrals to determine a distribution of a property along a projection.
In this formulation, all lines are known, however, in reality, recording a fi-
nite number is possible, and when coupled with unavoidable measurement
uncertainty, the inverse Radon transformation becomes ill-posed (Madych
2004). Therefore, reconstruction methods for finite projections have ad-
opted a discretised approach to solving the reconstruction problem. An
algebraic formulation is usually used to reconstruct a volume in which pro-
jections are modelled as a linear system of basis functions with unknown
weights (Upton et al. 2011). Each basis function represents the distribution
of each local voxel on a defined regular grid. An illustration of the contri-
bution and weighting of a single voxel along a projection line is shown in
Fig. 1.18(b), and is mathematically represented in Eq. 1.10. As per the illus-
tration, the projections are presented by the sum of weighted basis function
coefficients (Upton et al. 2011). In this formulation, the reconstruction is
defined as:

Wfob = Pr (1.10)

where Pr are projections, fob represents the object matrix, andW represents
a weighting matrix that relates the projection to every discretised point in
the object volume. Equation 1.10 results in a set of simple linear equations.
However, the size of the problem requires large computational expense. A
large set of image algorithms are available in solving Eq. 1.10 and can be
categorised into iterative, simultaneous or block-iterative. Iterative meth-
ods provide better convergence than simultaneous schemes, and although
block-iterative schemes have shown to be beneficial, they are more unstable
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than pure iterative schemes (Byrne 1998). Other reconstruction algorithms
also include genetic algorithms (Goldberg and Holland 1988). These al-
gorithms are used in the biological field with emphasis on the mechanics of
genetic principles and have been recently getting attention (Foo et al. 2022,
Unterberger and Mohri 2022) due to the algorithms ability to reconstruct
a field based on limited projections (Kihm and Lyons 1996). However, the
most widely used iterative reconstruction algorithm is the Algebraic Re-
construction Technique (ART) or Multiplicative Algebraic Reconstruction
Technique (MART) in CTC implementations (Worth and Dawson 2013,
Floyd and Kempf 2011, Cai et al. 2013, Wang et al. 2015). These algorithms
are commonly used since (Floyd and Kempf 2011): (i) reconstructions do
not require a large number of views, (ii) implementation is robust in the pres-
ence of noise, (iii) it is easy to incorporate a-prior information, and (iv) the
algorithm is not restrictive by object shape or geometry. A comprehensive
review of the choice of basis functions and reconstruction algorithms can be
found in Verhoeven (1993). Due to the simplicity and mentioned advantages
in implementation, the ART algorithm was chosen for a CTC reconstruction
in this thesis.

The reconstruction process from CTC requires multiple LOS measured over
a range of independent viewing angles (Floyd and Kempf 2011). However,
a large viewing angle requires that the flame of interest has sufficient op-
tical access, which can sometimes prohibit the technique’s applicability to
confined combustion processes. This may affect reconstruction accuracy,
which is sensitive to the number and angles used in the reconstruction pro-
cess (Wiseman et al. 2017). A typical approach is to use an array of many
cameras simultaneous capturing the flame field (Unterberger et al. 2018,
Meyer et al. 2016, Gilabert et al. 2007, Ishino et al. 2008), a large collection
of optical fibres in combination with a single camera (Liu et al. 2019, Yu
et al. 2020, Moinul Hossain et al. 2012, Mohamad et al. 2006) or a single
camera reposition across multiple views (Floyd and Kempf 2011, Worth
and Dawson 2012, Wiseman et al. 2017). However, the latter application
removes the possibility of time-resolved data, meaning only, phase-averaged
or time averaged data can be resolved.

Other practical considerations should also be taken into account when exper-
imentally implementing CTC. These include choosing a mapping function
to transform the camera coordinates from pixels into real-world coordinates.
In addition, the accuracy of the reconstruction process depends on the preci-
sion of the camera calibration model (Elsinga et al. 2006) and is sensitive to
the experimental optical setup (Wieneke and Taylor 2006). Further exper-
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imental considerations will be outlined in Chapter 2 and a comprehensive
review of volumetric emission tomography measurements can be found in
Grauer et al. (2023)

A study in this thesis outlines some limitations when applying the CTC
method (Article I), one major drawback was that all flames within the com-
bustor could not be ignited during acquisition. This removes some complex-
ity in flame interaction. However, this changed the original set-up from that
of Nyg̊ard et al. (2021). Therefore, one of this thesis’s aims was to develop
a separate three-dimensional technique to overcome this limitation. This
technique is known as Scanning Planar Laser Induced Fluorescence (PLIF)
and is discussed in the next section.

1.2.2 Laser Induced Fluorescence and Flame Surface Density

Laser Induced Fluorescence (LIF) is the spontaneous emission of an atom
or a molecule when excited by laser radiation. The radiative stimulation
of the atom receives energy by absorption, resulting in an unstable excited
state that slowly decays by emitting energy (Daily 1997). The emission of
energy produces fluorescence and can be captured by a detector. The re-
cording of the fluorescence signal provides the concentration of the excited
states, and when a single molecule is excited, one can measure the concen-
tration of that species. LIF has been instrumental in combustion diagnostics
and has been used to investigate flame topology (Filatyev et al. 2005, Hult
et al. 2007), characterisation of reaction zones Ryan et al. (2009), Tanahashi
et al. (2005), measurement of species concentration (Zhao et al. 2011, Yan
et al. 2010, Koochesfahani and Dimotakis 1985, Zhao et al. 1994, Medford
et al. 2011), velocity measurement (McDaniel et al. 1983) and temperature
measurement (Seitzman et al. 1985, Eckbreth 1996).

A typical experimental setup, as shown in Fig. 1.19, consists of a laser
source, optics to collimate a thin laser sheet, and a detector, in this case, a
camera fitted with a filter to measure a specific excited species in the flame.
Usually, the laser sheet required is made to be as thin as possible to min-
imise out-of-plane effects (Crimaldi 2008). To isolate the fluorescence of a
single molecule, the laser source is tuned to a specific absorption transition.
An example of an OH-PLIF image is also shown in Fig. 1.19, in which a
large intensity gradient is observed in the burnt gas that corresponds to the
concentration of the OH radical. In contrast, a low signal is observed in
the unburnt gas regions. The difference in gradients between these regions
makes OH-PLIF attractive in identifying the instantaneous flame front. The
identification of the flame front is useful in Flame Surface Density calcula-



36 Introduction

Laser 

Source

Sheet Optics 

High Speed Camera

fluorescence

burner

Filter

Laser sheet

1

Resulting image

Figure 1.19: An example of a typical Planar Laser Induced Fluorescence experi-
mental setup consisting of a laser source, a series of optics to collimate the laser
output into a sheet, and a camera system fitted with a filter to capture a specific
wavelength. The image shown in the figure is an example of an OH PLIF image of
an ethylene/air flame.

tions.

FSD has been used to infer flame HRR (Dawson and Worth 2014, Paul
and Najm 1998, Knikker et al. 2002, Halter et al. 2009). FSD is defined
as the flamelet surface area per unit volume, averaged over time, under the
assumption of a flamelet framework for premixed turbulent flames. In this
frame work it is assumed that the effect of turbulence is limited to the flame
surface (Zhang et al. 2015). Halter et al. (2009) relates FSD to the flame
burning rate by assuming that all chemical reactions are located in a thin
region separating burnt and unburnt gases, then the mean local reaction
rate is defined as:

ωk = ρ0⟨Sk⟩FSD (1.11)

where ρ0, and ⟨Sk⟩ are the density of fresh gas and mean reaction rate of
species k per unit flame area. FSD is directly proportional to HRR from
equation 1.9 and 1.11. FSD of turbulent combustion systems provides the
means to accurately model reaction rates in tools such as RANS (Reynolds
Averaged Navier-Stokes equations) and LES and is determined by solv-
ing balance equations Candel and Poinsot (1990) or calculated algebraic-
ally (Bray 1990), spectrally (Wirth and Peters 1992), through fractal mod-
elling (Gouldin et al. 1989) or experimentally using two-dimensional Planar
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Laser Induced Fluorescence.

In the latter case, the realization of a three-dimensional instantaneous flame
front visualization is rare since three-dimensional techniques are not trivial
to implement. When implementing 2D measurements, it is usually assumed
that the out-of-plane flame wrinkling is negligible.As discussed earlier, this
assumption falls short for turbulent flames.

LIF has been fundamental in the experimental determination of FSD and
the formulation by Pope (1988) has been crucial in its calculation:

FSD = lim
∆x→0

Af

∆x3
(1.12)

where Af is the flame surface area over an interrogation volume ∆x3. As per
Eq. 1.12, the calculation of FSD is inherently three-dimensional. However,
many calculations of FSD are done from two-dimensional images where the
interrogation box is based on a square window, and the flame surface is rep-
resented as a two-dimensional arc length. In two dimensions, Veynante et al.
(1994) showed that the formulation could be experimentally determined by
isolating overlapping square windows over the domain of tomographic im-
ages. The size of the window chosen was a compromise between limiting
noise effects which occur in small boxes and limiting artificial diffusion that
occurs in large boxes (Veynante et al. 1994). After binarising the images and
identifying the flame front, the arc length in each interrogation window is
determined. The binarising process is done by isolating burnt and unburnt
gases by tracking a process variable that takes a value of 1 in the burnt
gas and 0 in the unburnt gas. FSD is then calculated based on the average
flame length within the interrogation box divided by the window area, and
the resulting value of FSD is allocated to the center of the interrogation
box. This calculation neglects any 3D effects in the highlighted plane. The
dependence on the interrogation box was later evaluated by Donbar et al.
(2000), who suggested that the size limitation of the interrogation box needs
to be smaller than the flames brush. A thorough review of FSD calculation
can be found in Driscoll (2008) for both experimental and theoretical ap-
plications. The experimental FSD procedure as defined by Veynante et al.
(1994) has been extensively used in the investigation of flame dynamics of
bunsen burners (Lee et al. 2000, Deschamps et al. 1996, Chen and Bilger
2002, Bell et al. 2007), V-flames (Veynante et al. 1996, Shepherd 1996),
low swirling flames (Shepherd et al. 2002), wide-angled diffuser (Lawn and
Schefer 2006) and flat flames (Shepherd and Cheng 2001). The mentioned
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applications are for axisymmetric flows, making 2D measurements ideal for
studying such flames.

Many studies extend 2D measurement to infer 3D FSD. For example, a
study by Balachandran et al. (2005) calculated 2D Flame Surface Area
(FSA), which represented the flame length per unit area, from a single
measurement plane and inferred a 3D distribution of FSD by rotation under
the assumption of axisymmetry. The resulting global FSD was then related
to integrated OH∗ measurements of Heat Release Rate fluctuations, showing
good agreement. However, the authors highlight that FSD calculated from
2D images neglects fine-scale wrinkling typically present along the surface of
turbulent flames. A study conducted by Halter et al. (2009) showed that the
errors associated with these planar measurements in using FSD to determine
the total reaction rate are around 25-30 percent for atmospheric flames and
estimated to be great than 50 percent for pressurized flames. However,
Halter et al. (2009) also showed that the total reaction rate estimation
could be approximately around 3 to 10 percent for atmospheric flames when
estimating the total flame surface in cases where the flow is statistically
axisymmetrical with regards to its mean flow.

Much effort has been put into converting 2D flame surface density to es-
timate the 3D flame response. However, limitations to these methods will
persist for flames that produce non-axisymmetric flame shapes. Therefore
the use of three-dimensional techniques in determining FSD is important.

Scanning Planar Laser Induced Fluorescence

A means to produce a three-dimensional analysis using LIF is by combining
PLIF with scanning optics known as Scanning PLIF. In Scanning PLIF,
a laser sheet is rapidly scanned across a volumetric domain, and planar
images are acquired through the scan that are then stacked together to
form a three-dimensional measurement (Kychakoff et al. 1987, Cho et al.
2014, Miller et al. 2014, Wellander et al. 2014, Yip et al. 1986, 1994, Li
et al. 2017, Weinkauff et al. 2015). In Scanning PLIF, temporal resolution
is based on the speed of a complete scan defined by the time taken for
the laser sheet to sweep the entire volume. Obtaining temporally resolved
three-dimensional data would require the scanning speed to be an order of
magnitude faster than the flow to effectively freeze the flow (Ma et al. 2017).
Even with recent advances in camera acquisition and laser repetition rates,
this restriction requires that scan frequencies be in the order of 0.1 to 3 MHz
to temporally resolve turbulent reacting flows (Cho et al. 2014). Mechanical
devices that can scan at these speeds are currently not possible, and most
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implementations of time-resolved Scanning LIF come at a trade-off between
scan speed and scan depth (Römer and Bechtold 2014). A potential device
with the ability to produce high scan speeds is an Acousto-Optic Deflectors
with scan frequencies in the order of 100 KHz, and such devices have been
used in the scanning application of a turbulent lifted jet flame (Li et al.
2017). However, the speed of the scan was restricted by camera acquisition
and laser repetition rates. Furthermore, the scanning speed also restricted
the implementations to a small volume (13.7 mm).

A study by Weinkauff et al. (2015) applied Scanning PLIF to investigate
the time-resolved 3D flame structure of a lifted jet flame. The study showed
that the scan rate is sensitive to in-depth spatial resolution. As the authors
increased the scan rate, fewer sheets were able to resolve the flow field.
The study used Scanning PLIF to identify time-resolved and spatially re-
solved flame events, while highlighting how the 3D interpretation resolves
some ambiguities in 2D measurements. Weinkauff et al. (2015) estimated
the size of vortical structure in the flow field to define the scan speed to
sufficient resolve these structures, showing that a scan speed of 5 kHz was
sufficient. However, as suggested by Weinkauff et al. (2015) improving spa-
tial resolution would require laser repetition rates in the order of 1 MHz. In
Scanning PLIF, the in-plane resolution is set by the camera resolution, and
the number of laser sheets sets the in-depth resolution. The number of laser
sheets is defined by the number of positions in the scan at which images are
acquired. A study by Cho et al. (2014) performed time-resolved scanning
3D OH PLIF to investigate jetting events on the combustion of a droplet
and solid propellant combustion. The experiment consisted of a 5 kHz OH
PLIF system. Although 3D reconstructions were possible at a scan speed of
5 kHz, at this scan rate, only 6 images were acquired for every scan, limiting
the spatial resolution of the scan depth. Nonetheless, the dynamics events
of the multiphase combustion system were identified in 3D. However, the
technique could resolve events in the order of 100 Hz.

This thesis evaluates flames with a bulk flow velocity of 17-18 m/s and a
required scan depth of 40 mm. Based on these parameters, a minimum scan
rate greater than 40 kHz will be required to freeze the flow. This estim-
ation was based on calculating the time a single particle takes to move 1
pixel distance in the flow field. Therefore, a complete scan must be faster
than the time taken for the flame front (particle) to move 1 pixel distance.
The pixel resolution was taken from Article II in this calculation to convert
a pixel to mm. An acquisition system for Scanning PLIF at this rate is
not possible, and, therefore, this thesis investigated azimuthal modes on a
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phased-averaged basis removing the need for temporal resolution and allow-
ing for a large scan depth with a large number of laser positions.

1.2.3 Other three-dimensional techniques

It is also useful to understand other 3D combustion techniques, one of which
includes Volumetric Laser Induced Fluorescence (VLIF) (Ma et al. 2017,
Meyer et al. 2016, Xu et al. 2017, Jiang et al. 2016, Wu et al. 2015, Halls
et al. 2016). The technique is a combination of LIF and tomography in
which a thick laser sheet covers the domain of interest while multiple cam-
eras creating many viewing angles are used to tomographically reconstruct
the three-dimensional distribution of the measured scalar quantity. Meyer
et al. (2016) used VLIF to track soot formation in turbulent jet diffusion
flames. The reconstruction was based on 14 simultaneous views with 8 cam-
eras, however, the authors show that 4 cameras were sufficient to resolve a
20 mm field of depth. Despite the success in reconstruction, the authors
also point out the lack of spatial resolution due to poor laser intensity dis-
tribution. A study by Wu et al. (2015) show how VLIF can be used for
larger volumes and were able to reconstruct a 50 mm field of view of a
non-reactive turbulent jet of nitrogen seeded with iodine vapour. However,
the authors note that the spatial resolution of PLIF offers superior resolu-
tion, and again, numerous views are required for reconstruction. Regarding
combustion diagnostics, Ma et al. (2017) performed VLIF on a turbulent
bunsen flame with a depth of volume of 5 mm and 5 independent views.
The authors use the tracking of the CH radical to overcome limitations in
laser non-uniformity that makes reconstruction difficult. Again the authors
compare the 3D VLIF reconstruction with PLIF showing that even though
the spatial resolution of PLIF is better, more flame elements can be tracked
in 3D with the VLIF technique. The VLIF technique’s ability to accurately
reconstruct three-dimensional scalar fields, its drawbacks and advantages
are outlined in Xu et al. (2017). One of the limitations outlined in the
study is the technique’s ability to reconstruct large volumes. This limita-
tion is a consequence of laser power, and therefore, the technique is usually
applied to small volumes of interest. The technique was not adopted in this
thesis due to these limitations. A few diagnostic tools have been outlined
here. However, these are not exhaustive, and a comprehensive review can
be found in Schulz et al. (2007).

1.2.4 Comparison of Chemiluminescence and PLIF

In this thesis LIF and Chemiluminescence are both used in implementing
three-dimensional techniques. Both the techniques are promising in the
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investigation of flame dynamics. However, as presented, these techniques
have drawbacks. Ratner et al. (2000) performed a comparison of OH PLIF,
NO PLIF and chemiluminescence on a single acoustically forced flame. The
study showed that while chemiluminescence is an easier method to imple-
ment experimentally, the PLIF method provides better insights into spatial
localisation and flame structure (Ratner et al. 2000). Chemiluminescence,
however, does not require any excitation of the flow field, as outlined by
Mulla et al. (2016). LIF-based measurements are often not used in ac-
tual combustion engines due to spatial restrictions; therefore, the preferred
strategy is usually chemiluminescence. Nonetheless, in terms of its applic-
ations to laboratory burners, LIF-based techniques have been extensively
used since the accuracy outweighs the complexity of the technique. Another
study by Ma et al. (2016) compared 2D CH∗ PLIF with 3D tomographic
chemiluminescence on a turbulent flame. Both techniques imaged the flame
simultaneously, and a center slice of the 3D measurement was directly com-
pared to PLIF at the same location. The comparison by Ma et al. (2016)
showed that although the PLIF measurement was superior in temporal and
spatial resolution in a plane, the 3D measurement captured more flame
elements, allowing for 3D curvature unobtainable in the 2D measurement.
Each technique has advantages and disadvantages, and the successful imple-
mentations should be defined based on the application. In this thesis, both
CTC and Scanning PLIF were applied to the annular combustor to study
TI. In both these implementations, drawbacks and success are discussed.

1.3 Research Objectives

This thesis aims to provide a better understanding of the HRR response
to azimuthal modes in an annular combustor.Section 1.1.4 presented the
differences in the HRR response of annular combustor flames when azi-
muthally forced in ACW, and CW directions observed by Nyg̊ard et al.
(2021). The fundamental mechanism for the difference in this response is
unknown, and this thesis aims to provide insight into this. This aim will be
realised by focusing on the flame dynamics of an individual flame in the an-
nular combustor during azimuthal excitation. This will be accomplished by
implementing two three-dimensional techniques to measure the HRR within
the combustor. The 3D HHR spatial field will help explain the global re-
sponse to different modal conditions. To achieve these aims, the following
objectives of this thesis are defined:

1. Investigate the dynamics of a single flame subjected to ACW and CW
azimuthal modes inside an annular combustor
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Section 1.1.4 highlighted the motivation in understanding the flame
dynamics of ACW and CW modes to isolate regions in the flame that
produces a difference in their response. To address this, Computed
Tomography of Chemiluminescence will be implemented on an annu-
lar combustor to spatially resolve the HRR response of azimuthally
forced flames in three dimensions. The investigation will isolate a
single forced flame within the confinement of the annular combustor.
The absence of neighbouring flames makes the CTC method ideal for
understanding the flame response.

2. Develop a three-dimensional technique that overcomes limitations of
the CTC method for the evaluation of flame dynamics in an annular
combustor
This objective will be executed by evaluating Scanning PLIF as an
alternative three-dimensional technique to resolve the HRR response
in a multi-flame annular combustor. Flame Surface density will be
used as a marker for the HRR response. A phase-averaged approach
will be implemented allowing for a large volume to be reconstructed.
Limitations of the Scanning PLIF method will also be evaluated and
where possible solutions will be proposed.

3. Apply the Scanning PLIF technique to investigate the three-dimensional
HRR response of unswirled flames in a standing wave
With the use of Scanning PLIF, the HRR response for different posi-
tions along a standing wave will be investigated for unswirled flames in
an annular combustor. Section 1.1 and Section 1.0.4 outlined studies
that investigated positioning a flame at the node and antinode of a
standing wave for both transverse and annular setups. In this thesis,
the complexity of the swirler was omitted to remove flame-flame and
flame-wall interactions, and also remove the spatial redistribution of
the HRR oscillations due to to swirl, simplifying the response.

4. Apply the Scanning PLIF technique to investigate the three-dimensional
HRR response to spinning modes
A three-dimensional analysis will be applied to understand the HRR
response to CW and ACW modes of swirled flames in a 18 injector
annular combustor configuration. This configuration promotes flame-
flame interaction and the FOV will isolate two half flames while resolv-
ing the complete flame-flame interaction zone. The analysis will be
aimed at identifying flame structures and the timing of the response
and how these impact the HRR for each modal direction. Thus provid-
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ing insight into why different HRR responses occurs between spinning
azimuthal modes.

1.4 Thesis Outline

This thesis is organised into 5 Chapters. Chapter 1 provides background and
motivation, outlining some studies in thermoacoustics in single, transverse
and, most importantly, annular combustors. Experimental methods are
also outlined in Chapter 1, and the Chapter concludes with the research
aims. Chapter 2 presents experimental methods, setups and data processing
methods. Some results were not yet published and will be briefly outlined
in Chapter 3. In Chapter 4, three publications will be summarised, and the
full-length articles are presented at the end of this thesis. Finally, Chapter 5
provides conclusions and describes how the main aims have been achieved.
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We are certainly not to relinquish the evidence of exper-
iments for the sake of dreams and vain fictions of our
own devising; nor are we to recede from the analogy of
Nature, which is wont to be simple and always consonant
to itself

— Isaac Newton

2
Experimental setup and diagnostics

The primary aim of this thesis is to provide an understanding of the response
of flames within an annular combustor to azimuthal excitation. This was
accomplished by undertaking four different investigations using a modified
version of the Cambridge annular combustor built by Worth and Dawson
(2013). This combustor was built at the Norwegian Institute of Science and
Technology (NTNU), and the design and dimensions are outlined in § 2.1.
A forcing array was attached to the combustor to create azimuthal modes,
which is discussed in § 2.2.3, together with the equations that define the
acoustic response in the annular combustor. The investigations were con-
ducted by using two different three-dimensional experimental measurement
techniques, Scanning PLIF and Computed Tomography of Chemilumines-
cence (CTC). Both techniques reconstruct the three-dimensional Heat Re-
lease Rate field from which flame dynamics were assessed. The description
of these techniques are outlined in § 2.3 and § 2.6, respectively. A synthetic
study, that involved creating Scanning PLIF images from artificial flame
objects, helped improve the implementation of the technique and identify
its shortcomings. This Synthetic PLIF study’s methodology is presented in
§ 2.5.

45
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2.1 Experimental set-up

This section outlines the experimental facility used in this thesis, detailing
the combustor dimensions and the limitations of the geometry. This section
also outlines the characterisation of annular modes by pressure measure-
ments and the procedure of implementing acoustic forcing using a speaker
array to create azimuthal modes in the combustor.

2.1.1 Annular combustor

A cross-section of the annular combustor used in this thesis is outlined in
Fig. 2.1 and an image of the combustor is also shown in Fig. 2.2. A premixed
mixture of air and fuel enters the base of the combustor and each flowrate
was controlled using an Alicat MC mass flow controller with a range of 0-
1000 SLPM and 0-500 SLPM, respectively, and flow variability of 0.4%. The
fuel type and flow velocities, along with minor differences in the combustor
setup are outlined in Table 2.1. The separate lines containing fuel and air
are connected to the combustor by a single inlet via a T-junction connection
attached 1 m upstream of the combustor to provide sufficient premixing of
the air-fuel mixture. The mixture flows through an expansion at the base of
the combustor through a perforated plate with a porosity of 64 % and into a
plenum of diameter, Dp = 211 mm and length Dpl = 200 mm. The expan-
sion and impinging jet at the entry of the combustor also promotes further
mixing of the incoming air-fuel mixture. A hemispherical flow divider with
a diameter of Dh = 140 mm was attached close to the exit of the plenum to
ensure that flow is uniformly distributed at the outlet of the plenum. At the
exit of the plenum, the flow passes through a second perforated plate with
a porosity of 57 % to provide additional flow conditioning before entering
individual injector tubes. The combustor was designed to account for two
interchangeable injector and retention plates to allow for either 12 (Article
I, II & Chapter 3) or 18 (Article III) equally spaced flames around a circle
of diameter 170 mm.

An injector base plate encloses the plenum with machined holes that secure
individual injectors. Rubber gaskets were placed between the injector tubes
and the machined base plate holes to prevent leakage. Figure 2.3(a) provides
a detailed view of the injectors used in this thesis. The injector tubes had a
height of li = 145 mm and a diameter of D = 19 mm, and each injector was
fitted with a rod of diameter Drod = 5 mm spanning the entire length of the
injector. The rod terminated with a bluff body of diameter Dbb = 13 mm
and a half angle of 45◦. The rod was centered in each injector at two
points, at the base of the injector in which a webbed insert held the base
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Figure 2.1: Cross section of annular combustion rig with forcing array and quartz
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of the rod, and 65 mm upstream of the combustion chamber with three
M4 grub screws arranged equidistantly around the injector tube. In the
investigation of swirled flames, a 6 vaned swirler was installed onto the rod
hs = 10 mm downstream from the bluff body edge to the trailing edge of
the swirler. A 3D visualisation of the swirler is shown in Fig. 2.3(a) and
Table 2.1 outlines which studies were applicable to a swirler installation.
The arrangement of the swirler produces ACW swirl when viewed from a
downstream point of view, as shown in Fig. 2.3(b). Swirlers were oriented
such that the line formed by two vanes’ trailing edges were aligned along the
annular radial direction to ensure the rotational symmetry of the combustor
was not broken. The swirler trailing edge angle was 60◦ with respect to
the axial direction and produced a swirl number of 0.65 measured 10 mm
downstream of the dump plane (Nyg̊ard and Worth 2021).

A retention plate was fitted at the top end of the injector tubes and was
clamped down via threaded rods onto the injector plate securing the inject-
ors in place. The retention plate formed the dump plane of the combustor
creating a sudden flow expansion into the combustion chamber. The bluff
bodies in each injector were installed flush to the dump plane, creating a
blockage factor of 50 %. Two different designs of the injector tubes were
used, one as outlined in Fig. 2.3(a), and the other was identical to the first
except the inclusion of the microphone ports. The former design was used to
measure pressure at two points within the injectors, and hence, two pressure
transducers were installed flush in each port at heights hm1 = 45 mm and
hm2 = 105 mm from the dump plane. Three pairs of pressure transducers
were placed 120◦ apart around the annulus and were used to characterise
the mode within the combustor; further details on the characterisation of
annular modes are outlined in § 2.2. The pressure transducers used were
Kulite XCS-093-0.35D differential pressure transducers. Each was fitted
with O-rings when installed in the pressure mounts, shown in Fig. 2.3(a), to
prevent any vibrations, provide electrical insulation, and to seal the sensors
within the mount. Two Fylde FE-579-TA bridge amplifiers amplified the
signals from the transducers, and NI-9234 24-bit DAQ modules acquired the
resulting signals at a sampling rate of 51.2 kHz. DAQ modules with twenty
four channels were used to acquire relevant signals during the experiment.

The combustion chamber of the annular setup confined flames between an
inner steel wall and an outer wall consisting of quartz, steel and the forcing
ring as outlined in Fig. 2.1. The inner wall had a height, hi = 194 mm and
diameter, Di = 127 mm. The total height of the outer wall was ho = 175 mm
with an outer diameter of Do = 212 mm. The quartz tube was placed at
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Figure 2.2: Annular combustor experimental forced setup. Note that the setup
used in this thesis was not exactly the same as the configuration shown.
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Annular Combustor Operating Conditions

Properties Article I Article II Article III Chapter 3

Fuel type C2H4 C2H4 C2H4 C2H4

Equivalence ratio 0.8-1.1 0.8 0.8 0.7
Swirler Yes No Yes No
Number of burn-
ers

1 12 18 12

Bulk flow velocity 18 m/s 17 m/s 18 m/s 17 m/s
Forced Yes No Yes Yes
Diagnostic Type CTC Dual Scan-

ning PLIF
Single
Scanning
PLIF

Dual Scan-
ning PLIF

Table 2.1: Operating conditions for various experiments in this thesis. The reported
bulk flow velocities are measured at the combustor injector exit.

the base of the outer wall with a height of hq = 50 mm permitting optical
access for the CTC and Scanning PLIF techniques. An outer extension
wall was placed above the quartz to ensure that the forcing array was suf-
ficiently high to prevent any interaction with the flames, which may result
in damage to the speakers. It was important to run under stable conditions
allow reasonable control of the forced azimuthal modes. The chosen equival-
ence ratio (fuel to air ratio) ensured thermoacoustic stability. The pressure
measurements were used to assess the stability of operating conditions in
the injectors (method outlined in § 2.2.3). A temperature probe was in-
stalled on the inner wall at the flame of interest during all the experiments
to monitor thermal conditions.

The forcing array terminated the outer wall of the combustor. Four Monacor
KU-516 horn drivers were installed equidistantly around the forcing ring.
Two images outlining the forcing ring are presented in Fig. 2.7. The design
of the forcing ring allowed for the installation of eight speakers, however, it
was found that four speakers provided a simpler means of control, and the
four speaker arrangement was used throughout the study when forcing was
applicable. Two QTX PRO1000 amplifiers powered the speaker pairs and a
4-channel Aim-TTi TGA1244 signal generator controlled the frequency and
amplitudes of the signal sent to the speakers.
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Figure 2.3: (a) Injector geometry outlining bluff body, swirler and position of
pressure transducers. (b) Schematic of annular rig and directional orientation of
ACW, CW swirler and bulk flow. Adapted from Dawson and Worth (2014).

2.2 Modal characterisation of annular combustor

Most of the studies outlined in this thesis provide an understanding of
the forced response of flames within the annular combustor subjected to
azimuthal excitation. Pressure measurements in three separate injectors
equally spaced around the combustor were used to characterise these azi-
muthal modes within the combustor. This section outlines the procedure
for determining the response of the forced states in terms of pressure and
velocity oscillations.

Pressure Sensor Calibration

The pressure measurements around the annulus are used to characterise the
mode in the annular combustor. It was important that these measurements
were consistent. Therefore, the Kuilte pressure sensors used in this study
were calibrated before installation into the respective injector tubes of the
combustor. A relative calibration was performed in which the sensors were
calibrated against each other to ensure that the response from each sensor
was similar. To do this, the pressure sensors were placed in a pipe which
is terminated at one end with a loudspeaker. The speaker operated across
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(a) (b)

Figure 2.4: (a) Time series showing the response during a calibration between
pressure sensors p1 and p2 over a frequency sweep (b) Transfer function showing
the gain (left y axis) and phase (right y axis) between pressure sensors p1 and p2.

a frequency range while the signal from the sensors were acquired. A time
series of two pressure sensors are shown in Fig. 2.4(a) for two microphones
p1 and p2. The gain and phase were assessed for each microphone and an
example of the transfer function between the two microphone responses is
shown in Fig. 2.4(b). In this example, the gain of p1 was around 8% less than
p2, and a correction was applied to ensure the response was the same for
both pressure sensors. The phase between the microphones is also assessed,
the result was that no significant phase differences were encountered.

2.2.1 Determining the mode in the injector tubes

The pressure inside the combustor could not be directly measured due to
the proximity of the flames. Therefore, the pressure fluctuations inside
the annulus was approximated from the pressure fluctuations inside the
injector tubes. First, the convective wave equation was used to describe a
pressure disturbance (p′(z, t)) with a mean flow (U) in an arbitrary geometry
as (Dowling and Stow 2003):

[
1

c2
D2

Dt2
−∇2

]
p′ = 0 (2.1)

D

Dt
=

∂

∂t
+ (U · ∇) (2.2)

where c represents the speed of sound. The coordinate system represented
in this section is shown in Fig. 2.3(a). Redefining Eq. 2.1 and Eq. 2.2 with
respect to the pressure disturbance inside an injector tube (p′inj), required
the following assumptions: (i) the properties in the injector are one dimen-
sional, and variations in the radial and azimuthal components are ignored
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since the length of the injector tube is much larger than its diameter, (ii)
viscous effects in the duct are neglected and therefore it is assumed that the
flow is governed by the Euler equations, and (iii) the properties of the flow
can be decomposed into a mean and a fluctuation. Therefore, Eq. 2.1 and
Eq. 2.2 reduce to:

∂2p′inj
∂z2

=
1

c2

(
∂

∂t
+ U

∂

∂z

)2

p′inj (2.3)

Assuming that the disturbances in the duct can be described as two counter-
propagating plane waves, the solution to Eq. 2.3 is given as:

p′inj(z, t) = [B+ exp(−ik+z) +B− exp(ik−z)] exp(iωt) (2.4)

where B+ and B− represent the complex-valued pressure amplitudes of two
counter-propagating waves and ω represents the angular frequency. Since
the modes in this study were forced, ω in this formulation is specific to the
forcing frequency (ωf ). The definition of forcing frequency is outlined in
§ 2.2.3. In Eq. 2.4 k± represents the wave numbers as follows:

k± = (ωf/c)/(1±Ma) (2.5)

where Ma represents the Mach number with Ma = Ub/c, and Ub represents
the bulk flow velocity in the duct. In a similar formulation, the axial ve-
locity disturbance, u′inj was calculated using the one-dimensional linearised
momentum equation Dowling and Stow (2003):

∂u′inj
∂t

+ U
∂u′inj
∂z

+
1

ρ

∂p′inj
∂z

= 0 (2.6)

where ρ represents the density of the fluid in the duct. From Eq. 2.6 the
solution for axial velocity oscillation was estimated as :

u′inj(z, t) = (1/ρc)[B+ exp(−ik+z)−B− exp(ik−z)] exp(iωt) (2.7)

The parameters of ρ, ωf , c and Ub are known and were calculated at stand-
ard temperature and pressure (STP). The acoustic velocity and pressure
oscillations were calculated from Eq. 2.4 and Eq. 2.7, respectively. Both
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equations contain two unknowns, B±, and were calculated from pressure
measurements by use of the Multi-Microphone Method (MMM) (Seybert
and Ross 1977). The pressure measurements taken at the locations outlined
in Fig. 2.3(a) were used to determine the B± in Eq. 2.4 using:

[
p̂inj(z1)
p̂inj(z2)

]
=

[
exp(−ik+z1) exp(ik−z1)
exp(−ik+z2) exp(ik−z2)

] [
B+

B−

]
(2.8)

here p̂inj(z) represents the complex pressure that contains Fourier amp-
litude and phase of the pressure oscillations. The complex pressure is re-
lated to the injector pressure measurement by p′(z, t) = p̂inj(z) exp(iωt).
The Fourier amplitude was determined by performing a Fast Fourier Trans-
form (FFT) of the pressure time series. Sufficient zero padding ensured the
frequency bin was located at an integer multiple of the forcing frequency,
and Hann windowing (Oppenheim and Schafer 2009) reduced the depend-
ence on the limited sample size. The shortest duration of experimental data
acquisition, in this thesis, was 1 second corresponding to the study in Art-
icle I. The values of B± were then determined by a least square fitting of
Eq. 2.8 and Fig. 2.5(a) shows an example of the fitted pressure oscillation
amplitude (|p̂inj |) and phase (∠p̂inj) inside the injector with data points
representing the measurement. Fig. 2.5(a) shows a good fit between the ex-
perimental and fitted data. In this formulation, it is assumed that the amp-
litudes B± are constant throughout the acquisition of experimental data,
therefore, a single value for B± is sufficient to describe the response over the
acquisition period. The pressure and velocity measurements presented are
with respect to the oscillations in the injector tube of the combustor. How-
ever, understanding the modes in the combustor requires characterisation
of the pressure oscillations in the annular combustion chamber. Therefore,
pressure and velocity oscillations were propagated using the MMM to ob-
tain the complex pressure at the exit of the injector/dump plane. However,
the acoustic effects of the swirler, when present, and the flow contraction
due to the bluff body at the injector exit needed to be accounted for.

Under the assumption of low Mach numbers, Ma << 1, the pressure and
mass flow oscillations are conserved for small area changes (Dowling and
Stow 2003). The area change is assumed to be smooth and was estimated
in discrete steps. A large number of steps would make this approximation
continuous, however, ten steps were sufficient. The amplitudes B± were
solved using the MMM method at these ten discrete steps across the bluff
body while maintaining the mass and pressure flux at these locations. The
change in area and geometry of the swirler results in partial reflections
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(a)

(b)

Figure 2.5: (a) (Top) Plot of injector geometry including bluff body, (middle) pres-
sure fluctuation fit (red) line and measured data (blue markers) inside the injector
tube, (bottom) phase of pressure fluctuation inside the injector the tube. (b) Spec-
trogram of all six microphones when flame is forced at 1790 Hz. Note the peak
shown in the figure corresponds to the forcing frequency for all six microphones.

of acoustic waves by the swirler which needs to be accounted for. The
swirler position inside the injector has been shown in Fig. 2.3(a), and the
details of its installation were discussed in § 2.1. Taking a black box-
approach, a transfer matrix was used to model the acoustic effects of the
swirler. The transfer matrix was experimentally determined by Indlekofer
et al. (2021) and used in this study to calculate the B± before and after the
swirler. The transfer matrix was measured by taking pressure measurements
at multiple locations along an injector tube that contained a swirler with
similar dimensions and orientation to that used in this thesis. Indlekofer
et al. (2021) determined the acoustic response for a range of frequencies, and
the transfer matrix used in this thesis was taken at the forcing frequency.

2.2.2 Determining the mode in the annulus

Three pairs of pressure sensors were used to project pressure and velocity
oscillations to the dump plane at three discrete locations around the annulus.
These points were then used to define the azimuthal mode in the combustor.
This was done in two ways, (i) the Multiple Microphone Method (MMM) -
defining the acoustic response as a superposition of two counter-propagating
plane waves and (ii) the hypercomplex formulation proposed by Ghirardo
and Bothien (2018). The first method was used in Article I, and the second
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applies to Article III. Both methods will be outlined in this section. The
former method uses a similar approach as outlined in § 2.2.1.
Multiple Microphone Method

In this formulation, the azimuthal pressure mode is given as (coordinate
system in annular coordinates is shown in Fig. 2.3(b)):

p′(Θ, t) = [A+ exp(−i(Θ−Θnl)) +A− exp(i(Θ + Θnl))] exp(iωt) (2.9)

where A+ and A− represents the complex-valued pressure amplitudes of
counter-propagating waves in the anticlockwise (ACW) and clockwise (CW)
direction, respectively. Θnl is the nodal line location. Eq. 2.9 can be recast
in the frequency domain as:

p̂(Θ, ω) = A+ exp(i(Θ−Θnl)) +A− exp(i(−Θ+Θnl)) (2.10)

In a similar approach to Eq. 2.10 the azimuthal velocity oscillation is defined
as:

v′(Θ, t) = (1/ρc)[A+ exp(−i(Θ−Θnl))−A− exp(i(Θ−Θnl))] exp(iωt)
(2.11)

Similarly to calculating B± in § 2.2.1, the values of the A± and Θnl are
calculated from Eq. 2.10 using the complex pressure oscillations at three
azimuthal locations (Θ = 0◦, 120◦, 240◦) around the annulus using a least
square approach. Note that the physical parameters of the system in Eq. 2.11
are calculated based on the adiabatic flame temperature of the fuel of in-
terest. The values of A± were used to define the azimuthal pressure and
velocity oscillations in the annulus and the characterisation of the modes
inside the annulus via the Spin Ratio (SR) Bourgouin et al. (2013):

SR =
|A+| − |A−|
|A+|+ |A−|

(2.12)

The Spin Ratio defines the mode such that a value of SR = 0 denotes a
standing mode, SR = 1 represents a ACW spinning mode, and SR = −1
represents a CW spinning mode and SR values in between spinning and
standing modes produce mixed modes. This formulation has been discussed
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(a) (b) (c)

Figure 2.6: Experimental propagated pressure fluctuations of (a) Standing wave
with SR ≈ 0 (A+ ≈ A−). Note the pressure node is at microphone location Θ = 0◦

(b) CW spinning mode with SR ≈ −1 (A+ ≈ 0) (c) ACW spinning mode with
SR ≈ 1 (A− ≈ 0).

in Chapter 1 and is revisited here. The total pressure oscillation amplitude
of the azimuthal mode is given by,

AT =
√
A2

+ +A2
− (2.13)

An example of a time series of propagated pressure is shown for a standing
mode in Fig. 2.6(a), CW spinning mode in Fig. 2.6(b) and ACW spin-
ning mode in Fig. 2.6(c). The response to the pressure fluctuations for the
standing wave differs from the response of the spinning waves. The pres-
sure oscillation at the location, Θ = 0◦ is at a pressure node. As shown,
this location experiences the lowest pressure fluctuation. The other two
locations presented show symmetric responses. In contrast, the spinning
waves produce similar pressure responses with a time delay equal to the
azimuthal angle separating each measurement by Θ = 120◦. The direction
of each spinning wave is schematically shown with respect to the annulus in
Fig. 2.3(b).

Quaternion formulation

Ghirardo and Bothien (2018) proposed an alternative method to define the
azimuthal pressure fluctuation in terms of the hypercomplex quanternion
formulation. It should be noted that either Eq. 2.9 or the Quaternion formu-
lation proposed here will produce the same result. However, the definition
in Eq. 2.9 is based on derived quantities of the acoustic field and the Qua-
ternion formulation defines the system based on state space variables that
directly define the nature of the mode. This derivation has made model-
ling applications easier. Ghirardo and Bothien (2018) defines the azimuthal
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pressure mode by:

p′(Θ, t) = A cos (Θ−Θ0) cos (χ) cos (ωt+ φ)

+A cos (Θ−Θ0) sin (χ) sin (ωt+ φ)
(2.14)

where A, Θ0, χ and φ are the amplitude of the azimuthal pressure mode, the
position of the pressure antinode, the nature angle and the temporal phase,
respectively. As outlined in Chapter 1, χ describes the nature of the mode
and takes values within the interval −π/4 ≤ χ ≤ π/4. The complete deriv-
ation of equation (2.14) can be found in Ghirardo and Bothien (2018). The
propagated injector exit pressure fluctuations at three azimuthal annular
locations are used to determine A, Θ0 and φ. The state space paramet-
ers in Eq. 2.14 are determined by pressure measurements using the method
outlined in Ghirardo and Bothien (2018) and is briefly outlined here. First
a quaternion analytical signal (ξa) is defined as:

ξa = ξ1(t) + iξ2(t) + jH[ξ1(t)] + kH[ξ2(t)] (2.15)

where ξ1 and ξ2 are projected signals. Symbols, i,j and k are three imaginary
units of quaternions and H represents the Hilbert transform. The pressure
signal is related to the analytic signal by two orthogonal eigenmodes:

p′(Θ, t) = ξ1(t) cos(nΘ) + ξ2(t) sin(nΘ) (2.16)

The projected signals ξ1 and ξ2 are determined using the pressure signals
around the annulus:




p′(Θ1, t)
p′(Θ2, t)

...
p′(ΘN , t)


 =




cos(nΘ1) sin(nΘ1)
cos(nΘ2) sin(nΘ2)

...
...

cos(nΘN ) sin(nΘN )




[
ξ1(t)
ξ2(t)

]
(2.17)

where N is the number of pressure measurements around the annulus. A
least square approach was used to solve for ξ1 and ξ2 in Eq. 2.17 for each
time step, resulting in the full time series of ξa in Eq. 2.15. The state space
variables in Eq. 2.14 are determined from ξa as outlined in the appendix of
Gharib et al. (1998). A band-pass filter was applied to the pressure signals
before solving Eq. 2.17. A 5th order Butterworth filter was used and the
frequency chosen corresponded to the forcing frequency. Similarly, the state
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Figure 2.7: Cross sectional drawing of forcing array (left). Forcing array on exper-
imental setup outlining the speaker positions (right).

space variables in Eq. 2.14 were used to determine the azimuthal acoustic
velocity fluctuations as follows:

v′(Θ, t) = (1/ρc)[A cos (Θ−Θ0) cos (χ) cos (ωt+ φ)

−A cos (Θ−Θ0) sin (χ) sin (ωt+ φ)]
(2.18)

In Article III, the nature angle, χ, is used for modal characterisation and can
be related back to Spin Ratio by SR = tan(χ). Nature angles of χ = +π/4
and χ = −π/4 define spinning modes in the ACW and CW directions, re-
spectively. The amplitude A is related to AT in Eq. 2.13 as follows Ghirardo
and Bothien (2018):

A√
2
= AT (2.19)

2.2.3 Forcing setup

A study by Mazur et al. (2018) produced a stability map outlining operating
conditions at which self-excited azimuthal instabilities occur for non-swirled
ethylene flames on a similar annular setup as described in this thesis. These
self-excited modes are of interest in understanding the azimuthal response
of the annular rig. However, these modes are degenerate in nature making
the isolation of specific mode difficult. Therefore, the studies in this thesis
relied on acoustic forcing to prescribe the modal behaviour in the annular
combustor. The forcing setup used in this study was developed by Nyg̊ard
(2021) and will be summarised herein.
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Figure. 2.7 presents a schematic and an image of the forcing array installed
on the annular combustion rig. The forcing array consisted of four equally
spaced speakers which were connected in pairs as labelled in Fig. 2.7. A
single signal from a 4-channel Aim-TTi TGA1244 signal generator was sent
to each pair. The speakers in each pair are driven with a phase offset
of π, which was set by connecting one speaker in each pair with reverse
polarity. This configuration creates an azimuthal standing wave in the com-
bustor, and spinning modes are generated by offsetting the phase between
the speaker pairs. Note that a standing wave can be created with a single
speaker pair, but it has been shown by Nyg̊ard (2021) that the two pairs
produce a more symmetric response. Nyg̊ard (2021) outlines the mathemat-
ical definition of azimuthal modes created by the two speaker pair setup. In
this formulation, the response in the annulus is defined as two 1D counter-
propagating waves, and it is shown that the nature angle of azimuthal modes
is a function of the signal generator offset, ϕsig, as follows:

tan(χ) =
| cos(1/2(Θp − ϕsig))| − | cos(1/2(Θp + ϕsig))|
| cos(1/2(Θp − ϕsig))|+ | cos(1/2(Θp + ϕsig))|

(2.20)

Here Θp represents the spatial offset of the speakers around the annulus. In
the setup described here, Θp = π/2 and Eq. 2.20 reduces to :

2χ =





ϕsig − π, π ⩽ −ϕsig < −π/2
ϕsig, −π/2 ⩽ ϕsig ⩽ π/2

π − ϕsig, π/2 ⩽ ϕsig ⩽ π

(2.21)

Eq. 2.21 covers the complete range of nature angles, −π/4 ⩽ χ ⩽ π/4 and
setting ϕsig equal to 0, −π/2 or π/2 will produce a standing mode (χ =
0), CW spinning mode (χ = −π/4) or ACW spinning mode (χ = π/4),
respectively.

A frequency sweep was performed before setting up the modes in the com-
bustor. The aim was to find the highest amplitude response of the combus-
tor, this frequency defined earlier as the forcing frequency (ωf ) is sensitive
to combustor geometry and operating conditions. The procedure involved
setting up a standing mode in the combustor, observing the response and
repeating the procedure for a range of frequencies. Each frequency was
evaluated by igniting the rig and running for 30 seconds while recording the
response. The rig was then extinguished and cooled to a reference temper-
ature before a new frequency was evaluated. The forced data was acquired
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Figure 2.8: Lab view Graphical User Interface (GUI) used in forcing setup (left) to
track pressure waves inside the annular rig at respective microphone positions and
(right) tracking of the azimuthal amplitude in the annular chamber with B = A+

and A = A−. The example shown is with respect to a CW spinning mode.

after 20 seconds to ensure a relative thermal equilibrium. However, reach-
ing a complete thermal equilibrium was impossible in the annular rig since
the speaker setup was not designed to withstand the thermal equilibrium
temperature range. Therefore, data was acquired before total thermal equi-
librium.

High temperatures are still reached in the combustor, therefore, cooling
tubes were installed to supply each speaker with flushing air ensuring hot
gas does not contact the speaker. The cooling tubes can be seen in Fig. 2.7.
During acquisition, a LabView program tracked the Spin Ratio, the raw
pressure signals and the A± amplitudes of the azimuthal modes in the com-
bustion chamber in real time. An example of the LabView user interface
displaying the pressure signals at three injector exit locations and the A±
values for a CW spinning mode is shown in Fig. 2.8. Access to the LabView
program helped maintain amplitudes between runs and during acquisition.

Procedure in setting up standing and spinning modes

As shown earlier, spinning/standing modes are created by setting an offset
in phase between the speaker pairs. This formulation, however, is for an
ideal case in which the rig is completely symmetric, and each speaker pair
provides the same output. In reality, this was not the case, and fine-tuning
was required to maintain azimuthal modes in the combustion chamber. In
the case of standing waves, an offset of zero, as described by Eq. 2.21 was set
between the speaker pairs to produce a repeatable and controllable stand-
ing mode. In some cases, adjustments around ±5◦ in the phase offset were
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required to ensure a nature angle or spin ratio of zero. However, setting
up pure spinning modes (SR ≈ ±1, χ ≈ ±π/4) is more challenging. The
procedure requires that either A− or A+ of each standing wave set by each
speaker pair perfectly cancels out the other by destructive interference. In
the case of a CW spinning mode, this implies that the A− of each speaker
pair must perfectly match the other to ensure destructive inference resulting
in a single wave inside the chamber propagating with A+ >> A−. Since
each pair creates a standing wave, a single speaker pair was switched on
after 20 seconds of ignition with a frequency determined from the frequency
sweep. The A− value was monitored over 20 seconds. The combustor is
extinguished, cooled and ignited again. The second speaker pair was turned
on, and while monitoring the A− magnitude, careful tuning of the amp-
litude was applied till the A− value matches the first pair. The rig was
extinguished and cooled again. This step was repeated to ensure that the
response of A− perfectly matched the other speaker pair. The rig was also
run for a fixed amount of time, and the estimation of the amplitude response
was usually the value taken after 20 seconds; this was the time frame for
images acquisition during the experiment. Therefore, if adjustments could
not be made within this time frame, the step was repeated due to the tem-
perature dependence on the modes. When the amplitude was matched, an
offset was applied between the speaker pairs, in this case π/2 for the CW
case. The combustor was then ignited from cold with both speakers on;
fine adjustments are made to ensure an SR close to -1 (CW). If the desired
value is not achieved, an iterative process of fine adjustments were made
on the phase difference and the amplitude of each pair. When the desired
SR is achieved, the combustor was ignited from cold for two to three more
times with the desired settings to ensure a repeatable mode. When no more
adjustments were required, the combustor was again ignited from cold, and
data acquisition was performed. In terms of ACW modes, the procedure
was identical but A+ was monitored, the speaker offset was estimated to
be −π/2 and a SR of 1 was desired. The studies outlined in Article I and
III are specific to spinning modes; in both articles spinning modes were
achieved with minor variations. The careful control outlined here aided in
accomplishing the repeatability of these data sets.

The dynamics of a flame located at three different positions within a stand-
ing wave will be presented in Chapter 3. The position of the flame with
respect to the standing wave was changed by rotating the forcing ring. The
three positions in the standing wave were a pressure antinode, a pressure
node and a position between the pressure antinode and node. Figure 2.9 is
an example of the variability of the mode while acquiring Scanning PLIF
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Figure 2.9: PDF of amplitude A with respect to the mean amplitude (A), nodal
position (nθ0), nature angle (χ) and position of pressure antinode (φ) and as per
quaternion formulation Eq. 2.14 for a standing wave over an entire scan of the
Scanning PLIF technique (7 seconds).

data for a pressure node that is presented in Chapter 3. The plot illustrates
the variation in azimuthal quarternion parameters over an acquisition time
of 7 seconds corresponding to the acquisition time of Scanning PLIF. Each
quarternion variable produces a sharp distribution with little to no variation,
showcasing the careful control of the modes during acquisition.

2.3 Scanning PLIF design and setup

The Scanning PLIF method is capable of reconstructing the three-dimensional
Heat Release Rate (HRR) field, which was inferred from the three-dimensional
FSD field. Most scanning techniques aim to resolve the field in time. How-
ever, this application used a time-averaged approach in order to reconstruct
large volumes. The use of LIF was advantageous since it could highlight a
single flame in an annular multi-flame setup, which would not be possible
with conventional CTC methods (this limitation is discussed in § 2.6).
The Scanning PLIF method involves scanning a laser sheet across a flame
of interest in the annular combustor. First, the laser sheet moves through
a Volume Of Interest (VOI) in which PLIF images are captured at each
laser sheet location. Next, the flame front from each image is detected
and averaged to produce an occupancy rate at each imaged pixel location.
Finally, occupancy rates are transformed from image space to real space,
and a three-dimensional FSD calculation reconstructs the 3D FSD field
from which the HRR distribution is inferred. The details outlined in this
section is the focus of Article II. In addition to what is outlined in Article
II, this section will introduce more details on the calibration methods, edge
detection procedure and the reconstruction process.
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2 – UV dielectric mirror
3 – Galvometeric scanning mirror
4 – UV PCV cylindrical lens (f = 100mm)
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Figure 2.10: Schematic of experimental setup for Scanning PLIF from (a) scan
direction 1 and (b) scan direction 2, (c) injector configuration of flame of interest
highlighting grub screws in blue and OH∗ chemiluminescence from overhead and
side imaging, (d) image of combustor during experiment, (e) experimental setup of
cameras with respect to the combustor.

2.3.1 Laser and scanning mirror setup

The use of OH-PLIF in determining FSD was outlined in § 1.2.2 of Chapter
1. In the Scanning PLIF setup, the excitation of the OH radical in the flame
was performed using a Sirah Credo dye laser, pumped with a Nd:YAG Edge-
wave IS 400-2-L laser that provided a pulse energy of 10 mJ at a frequency
of 10 kHz. The laser wavelength was tuned to 283.5 nm aimed at exciting a
transition Q1(7) with A

2
∑+ ← X2Π which produces the maximum fluor-

escence for the OH radical (Rojas Chavez et al. 2021). However, fine tuning
of the wavelength around 283.5 nm was performed to ensure that the laser
wavelength was at the highest transition line within the band.

The laser produced an elliptical beam that was converted to a thin collim-
ated sheet using a series of optics as shown in Fig. 2.10. The laser sheet
thickness produced in the Scanning PLIF studies was δ ≈ 0.4 mm and was
measured during the calibration procedure as outlined in § 2.3.2. The laser
sheet was traversed through the VOI by a Galvanometric scanning dynAXIS
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XS UV coated mirror across a total depth of 40 mm. The mirror was con-
trolled using a voltage signal with a range of 0.5 V, and the timing of the
sheet location was set to match the desired number of images required at
each position. The mirror was estimated to have a precision of 4 ×10−5 V
which translates to a sheet positional precision of 0.003 mm at the location
of interest. A total of 200 laser sheets were used to scan the volume of in-
terest, producing a laser sheet overlap of 50 % based on the sheet thickness.
The effects of laser sheet overlap on reconstructing the FSD volume was
investigated in Article II, and the value of 50 % produced a reasonable re-
construction accuracy. A dual scan method was adopted since it was found
that a single scan direction produced a bias in determining the FSD at the
edges of the flame. Therefore, a second orthogonal scan direction was intro-
duced. The schematic in Fig. 2.10 illustrates the optical setup for both scan
directions. Each data set was independently processed, and the final flame
three-dimensional FSD volume was determined by combining the FSD from
the individual scan directions. The method of calibration, edge detection
and projection into real space in the following sections is described from a
single scan direction but is applicable to both scan directions.

2.3.2 Camera and laser spatial calibration

Two Phantom v2012 cameras were used in the Scanning PLIF experimental
setup, as shown in Fig. 2.10. Camera 1 was used for acquiring PLIF im-
ages, and the overhead camera, Camera 2, was used to calibrate the laser
sheet positions in the scan. Both cameras required spatial calibration to
convert images coordinates into real-world coordinates when reconstructing
the three-dimensional field. Camera 1 was equipped with a Lavision Intens-
ified Relay Optics (IRO), a 100 mm focal length Cerco 2178 UV lenses, and
a 310 nm UV filter with a full width half maximum of 10 nm. Camera 2
was equipped with a 200 mm Nikon lens and the aperture on both cameras
were set to f/8. The aperture was set by evaluating the depth of field when
placing a calibration target at the extremes of the field of view (±20 mm)
and images were taken for different aperture settings. The image rate for
both cameras was set to 10 kHz with an image resolution of 1280 by 890
pixels.

2.3.3 Camera calibration

The camera calibration aims to convert the images taken during the ex-
perimental procedure into real space coordinates and to tie both imaging
systems to a single global coordinate system as defined in Fig. 2.10. The cal-
ibration procedure involves gathering calibration data of known dimensions.
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(a) (b) (c)

Figure 2.11: (a) Traverse setup for the calibration of Camera 1, mechanical arm is
placed into the combustor that is carefully controls the movement of the calibration
plate over the volume of interest (b) Overhead Calibration image. (c) Resulting
image of calibration target on Camera 1.

This was done by use of a calibration target as shown in Fig. 2.11(c). The
image space locations of the dots were identified and since the dimensions
of the plate are known, a model was fitted to convert any pixel into a line
of sight in real space. The calibration target was traversed through a depth
of 42 mm, and calibration images were taken at 3 mm increments result-
ing in 15 separate planes of calibration data. The traverse setup is shown
in Fig. 2.11(a) and consisted of a three-stage 50 mm TravelMax traverse
connected to a mechanical arm that allowed for the precise movement of
the calibration plate through the VOI. The vernier of the traverse provides
graduations every 10 µm, with coarse adjustments of 0.5 mm per a revolu-
tion and fine adjustments of 50 µm per a revolution. The calibration plate
was assumed to be parallel with the x-axis as it was traversed through the
VOI and overhead images of the calibration plate from Camera 2 were taken
at each location to correct any misalignment of the plate. An example of this
image is shown in Fig. 2.11(b). The VOI of the camera was set to capture
the two adjacent bluff bodies. During the alignment correction, the centers
of these bluff bodies were identified along with the edge of the calibration
plate. A binarisation was used to find the pixels along the upper edge of
the calibration plate, and a centroid approach was used to find the center
of the adjacent bluff bodies. A line was then fitted along the edge of the
plate, and another line was fitted through the center of each adjacent bluff
body, indicated by a red and blue line, respectively, in Fig. 2.11(b). The
gradient between these lines was then used to assess any misalignment in
the plate with respect to the global coordinate system. In cases when these
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lines were not parallel, the misalignment was then included in the orienta-
tion of the plate in the calibration procedure. After gathering calibration
data for Camera 1, the traverse was additionally used to spatially calibrate
the view from camera 2 for different heights. Two calibration plate posi-
tions were captured, one at the dump plane used for the calibration of the
laser sheets and one at the height of the calibration plate to estimate the
misalignment of the plate in real space. The overhead images also allowed
for lines of sight of Camera 1 to be tied to the global coordinate system.
The calibration images were then processed to develop a calibration model
for each camera.

Calibration dot identification and model fitting

The calibration model fitting of Camera 1 and Camera 2 was performed
using in-house MATLAB code. The most common calibration models are
the pinhole camera model (Hartley and Zisserman 2004) and the polyno-
mial model (Trindade et al. 2014). The pinhole camera model is based on
physical laws of projection that volumetrically maps real and image space
to an an ideal pinhole camera by assuming that light enters the camera
through an infinitely small aperture (Paolillo and Astarita 2021). These
models are advantageous since only a few parameters are required to de-
scribe the model. Furthermore, these parameters have physical meaning
making it easier to ensure the model is representative of the physical space.
However, the pinhole model fails in the presence of changes in refractive
index since the model assumes that every LOS is a straight line (Paolillo
and Astarita 2021). Therefore, additional corrections are often required to
overcome this limitation. In contrast to the pinhole model, the polynomial
model implicitly accounts for distortion or optical obstructions such as op-
tical confinements (Willert 1997). The polynomial model is based on the
mathematical fitting of a non-linear function to calibration data to estimate
real-world coordinates. However, the polynomial model is only valid in 2D
and therefore multiple planes are calibrated and used to construct LOS from
each image space location to real space. The FOV in this thesis consists
of changes of refractive index due to quartz and therefore, the polynomial
model was used in the Scanning-PLIF methodology. The calibration plate
used in the Scanning PLIF setup was a 058-5 Lavision 3D calibration plate
with dot spacing of 5 mm, a dot diameter of 0.9 mm and the plate had
markers on two parallel planes separated by a level spacing of 1mm. Image
pre-processing consisted of applying a bandpass filter and background noise
subtraction. An algorithm was then used to identify the dot locations based
on a user provided starting dot location. Points found on the calibration
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(a) (b)

Figure 2.12: (a) Calibration plate with user defined points on each level of the
calibration plate from which all other points are identified, (b) Points found on
calibration plate during calibration procedure marked with red and green crosses
for inner and outer level of calibration plate respectively.

plate in the image space by this procedure are shown in Fig. 2.12(b). The
calibration model or function was determined by estimating a series of coef-
ficients in a third order Taylor series expansion for real space coordinates x
and y for each z plane as per equation 2.22:

Fk(ximage, yimage) =
3∑

i=0

2∑

j=0

fkij(ximage − xc)(yimage − yc) (2.22)

where Fk, xc and yc are the calibration function for the kth line of sight and
the coordinates of the center of the camera respectively. The coefficients,
fkij , were determined using a robust least square routine. To measure the
accuracy of the model fit, the real space coordinates of the calibration dots
were remapped onto image coordinates. An error estimate was then calcu-
lated using the mean difference of the original coordinates and the model.

2.3.4 Image synchronisation

Images taken at each laser sheet position in the scan were allocated a po-
sition in real space. To achieve this, the camera signal and signal sent to
the scanning mirror needed to be synchronised. During acquisition, images
were captured when a trigger signal was sent to the IRO attached to the
camera. The camera trigger signal sent to the IRO was a 0-5 V signal that
opens the gate of the IRO for each image. Therefore, the signal to the IRO
starts the exposure time for each image. The DAQ system acquisition fre-
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(a) (b)

Figure 2.13: (a) Camera signal over 1 millisecond (10 images). Grey bands show
the exposure time for each IRO image. (b) Signal sent to galvanometer mirror
showing the movement of the mirror across 10 positions. Note the duration at each
location sets the amount of images taken for that location.

quency was 51.2 kHz, however, the raw camera signal acquisition rate was
shorter than two consecutive sample points of the DAQ acquisition rate.
Therefore, the IRO trigger signal was lengthened to identify the position
in time of each image. During the acquisition, the IRO trigger signal was
sent to a signal generator (Aim-TTi TGA1244 signal generator), to create a
cosine waveform for every image. The amplitude of the cosine waveform was
arbitrarily chosen, however, the frequency was set at a value greater than
12.5 kHz (assuming an imaging rate of 10 kHz). This frequency was large
enough to have sufficient points in between each image to reconstruct the
cosine wave and was greater than the exposure timing of the IRO between
each image. A least square fitting regression was used to reconstruct the
cosine waveform in post processing. Figure 2.13(a) shows good agreement
between the fitted signal and raw data. Using the fitted signal, the location
of each image was identified at the minima for each period of the cosine
wave, and therefore, each image was aligned with the signals acquired by
the DAQ system. The fit was used to reproduce an up-sampled version of
the camera signal to more accurately determine the minima of each period.
The mirror position is controlled by an output DAQ system. A custom
Labview control program was used to generate a stepped voltage response
to the galvanometric mirror. The LabView control program allowed for the
duration between each step to be defined which controlled how long the
laser sheet stayed in a single position. The output DAQ system was initi-
ated by the IRO trigger signal and acquired by the DAQ acquisition system
allowing for the alignment of the laser sheet position with the other signals.
An example of the mirror signal is shown in Fig. 2.13(b). Note each step
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(a) (b)

Figure 2.14: (a) laser sheet positioned at 6 positions in the FOV on calibration tar-
get captured by overhead imaging. Red lines show line fit to each of the laser sheets
as described in § 2.3.5 (b) Intensity profile along white line A on image presented
in (a), peaks in the profile represents the center of the laser sheet location. The
intensity profile of each laser sheet produces a Gaussian profile on the calibration
target normal to the laser sheet.

in the voltage of this signal represents a position of the laser sheet in the
scan, and the duration between each step sets the time for acquisition at
that location.

2.3.5 Laser sheet positional calibration

The laser sheet calibration defined a model that places each image at the
correct location in real space. In addition, the procedure also calculates the
laser sheet thickness. The calibration involved placing a reflective target on
the dump plane that covered the entire VOI. Images were then taken as the
laser sheet scanned through the volume. These images were then averaged
for each position in the scan and an example of 6 sheet positions in the scan
is shown in Figure 2.14. Each laser sheet produces a Gaussian-like shape
and the peak of these profiles were found which corresponds to the sub-pixel
location for each laser sheet. The laser sheet thickness was determined from
the width of the Gaussian profiles. Profiles are taken at multiple locations
along the sheet, and the orientation of the laser sheet is identified. The
locations of these sheets in image space is then converted to real space via
the calibration of Camera 2.

Images of the laser sheet from Camera 1 were also recorded to assess any
misalignment in the orientation of the laser sheet. An angled calibration
target was placed in the field of view, and the laser sheet was swept across
the target while images were captured. An averaged image of a single sheet
position is shown in Fig. 2.15(a). Again, the camera and mirror signal
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(a) (b) (c)

Figure 2.15: (a) Averaged image of laser profile along an angled target. (b) Norm-
alised Intensity profile of laser in image (a). (c) overhead image of angled target.

synchronisation was used to isolate images for each laser position. The
orientation of the target was imaged by Camera 2 (shown in Fig. 2.15(c)),
from which the angle of the plate with respect to the global coordinate
system was calculated. The image in Fig. 2.15(a) was used first to calculate
the sheet thickness as compared to the thickness calculated from Camera 2.
Secondly, the laser sheet image was used to calculate the vertical orientation
of the laser sheet. It was found that the laser was slanted away from the
vertical plane by 3.5◦. Equations representing a plane were then fitted to
each laser sheet position and using this model, each image position was
placed in real coordinates. Images from this perspective also provides the
laser profile which is quantified in Fig. 2.15(b). In some cases, this was used
for an intensity correction of PLIF images prior to edge detection.

2.3.6 Edge detection

The identification of the flame front was required to determine the flame
surface density. This section outlines the procedure used to find the flame
fronts from PLIF images. An example of raw PLIF images are shown in
Fig. 2.16. For demonstrative purposes, PLIF images from Article II will be
shown in this section and the operating conditions for this case can be found
in Table 2.1. In its simplest form, the edge of the flame front can be detected
by isolating the burnt gas region, a region of high OH fluorescence, from
the unburnt gas region, a region of zero OH fluorescence. A simple binar-
isation setting all pixels with a non-zero signal value to one, will completely
isolate the burnt gas region. The edge between these regions is then identi-
fied as the flame front. In reality, this process is not as simple as discussed
and many factors such as noise, flame recirculation zones, and intensity in-
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Figure 2.16: Example of PLIF images at center of the VOI and far field (y = 20 mm)
for different aperture settings.

homogeneity make the definition of these regions difficult. Therefore, image
pre-processing is required in identifying the flame front. As previously men-
tioned in § 2.3.2, an aperture setting of f/8 was chosen to ensure a sufficient
depth of field. At this setting, the image signal to noise ratio (SNR) can
be low, and further complexity arises in edge detection for images in the
far and near fields. Figure 2.16 shows the comparison of PLIF imaging at
different aperture settings, and one can see the noise associated with im-
ages with a smaller f-stop number. The figure also outlines the difference
in PLIF images at the center and the far field of the volume of interest,
and it is seen that images taken at the far and near field with a f/8 camera
setting contain more noise resulting in a flame edge that is not visually well
defined. Another notable feature of these images is the varying intensity of
the signal at different heights of the flame due to the inhomogeneity of the
laser sheet which complicates edge finding. However, it should be noted that
these images were taken during the initial stage of testing camera aperture
settings. The images shown in the far field are when the laser sheet does not
pass directly through the flame front but correspond to sheet positions in
a corner recirculation zone resulting in low intensity counts. These images
were included as a means of assessing the aperture settings of the camera,
and are not fully representative of experimental data collection, due to the
location of the laser sheet, and unoptimised laser power and frequency. More
representative images taken during experimental data collection are shown
in Fig. 2.17. The images shown are binned to match the resolution in the
scan direction (laser sheet spacing). The binning process increases the SNR
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Figure 2.17: Example of PLIF images at center of the VOI and far field (y = 20 mm)
for different aperture settings.

for these images. An assessment of SNR on edge detection is presented in
§ 2.3.7. The binning procedure involved a nearest neighbour interpolation
over a 4 by 4 pixel window. The resizing of the image slightly reduced image
noise. However, additional filtering was still necessary. Typically, the filter-
ing of noise can be done by a Gaussian filter that applies a 2-D smoothing
kernel with a specified standard deviation. An example of Gaussian filter-
ing is shown in Fig. 2.18(b). The image signal is enhanced, and the use of
the filter visually reduces the noise level, however, a common problem with
Gaussian filtering, is the blurring of gradients which makes edge detection
more difficult. Therefore, filtering needs to be carefully chosen since the
filter needs to preserve the edges or large gradient between burnt and un-
burnt regions. Many filtering methods have been evaluated in this study,
some of which included edge preserving median filters, bilateral filtering and
non-local mean filtering. More details on these image filters can be found
in Lim (1990). The filters were also tested in combination with each other
and were visually assessed on the ability to find the flame front. The most
effective filtering method, based on PLIF imaging taken in this study, was
the use of an anisotropic diffusion filter. The use and development were first
introduced by Perona and Malik (1990) and is a technique used in image
noise removal while aiming at preserving edges or lines. The implementa-
tion of the filter involves applying an iterative algorithm that represents the
diffusion process Palma et al. (2014):



74 Experimental setup and diagnostics

It+1
s ≈ Its +

λI
|ηs|

∑
g(|∇Its,p|, γI)∇Its,p (2.23)

where Its represents the intensity of a pixel s in an image I at instant t.
λI represents a scalar diffusion rate, and γ is a constant that defines the
smoothing level. ηs are the adjacent pixels of s, the function g is an edge
stopping function, and ∇Its,p is the magnitude of the gradient across neigh-
bouring pixels. Gerig et al. (1992) proposed a maximum value of 1/7 for
the ratio of λI/|ηs| to ensure a monotonic variation of intensity. Eq. 2.23
provides a filter that preserves edges since, as outlined in Palma et al. (2014),
edge pixels would produce opposite directional gradients, cancelling any
smoothing done by function g. Secondly, the filter produces a cumulative
effect around pixels with high gradients in the same direction, like clusters
of noise pixels that usually produce distinct intensities in the surrounding
pixels. Further details on the anisotropic diffusion formulation can be found
in sources Perona and Malik (1990), Gerig et al. (1992) and Palma et al.
(2014). An example of the filtered image using anisotropic diffusion is shown
in Fig. 2.18 alongside a Gaussian filtered image. The edges are noticeably
sharper in the diffusion filtered image, therefore this filter was applied to all
PLIF images.

The next step in the edge detection procedure involved a normalisation step
which corrects for intensity inhomogeneity. This was usually done with the
aid of the laser beam profile shown in Fig. 2.15. Once the image had been
corrected for inconsistencies in intensity and the region between the un-
burnt and burnt gases was enhanced by filtering, a canny edge detection
algorithm (Canny 1986) was applied to each image. The canny edge detec-
tion algorithm finds edges by identifying the maximum local gradient in an
image, the gradient is determined by using a Gaussian approximation, and
the resulting gradients are assessed by a user-defined threshold of two val-
ues that define weak and strong gradients, respectively. An example of the
edges found by the canny edge detection algorithm is shown in Fig. 2.18(d).

The bounds of the threshold values remove spurious edges during the pro-
cedure. The bounds of the gradient threshold required for the canny edge
detection algorithm were assessed by quantification of the image gradients
at different sheet positions. Although, images were normalised and filtered,
the gradient between unburnt and burnt regions varied based on the pos-
ition of the laser sheet. The gradient was sensitive to the position of the
laser sheet with respect to the flame, as seen by the less sharp gradient dis-
tributions for slices away from the center slice in Fig. 2.19(a). The gradient



2.3. Scanning PLIF design and setup 75

(a) Unfiltered (b) Gaussian Filter (c) Diffusion filter (d) With edges

Figure 2.18: Examples of pre-processing imaging methods on raw PLF image shown
in Fig. 2.16 taken at the center of the VOI and aperture setting f/8.

distribution of PLIF images on every sheet was evaluated, and it was found
that the gradient in between the flame front followed a Gaussian distribu-
tion centered around the center of the volume of interest. Therefore, the
gradient threshold applied to the canny edge detection algorithm varied by
the sheet position in the scan. The values are chosen for each position are
shown in Fig. 2.19(b). Further discussion on gradient bias can be found in
Article II.

(a) (b)

Figure 2.19: (a) The gradient magnitude of raw PLIF images at the center, far
field (ff) and near field (nf) of the FOV presented as a normal distribution.(b)
Gradient threshold chosen for edge detection based on the position of the scan.
Note that the 100th sheet is the center of the VOI in this example.

Phase Averaging

The process of phase averaging is introduced in Article I, Article III and
Chapter 3 and was applied to the investigation of forced flames in this
thesis. The process involves binning or averaging the edge detected images
into specified bins conditioned on phase with reference to the forcing signal.
In this thesis, the forcing signal was used as the reference signal and 16
equally spaced bins were allocated along this sinusoidal signal, as shown in
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Figure 2.20: Visual representation of phase averaging process showing forcing sig-
nal, respective bins along the signal (color coded) and camera signal. Note that
images are located at the peak of local maxima of the camera signal, therefore 7
images are captured over the period of the forcing signal shown.

Fig. 2.20. Based on the synchronisation discussed in § 2.3.4, images were
then categorised into each of the 16 bins based on their respective position
along the forcing signal, represented by the peaks of the reconstructed signal
in Fig. 2.20. Each bin is evenly populated due to a frequency drift between
the forcing frequency and camera acquisition frequency.

Positional averaging of flame front

Once the images were placed into respective bins, a second binning was
performed to allocate images to their laser position in the scan, which was
done based on the synchronisation of the mirror and camera signal. Binary
images where flame fronts have a value of 1, and all other locations have
a value of 0 were then averaged producing a single image with each pixel i
and j representing the occupancy rate (L(i, j)) i.e. the probability of the
flame occurring in a pixel in a time averaged sense. In terms of the unforced
flame in Article II, averaging was performed based only on the position of
the mirror.

2.3.7 Evaluation of flame front extraction

Description of PLIF images

It was essential to first quantify the raw PLIF signal intensity before apply-
ing any post-processing. The edge detection or flame contour identification
is based on identifying regions with large gradients between reactants and
products, and it is useful to understand the signal-to-noise ratio during this
process. Figure 2.21 shows PDFs of pixel intensity and gradient magnitude,
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Figure 2.21: PDF’s of intensity distribution and gradient distribution. Noise level
based on intensity (nl,i) and gradient magnitude (nl,g) of slices through the volume
of interest.

and noise level for each of these quantities from 300 PLIF images taken at 6
laser sheet positions through the VOI. The pixel gradient represented is the
magnitude of the gradient determined by a central difference scheme. The
example shown is with respect to the unforced case in the X-Z scan direc-
tion and was chosen since this data set was used in developing the scanning
PLIF technique. The resulting intensity profiles of these images are shown
in Fig.2.21. These profiles have distinct peaks at low intensities with a long
tail showing that high intensity values occur less often. The low intensity
peaks are larger for sheet locations towards the edges of the flame and the
distribution is flatter for images close to the center of the VOI, with the
largest mean intensity being at the center.

The peak of the PDF represents the noise level. To demonstrate this, a raw
PLIF image at the center of VOI has been thresholded at an intensity value
a few counts towards the right of the intensity signal’s peak. The resulting
image is shown in Fig. 2.22(b). The majority of pixels with non-zero intens-
ity shown in this image are those within the unburnt gas regions or corner
regions. Ideally, these regions should not contain any OH signal. Under
this assumption, the finite intensity values of these pixels are a measure of
image noise. Taking the variance of these pixel counts produces a noise
level of 11.8. This value is consistent with the noise level (nl,i) shown in
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(a) (b) (c) (d)

Figure 2.22: (a) Raw PLIF image, (b) Isolation of noise level based on intensity,
(c) Pixel Gradient for slice at the center of VOI, and (d) Isolation of noise level
based on gradient.

Fig.2.21, which was independently calculated using the method outlined in
Immerkær (1996). Relatively high noise levels are present at each location.
The noise level is highest at the centre of the VOI, scaling with mean pixel
intensity. The upper right subfigure in Fig. 2.21 also includes the gradi-
ent distribution of the raw PLIF images as well as the noise level based
on the gradient magnitude, nl,g. The pixel gradient magnitude distribution
and noise level has a similar shape to that of the intensity distribution and
noise level based on intensity. An example of an image showing the gradi-
ent magnitudes is presented in Fig. 2.22(c). The variations of intensity are
large, with distinct high gradient magnitudes outlining the flame contour.
However, these gradient magnitudes are not high at all locations along the
flame front. The distribution peak in the PDF represents the noise level
in terms of gradient magnitude and represents the lower gradients in the
unburnt gas. The noise level of the gradient magnitude are also shown in
the bottom right corner of Fig. 2.21, which scales with the intensity noise
shown in the bottom left corner Fig. 2.21. The relatively high noise level
and broad range gradient magnitudes make finding an edge difficult and
therefore, the image processing routine described previously in § 2.3.6 was
implemented. The parameters of the diffusion filter were first assessed prior
to implementation.

Parametric study of Diffusion filter

A sensitivity analysis was performed on the input parameters of the diffusion
filter introduced in § 2.3.6. The main inputs for the filter are the number of
iterations and the gradient threshold. These parameters have been varied
to identify an optimal input value to reduce the noise of the binned experi-
mental PLIF images. In this analysis, in addition to the image noise level,
the mean gradient is used to assess the effectiveness of the filter. An estim-
ate of the signal-to-noise ratio (SNRmean) is calculated based on the noise
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Figure 2.23: Sensitivity study results for diffusion filter parameters. Left and right-
hand columns show the mean gradient, noise level, and SNR sensitivity to the filter
gradient threshold and number of filter iterations, respectively.

level and mean gradient. The estimation of SNR will be discussed further
in the next section. The sensitivity analysis was conducted for images at
different locations in the VOI and the result is represented in Fig. 2.23. The
filter threshold was first varied from values of 1-150 as shown in the left
hand column. A threshold value close to 130 produces high SNR ratios for
all sheet locations. This threshold was then kept constant and the number
of iterations of the filter algorithm was varied. A default value of 5 is usually
used. However, a value of 6 produced a higher SNR for all sheet locations
and is therefore applied in the current study. It is interesting to note the
filter effect is independent of the noise level and therefore, the parameters
were kept constant for all images in the scan when applying post-processing.

Filter application and edge detection

An example of the diffusion filter on a PLIF image taken at the center of
VOI is shown in Fig. 2.24(a). The noise in the image has been reduced to
a value of 0.2. The gradient of the image is also shown in Fig. 2.24(b). The
gradients close to the reaction zone are more distinct than in Fig. 2.22(c).
The resulting distribution of the gradient magnitude for both the filtered
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(a) (b)

(c) (d)

Figure 2.24: (a) Filtered PLIF image, (b) Respective pixel gradient, (c) Edge
detection using Canny edge detection and (d) Final edge detection after gradient
threshold for slice at the center of the VOI.

and unfiltered image is shown in Fig. 2.26. The filtering reduces the size of
the peak of the distribution, which reduces the quantity of lower gradients
representative of noise. The gradient threshold applied is also shown on
this distribution and is located just after the peak of the gradient signal
removing low gradients of the distribution. Applying Canny edge detection
on the filtered image identifies the edges shown in Fig. 2.24(c). Note that
non-flame front edges are also detected. A final gradient threshold is applied
that retains edges close to and above the threshold resulting in the edges
found in Fig. 2.24(d). The gradient threshold is chosen based on the sheet
location due to the changing signal and corresponding gradient magnitudes
shown in Fig. 2.21.

An example of images for the respective image processing steps is shown in
Fig. 2.25 at different locations in the scan. The bottom row of the figure
shows the final result of the edge detection routine in which the edge is
representative of the flame front location.

Estimation of signal to noise ratio

The SNR can be calculated for different positions in the scan. In the pre-
vious sections, SNR was calculated as the ratio of the mean to the median
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Figure 2.25: Example of images at steps during the edge detection routine for
locations in the VOI for an unforced flame.

gradient magnitudes. This is a conservative estimate of the SNR as the re-
gions of interest, close to the high gradient regions, typically include gradient
magnitudes far higher than the mean gradient magnitude. The SNR based
on the mean (SNRmean) is shown in Fig. 2.27. The SNR drops close to the
edges of the flame and is fairly constant towards the center of the VOI.

An alternative way to measure SNR is by isolating neighbouring pixels at
locations where the flame contour is found. This metric then provides a
more representative estimate of the SNR in only regions which are pre-
served during the final gradient magnitude threshold operation. A 5 by 5
pixel window around each detected edge pixel was isolated in each PLIF
image. The gradient magnitude was then calculated at these pixel locations
and compared with the noise level, which is referred to here as the edge
gradient method, SNRedge. This gradient distribution can be considered as
the ‘signal’ in the SNRedge since the flame contour identification depends
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Figure 2.26: Gradient distribution of image shown in Fig. 2.24.

Figure 2.27: Calculation of averaged SNR for unforced case using 300 images PLIF
images from the X-Z scan at each laser sheet location in VOI.

on the magnitude of these pixels. An SNR can be calculated based on the
edge gradient method and is shown in Fig. 2.27. In addition, the SNR was
calculated based on the mean gradient of all pixels in the PLIF images for
sheet positions through the VOI. The SNRmean for unfiltered images are
below 2. The filtering procedure increases this to an average value of 5.
However, when using, the high gradient regions near detected edges to per-
form the SNRedge calculation, the values are increased by a factor of 100. It
is important to note that these pixels are at the location of the parameter of
interest i.e. the flame contour front, and arguably represent the important
SNR in the images.

Comparing gradients for different modal cases

The SNR is dependent on each case studied in this thesis as the PLIF images
vary with laser power, and laser power must be constantly optimised during
experiments through tuning of the dye laser system. The mean gradient
magnitude across the VOI of PLIF images of an unforced flame (Article II), a



2.3. Scanning PLIF design and setup 83

Figure 2.28: Comparison of (left) mean gradients and (right) SNRmean for an
unforced flame scanned in the X-Z direction (Article II), a flame at the pressure
antinode location (Chapter 3) and a swirled flame subjected to a CW spinning
mode (Article III) for both filtered and unfiltered signals.

flame located at pressure antinode (Chapter 3) and images of a swirled flame
subjected to a CW spinning mode (Article III), are shown in Fig. 2.28. The
mean gradient magnitude is shown here as the SNR scales with it. Again,
the use of the mean gradient metric provides a conservative estimate of the
SNR. The signal-to-noise ratio for the unforced, antinode and CW swirled
case were calculated by taking the mean gradient for every pixel on the PLIF
images for 100 images at each laser sheet position. Note how the unswirled
cases produce a distribution of mean gradient magnitudes that increases
with laser sheet locations close to the centre of the VOI, and decreases
towards the edges, following an approximately Gaussian distribution. It was
mentioned in § 2.3.6 that the gradient chosen for the Canny edge detection
was selected to be Gaussian based on the laser sheet location to account
for this. The filtered signal in each case is also presented, which is seen
to increase the signal and reduce the noise in each case. It is important
to note that the swirled flame does not have the Gaussian distribution in
terms of the gradient. This finding further motivated the omission of a
second scanning direction in Article III. An image of the FSD for all three
cases is shown in Fig. 2.29. It is also worth noting that the FSD image for the
CW case is produced when sampling the volume in a direction orthogonal
to the actual scanning direction and produces FSD values similar to those of
the perpendicular slice. This was an issue when investigating the unswirled
flames which motivated the need for a second scanning direction. This is
likely due to the relative orientation of the mean gradient profile for the
swirled case. The presence of the swirler results in larger radial velocities,
and a higher exit angle for the reactants relative to the axial direction. The
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Figure 2.29: FSD of (left) unforced flame without swirl, (middle) flame without
swirl forced at an antinode of a standing mode scanned in the Y-Z direction, and
(right) swirled flame forced with a CW spinning mode scanned in the X-Z direction.

angle of the flame with respect to the dump plane was calculated for the
three cases based on the white line plotted in each image. The respective
angles of the flame with respect to the dump plane are 81, 83 and 60 degrees
for an unforced flame with no swirl, a flame at the pressure antinode of a
standing wave with no swirl and a swirled flame subject to a CW spinning
mode. The higher flame angle for the swirled flame reduces instances of
parallel alignment of the laser sheet and flame front, reducing the bias error
described in Article II.

Alternative scanning approaches

A potential way to increase SNR would involve setting the aperture to f/2.8
and traversing the rig or the complete optical setup (laser and cameras) back
and forth to traverse the plane of focus through the VOI, thereby ensuring
that every plane is in focus and maximising the available signal. This ap-
proach was considered during the design of the experiment. However, this
idea was not pursued since, firstly, it would have involved a complicated tra-
verse system to move the combustor and support structure of considerable
weight accurately over small increments (0.2 mm). Furthermore, up to 200
individual runs would need to be performed at each location to ensure the
same scan resolution as the one achieved in this thesis. The acquisition of
such a large number of cases increases the risk of experimental alignment er-
rors. The combustor is not cooled, and thermal gradients exist during data
acquisition. Therefore, operating for a long time duration is not feasible.
Due to this issue with the thermal heating of the combustor, the tuning of
the acoustic mode in the annular combustor is difficult, time-consuming, and
subject to relatively large changes in spin ratio and amplitude. Therefore,
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Figure 2.30: Process outlining the mapping of image occupancy rate to real three-
dimensional space.

conducting many separate experiments may mean that the repeatability of
the mode state between cases may be poor, introducing error.

Some compromise could be sought, with a reduced number of refocusing
operations and short scans, but this would require many more separate
runs to be conducted and any readjustment in the optics would introduce
the possibility of misalignment errors through calibration. It was decided
that it would be preferable to use a single set of calibrations and a single
optical setup. While this comes at the expense of signal intensity, the SNR
was assessed and deemed sufficient. Refocussing scanning may be considered
again in future work.

2.3.8 3D Reconstruction

Flame Surface Density (FSD) calculation

Each pixel location (i, j) is projected as a line of sight through the VOI
using the camera calibration. The intersection of the respective LOS with
the respective laser sheet location results in the location of the image oc-
cupancy rate, L(i, j) , in real space, L(x, y, z). The process of determining
the mean occupancy rate in real space is shown in Fig. 2.30. The projection
of L(i, j) in the scan into world coordinates creates occupancy rate data
scattered in real space, and therefore a mapping step was included to create
a regular array of L(x, y, z). The scattered data were mapped onto a regular
discretised domain using a scattered linear interpolation scheme.

The choice of interpolation scheme was investigated in the development of
the method. The schemes evaluated were the linear, nearest neighbour and
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natural neighbour interpolation methods. High order interpolation schemes
were excluded to limit the required computational expense. A comprehens-
ive description of these interpolation methods can be found in Amidror
(2002). The speed of the scheme was also an important factor in choosing
a interpolation scheme due to the large data sets. A scattered L volume
contains millions of projected data points, and a large number of cases were
recorded. A test case consisting of scattered data from a known object
was used to evaluate the schemes and it was found that the linear scheme
produced the best result in terms of speed and accuracy and was therefore
chosen for the reconstruction procedure.

The resulting volumetric distribution from the interpolation of the scattered
L(x, y, z) produced a time-averaged flame surface area Af (x, y, z) volume.
The interpolation takes into account the contribution of L(x, y, z) data
within in a three dimensional volumetric space, and, therefore the resulting
estimate is representative of an area and not a single point in space. From
this volume, the FSD was determined using the following equation:

FSD = lim
∆x→ 0

⟨Af ⟩
∆x3

(2.24)

here ⟨Af ⟩ represents the time-averaged surface area of the flamelets, which
were spatially integrated over a voxel cubic interrogation volume, ∆x3. The
interrogation volume chosen was a 5 × 5 × 5 voxel volume, and the size was
based on the findings by Donbar et al. (2000), who proposed the interroga-
tion window be smaller than the flame brush to prevent the smoothing out
of large scale flame structures. Based on Eq. 2.24, the FSD of every voxel
was determined by the sum of Af in the interrogation volume, centered at
that voxel, and normalised by the volume of the interrogation volume. FSD
was used to assess the HRR of the flame since FSD is approximately propor-
tional to the time-averaged distribution of HRR, under the assumption that
the HRR per unit surface area is relatively constant for fuel-air mixtures
with a Lewis number close to unity and is therefore in the wrinkled flamelet
regime (Filatyev et al. 2005). In Chapter 3, Article II and Article III, FSD
was used as a proxy for HRR such that q(x, y, z) ≈ FSD(x, y, z) (Paul and
Najm 1998).

The dual scan method reconstructs a three-dimensional FSD volume from
two orthogonal scan directions. These are denoted as scan direction X-
Z and scan direction Y-Z which refers to the scanning direction based on
the coordinate system represented in Fig. 2.10. The method of combining
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(a) (b) (c)

(d) (e)

Figure 2.31: Projected irregularly spaced L(x, y, z) data points for scan direc-
tion (a) X-Z, and (b) resulting isosurface representing FSD volume. Projected
L(x, y, z) data points in scan direction (c) Y-Z and resulting (d) reconstructed
three-dimensional FSD volume presented as an isosurface. (e) Isosurface of three-
dimensional FSD volume from combined FSD volumes. White lines show schematic
representation of annular chamber and burner inlet and the isosurface level is the
spatial average of the FSD.

these volumes was investigated to ensure that the reconstruction produced
a uniform intensity distribution around the flame. The combination meth-
ods considered in this work included: (i) performing the FSD calculation
after projecting both volumes into real space and calculating a combined
Af (x, y, z), (ii) Performing an FSD calculation that only uses the maximum
occupancy rate between the two independent Af (x, y, z) volumes, (iii) Cal-
culating the FSD of each volume and averaging both. It was found that
the latter choice was optimal as it produced a uniform FSD volume in the
θ direction, overcoming the bias error discussed in Article II. FSD volumes
for both scan directions and a resulting combined scan volume is presen-
ted in Fig. 2.31(b), Fig. 2.31(d) and Fig. 2.31(e), respectively. Averaging
the volumes had the drawback of under predicting flame elements in regions
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(a) (b)

Figure 2.32: (a) A comparison of broadband (left) and OH∗ (right) chemilumines-
cence overhead mean unforced flame (b) A quantification Heat Release Rate (HRR)
as function of θ comparing integrated 2D OH∗ and broadband chemiluminescence
images with and FSD volume determined by Scanning PLIF.

only found by a single scan direction. The averaging procedure, in this case,
would underestimate the FSD. However, this procedure was still adopted
since it was shown in Article II that the resulting FSD distribution was
similar for both scan directions, even though they differed in magnitude,
minimising this error.

Many attempts at correcting the intensity of the individual volumes were
made. One included correcting the intensity of the volume based on the
shape of the flame. It was assumed that the flame was circular, and a
weighting was assigned to each voxel based on the position of the laser
sheet with respect to the flame. This correction assumes that the flame
shape is known which is counter intuitive since the method was aimed at
understanding the flame shape. The potential corrections tested during this
work are not exhaustive and future work may improve the scanning PLIF
method through use of appropriate corrections.

2.3.9 OH∗ chemiluminescence measurements

The Scanning PLIF method introduced in this thesis is relatively new.
Therefore, it was essential to take additional measurements to compare
or validate the technique. To this extent, OH∗ chemiluminescence ima-
ging was also performed in conjunction with the scanning method. The
measurement of OH∗ chemiluminescence has been used in many combus-
tion studies to estimate HRR oscillations (q′) (Hardalupas and Orain 2004).
However, simultaneously taking these measurements was not possible due
to the setup of Camera 2, which was configured for the laser sheet calibra-
tion. Therefore, an independent OH∗ chemiluminescence measurement was
taken at the same operating conditions as the Scanning PLIF measurement.
Overhead imaging was performed by installing a Lavision IRO, a 100mm
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focal length Cerco 2178 UV lens and a 310 nm UV filter similar to Cam-
era 1. Simultaneous OH∗ chemiluminescence imaging was then taken from
Camera 1 and Camera 2. Article II discusses some of the similarities of
OH∗ chemiluminescence with the reconstruction of an unforced flame using
Scanning PLIF, and it was shown that these measurements were in good
agreement. The comparison is shown in Fig. 2.32.

In addition to the laser sheet calibration, Camera 2 was able to capture
broadband chemiluminescence during the Scanning PLIF experiment. The
possibility of using broadband chemiluminescence for comparisons of HRR
was tested during the experimental design of the Scanning PLIF setup, and
a brief comparison of the result is shown in Fig. 2.32. Figure 2.32(a) shows
an overhead image of an unforced ethylene flame from Article II imaged
using broadband chemiluminescence alongside the OH∗ chemiluminescence.
The resulting flame shape between these images are similar in terms of
the overall circular nature of the flame but differs in local intensity around
the flame. To further assess the HRR response of these measurements,
integrated azimuthal slices are plotted in Fig. 2.32(b). Both measurements
produce a similar response with slight deviations close to the inner and
outer walls of the combustor. The deviations of the HRR response at the
inner and outer walls for the OH∗ chemiluminescence also differed from
the Scanning PLIF technique, and it was possibly flame quenching at these
regions of the combustor. The broadband chemiluminescence measurement
follows the Scanning PLIF measurement. However, this was not realised
during the experiment itself, but this result is shown here to provide possible
improvements in the Scanning PLIF technique.

Figure 2.33: Comparison of HRR oscillations of forced flame determined from OH∗

chemiluminescence from overhead (Camera 1) and in plane positions (Camera 2).

OH∗ chemiluminescence imaging was simultaneously taken from both Cam-
era 1 and Camera 2 and was used as a comparison for the Scanning PLIF
result. It was important that both these measurements produce the same
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result. To analyse this a plot of the HRR response on a ACW forced flame
is shown in Fig. 2.33. As shown, both these measurements are in good
agreement, however slight deviations are present which is possibly due the
differences in the the FOV.

2.3.10 Scanning PLIF acquisition experimental procedure

The previous sections outlined different aspects of the Scanning PLIF method.
In this section, a step by step experimental procedure will be outlined.

Pre-experiment

• Install traverse to move plate vertically for calibration of Camera 2.
Traverse plate across the volume of interest while imaging the calib-
ration plate at dump plane and multiple heights.

• Install traverse horizontally for calibration of Camera 1. Image cal-
ibration plate from Camera 1 and Camera 2 at 15 calibration plate
positions through the VOI.

• Angle plate and perform laser scan while imaging.

• Remove traverse and place calibration target on dump plane for laser
sheet calibration. Perform laser scan while imaging from Camera 2.

• Remove calibration targets and install OH filter on Camera 1.

During experiment

• Ignite rig. In cases where forcing is used, the speakers are turned on
after 10 seconds after ignition, and minor adjustments are made to
the desired forced state if necessary.

• Capture images after 20 seconds from ignition, a temperature probe
located at the inner wall close to the flame of interest is monitored to
ensure that measurements are taken at the same temperature for each
run.

• After a complete scan, the fuel to the combustor is cut, and the flames
are extinguished .

• the rig is cooled to room temperature before the next run.

• The laser wavelength is tuned in between every 3-4 runs to find the
wavelength that produces the maximum signal. The procedure con-
sisted of a wavelength sweep while images were taken to assess the
level of the signal.
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Post experiment

• At the end of each day, a post camera and laser calibration is taken
to check any errors in alignment.

2.4 3D weighted phase and amplitude analysis

Weighted phase plots were used in Article I, III, and Chapter 3 to charac-
terise the asymmetric response of forced flames. The analysis provides a
tool to assess the HRR oscillation amplitude and phase in three dimensions.
This section outlines the weighted phase calculation procedure which has
been adapted from Hauser et al. (2010). Figure 2.34 schematically outlines
the process. In this illustration, a single voxel in an FSD volume for a single
phase is outlined in Fig. 2.34(a) (note the voxel is enlarged for demonstrat-
ive purpose and an actual voxel is much smaller than the one displayed).
The HRR oscillation, q′, of this voxel over 10 cycles produces an approx-
imately sinusoidal time series as shown in the upper plot of Fig. 2.34(b).
The Fourier amplitude, |q̂|, and phase, ∠q̂, was calculated by taking the
FFT of this time series. The resulting FFT amplitude is shown in the lower
plot of Fig. 2.34(b). The Fourier phase and amplitude are calculated at
the forcing frequency as represented by the red line in the plot. Sufficient
zero padding was applied prior to the FFT to ensure that the frequency bin
was located at an integer multiple of the forcing frequency. Hann window-
ing was also applied to reduce the dependence on the limited sample size.
This process was done for every voxel containing a flame element shown in
Fig. 2.34(a). This calculation produces two volumes, one that represents
the Fourier amplitude as in Fig. 2.34(c) and one that represents the phase
as in shown in Fig. 2.34(d). The resulting volumes were used in analysing
the flame oscillations and evolution of the phase of the flame.

2.4.1 Convective wavelength analysis

The convective wavelength plays a vital role in flame acoustic response and
perturbations (Steinbacher and Polifke 2022). The calculation of convective
wavelength velocities formed part of the analysis in Article III, and the
calculations and approach will be outlined in this section. The tracking
of the Fourier phase was used to estimate the the velocity at which HRR
disturbances are convected.

An example of the three-dimensional phase of the HRR oscillations are
shown in Fig. 2.34(d). The phase evolves linearly with downstream distance
and the orientation of lines of constant phase are close to parallel with the
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(a)

(b)

(c) (d)

Figure 2.34: (a) Three dimensional FSD Reconstruction of an ethylene flame in
an 18 burner configuration subject to an ACW spinning forced mode. The red
box represents a single voxel in the FSD volume. Note the size has been enlarged
for demonstrative purposes (b) (Top) time series of HRR in selected voxel over
10 cycles and respective (bottom) FFT of time series with red line showing the
peak corresponding to the forcing frequency with amplitude |q̂| and phase ∠|q̂|. (c)
Volume with each voxel representing Fourier amplitude, |q̂|, normalised by the max-
imum oscillation |q̂max|. (d) Volume with each voxel representing Fourier phase,
∠q̂, normalised by π. A threshold was applied to (c) and (d) to show only the
highest amplitude oscillations and respective phase.

dump plane. Using the three-dimensional phase volume, the convective
wavelength can be defined as follows:

λ−1(r, θ, z) = ∇(∠q̂) (2.25)

where ∇ is the spatial gradient with respect to polar r, θ and z. Convective
velocity fluctuations per voxel were calculated as:

uλ(r, θ, z) = fλ(r, θ, z) (2.26)

Here f is the forcing frequency. The convective wavelength was first calcu-
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(a) (b)

Figure 2.35: Example shown is with respect to an ethylene flame in 18 burner
configuration, half of as sector is shown outlining a single flame subjected to a forced
ACW mode. (a) Slice of normalised Fourier amplitude volume at z/D = 0.25, blue
dot represents location of highest HRR. (b) Corresponding phase volume with blue
circle representing the query domain used for velocity calculations.

(a) (b) (c)

Figure 2.36: (a) Unwrapped phase along circle shown Fig. 2.35(b) (b) Respective
λc of phase in Fig. 2.36(a) (c) velocity calculated from λc in Fig. 2.36(b).

lated by isolating regions of the flame with the highest oscillations. To do
this, the largest amplitude oscillations were identified for each downstream
flame slice. Figure. 2.35(a) shows an example of the location of the max-
imum amplitude oscillation on an arbitrary slice of the Fourier amplitude
volume determined in § 2.4. The blue circle marker represents the loca-
tion of the maximum HRR oscillation, and the convective wavelength with
respect to the azimuthal component is determined along a radius passing
through the marker. The calculation domain is defined in this way to ensure
firstly that the velocity represents large oscillations in the HRR. Secondly,
the calculation is performed at points where the phase is continuous, that
is regions that have sufficient flame elements.

An example of the domain for the calculation for an arbitrary slice is shown
in Fig. 2.35(b). The magnitude of the respective phase in the highlighted
domain is shown in Fig. 2.36(a). The gradient of the phase was used to
estimate the convective wavelength and an unwrapping step was first ap-
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(a)
(b)

Figure 2.37: (a) Image shows the left hand side of the amplitude oscillations for
the ACW case. For demonstrative purposes the flame is outlined with a surface in
cyan and blue color showing outer and inner bounds of the data domain in velocity
calculation (b) An example of the convective velocity oscillations calculated from
(a) with respect to the axial component.

plied to account for any large jumps in phase. The gradient calculation was
then performed using a least square approximation. The respective con-
vective wavelength, λc, is shown in Fig. 2.36(b) from which the azimuthal
convective wavelength velocity, uc,θ, was calculated using Eq. (2.26) and is
shown in Fig. 2.36(c). This procedure was done for every downstream slice
of the Fourier amplitude and phase volume, and the domain of the query
points is shown in a three-dimensional plot in Fig. 2.37(a). An example of
a PDF representing convective velocity with respect to the axial coordinate
is shown in Fig. 2.37(b). This calculation provides the indirect measure of
the convection velocity of dynamically important flow structures, and aided
in the understanding the flame response as outlined in Article III. The ac-
cess to the three-dimensional field allowed for assessment in the different
directions.

In Article III, the convective mean swirl number was estimated from the
convective wave length velocities in z and θ. The mean convective swirl
number and was estimated as follows (Lilley 1977):

Sswirl =

∑N
i=1 uλ,z,i uλ,θ,i(ri/R)

2

∑N
i=1 u

2
λ,z,i(ri/R)

where uλ,z and uλ,θ are the convective wavelength velocities in the down-
stream and azimuthal directions respectively.
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Figure 2.38: Synthetic PLIF procedure adapted from Article II.

2.5 Synthetic PLIF method

The study in Article II consisted of developing the Scanning PLIF method.
To aid the development of the technique, synthetic PLIF images were gen-
erated for known flame structures. Images were then used to produce 3D
volumes and an error estimation was made to assess the reconstruction pro-
cedure. Experimental parameters were also simulated to understand their
effects. Although it should be noted that the synthetic images are not fully
representative of the actual experimental images (it was not possible to sim-
ulate every part of the physical experiment), they were sufficient for optim-
ising the processing procedure and provided insight into potential sources of
error. In Article II, experimental parameters such as laser sheet thickness,
laser sheet spacing, sheet orientation and image noise were assessed using
the synthetic PLIF images. The method is briefly outlined here.
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The procedure is graphically outlined in Article II, and is represented again
in Fig. 2.38 to aid the description of the procedure. Additional annotations
are included and will be referred to in the description that follows. Synthetic
PLIF images are generated by first defining a flame object. For simplicity, a
cone shape was chosen to represent the V-flame shape of typical bluff body
stabilised flames. The cone’s surface was defined by r2 = (5.7z +Dbb/2)

2,
where Dbb represents the diameter of the bluff body. A domain size of
40 × 40 × 40 mm3 was chosen to be similar to the study in Article II.
The equation used to produce the surface of the cone also ensured that the
angle between the mean flame shape and the dump plane was similar to
that of the experimental images of Article II. The Scanning PLIF method
was designed to capture the time average flame structure, by averaging
instantaneous realisations. Therefore, a similar approach was applied in the
synthetic study. To achieve this, the radius of the ideal flame object was
varied to replicate some features of the unsteady flame motion. Based on the
experimentally measured flame brush, the distribution of the fluctuations
showed that the flame’s radii close to the bluff body formed a Gaussian
distribution with a standard deviation of 1.3 mm. This distribution was
applied as a probability density function changing the radii (presented as
process (i)) of the ideal flame object over 160 instantaneous snapshots (N
in Fig. 2.38) of the flame.

After defining the flame shape, the flame surface was determined from the
equation of the cone in real space and discretised into a three-dimensional
voxel volume using a linear scattered interpolation scheme (process (ii) and
(iii)). The volume was discretised to 5 voxels/mm to maintain consistency
with that of the experiment. The mean of all instantaneous flame objects
represented the ideal flame object’s surface (Af,ideal) and flame surface dens-
ity (FSDideal) and was used for error calculations (pathway (iv)).

The OH intensity distribution of the synthetic PLIF images were determined
experimentally over 10000 images taken at the center of the flame. A profile
was taken on each image over a line perpendicular to the flame front. The
grey region in Fig. 2.39(a) represents the standard deviation of this profile
for 10000 raw PLIF images, and the black line represents the mean. The
mean profile was used to introduce the OH distribution into the discretised
volume and was aligned normal to the flame surface. The intensity along this
line was then scaled based on the voxel intensity described by the discretised
cone surface in combination with the OH distribution profile. This operation
was applied directly to the discretised volume for simplicity (process (v)).
The resulting flame object, EOH , was then used to generate artificial PLIF
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(a)
(b) (c)

Figure 2.39: (a) PLIF image characteristics taken from experimental images of
ethylene/air flame. OH distribution determined normal to flame surface, (left) raw
PLIF image, with line A normal to flame surface.(b) Image of synthetic PLIF image
with 30% noise level. (c) Image occupancy rate, L(i,j) of synthetic PLIF images at
the center of the VOI.

images.

The fluorescence due to the laser illumination in the experiment was sim-
ulated by assuming a Gaussian intensity profile. Then, the position of the
laser sheet was modelled using an equation of a plane, and the illumina-
tion intensity, I, was a function of the normal distance from the plane as
represented by Eq. 2.27 below (similar to Lawson and Dawson (2014)):

I(X) = exp(−8(d)2/δ2) (2.27)

where X, defines the coordinates of a plane, d represents the normal distance
from the plane, and δ, represents the sheet thickness. The sheet thickness
was adjusted to examine the effect on reconstructing the 3D flame surface
density field. The results are presented in Article II. The illumination dis-
tributes intensity into voxels based on the sheet position, resulting in a
discretised illumination volume for each sheet location, EI (process (vi)).
The product of the laser illumination volume and the intensity volume scales
the intensity for each laser sheet position, EOH,I = EOH ·EI . This synthetic
study neglected the effects of laser sheet inhomogeneity. This assumes that
post-processing techniques were sufficient in removing such effects, and the
sensitivity of these parameters on the reconstruction were negligible. A slice
from volumes representing EOH and EOH,I are shown in Fig. 2.38.

Synthetic PLIF images were produced by projecting non-zero voxels from
the EOH,I volume. The projection was made using a simple camera pinhole
model (as in Lawson and Dawson (2014)). Using an ideal camera model
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reduces any errors associated with camera calibration, although the model
did allow for alignment variations of the calibration plate during parameter
testing. The spatial resolution of 5 voxels/mm was chosen to match the
experimental images taken in Article II. Synthetic images were produced
for each laser sheet position, n. The number of sheets used to scan the
volume and the laser sheet spacing was varied to understand its effects on
the reconstruction process. Image noise was also a parameter that has been
shown to directly affect the reconstruction accuracy since it was seen to
reduce the precision of edge detection (in process (vii)). To understand
the effect of image noise, spatially white, non-zero mean random noise was
added to each synthetic image. This study evaluated noise levels up to
30 %, which was considered an extreme case since typical noise levels of
experimental PLIF images were estimated to be 10 %. An example of an
image after noise addition is shown in Fig. 2.39(b).

After noise addition, the synthetic PLIF images were processed by the edge
detection procedure discussed in § 2.3.6 to determine the edge occupancy
rate, Lsim(i, j, n,N) for each snapshot N in image space. As shown in
Fig. 2.38, the process loops again with an updated radius producing a new
snapshot (pathway (ix)). The average of all N snapshots produces the
average edge occupancy rate, Lsim(i, j, n) for laser each sheet position. An
example of the occupancy rate for a single sheet location at the center of the
VOI is shown in Fig. 2.39(c). The plane of Lsim(i, j, n) was then projected
to real space and the process outlined in § 2.3.8 was used to reconstruct the
three-dimensional representation of flame surface density, FSDsim(x, y, z),
volume (process (x)).

2.5.1 Error calculation of synthetic PLIF study

The accuracy of each reconstruction, FSDsim, was determined by a com-
parison to the ideal flame shape, FSDideal. This was done by calculating
the normalised correlation coefficient, R, between the volumes using the
formulation proposed by (Elsinga et al. 2006).

R =

∑
x,y,z FSDideal(x, y, z) · FSDsim(x, y, z)√∑

x,y,z(FSDideal(x, y, z))2 ·
∑

x,y,z(FSDsim(x, y, z))2
(2.28)

A second definition of the normalised correlation coefficient was also used
to assess the local reconstruction quality to evaluate any asymmetries in
the reconstruction. This was achieved by defining the domain in cylindrical
polar coordinates, giving rise to the evaluation of reconstruction quality in
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wedge-shaped regions as in Eq. 2.29.

Rθ =

∑
r,z

θ2∑
θ=θ1

FSDideal(r, θ, z) · FSDsim(r, θ, z)

√
∑
r,z

θ2∑
θ=θ1

FSDideal(r, θ, z)2 ·
∑
r,z

θ2∑
θ=θ1

FSDsim(r, θ, z)2

(2.29)

It should be noted that the normalised correlation coefficient assesses ac-
curacy through a comparison with the discretised surface location, Eideal,
rather than the analytical surface location. The current definition of this
gives rise to the correlation coefficient behaviour shown in Fig. 2.40, which
produces a minimal value of R < 0.2 for a surface distance of 10 voxels
(2 mm) or greater. The results of this synthetic study are reported in Art-
icle II.

Figure 2.40: Reconstruction quality defined by spatially moving the ideal flame
object relative to itself.

2.6 3D Computed Tomography of Chemiluminescence

2.6.1 Tomography Experimental Setup

The details within this section are with reference to Article I in which a
single flame subjected to ACW/CW forcing in the annular combustor was
investigated by a three-dimensional Computed Tomography of Chemilumin-
escence (CTC). The fundamentals of CTC are outlined in Chapter 1, and
this section will focus on the implementation of the technique. The ex-
perimental setup used for the CTC method is shown in fig 2.41, and the
experimental conditions are outlined in Table 2.1. Initially the 12 burner
setup was used, however, this setup proved problematic in reconstructing
the HRR field since it was difficult to isolate the intensity of the flame of
interest. To illustrate this point, Fig. 2.42 shows a camera positioned at
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Figure 2.41: Tomographic experimental setup adapted from Article I. OH∗ chemi-
luminescence images accompany 3 views over the entire view range for ϕ=0.8 and
ϕ=1.1.

a single viewing angle with 12 flames on. CTC is a line of sight method,
and an example of a single line of sight is outlined in Fig. 2.42, showing
that the total intensity captured along that line is based on the intensity of
not just the flame of interest but also includes the intensity of the neigh-
bouring flames. The additional intensity will not be placed correctly in the
reconstruction, as only specific views will capture it, making reconstruction
complicated. Therefore, unlike the conventional setup shown in fig 2.2, 11 of
the burners have been blocked at the exit of the plenum using a gasket that
only permitted the flow of the fuel/air mixture through a single injector of
interest.

The CTC reconstruction was used to analyse the HRR response of forced
flames and OH∗ chemiluminescence was used as a proxy for HRR. OH∗

chemiluminescence images were taken from 25 independent viewing angles
via a single high-speed Phantom v2012 camera equipped with LaVision
Intensified Relay Optics attached to a 100 mm focal length Cerco 2178 UV
lens and a 310 nm bandpass filter. The camera aperture was set to f/8 to
ensure a sufficient depth of field, and images at a resolution of 1280 by 800
pixels were acquired at an imaging rate of 10 kHz. The forcing signal was
recorded during the image acquisition and was used to bin the images into
16 phases over 810 cycles. The phase averaging procedure was similar to
that outlined in § 2.20.
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1

𝐼𝑇 = 𝐼𝑓𝑙𝑎𝑚𝑒 1

Figure 2.42: Example of the intensity along single LOS for a multi-flame setup (left)
vs a single flame setup in the annular combustor (right).

The rotation of the camera was performed by a mechanical arm connecting
the camera to the structure holding the combustion rig. The fulcrum of the
arm was positioned directly below the burner of interest. A protractor was
installed and aligned with the center of the fulcrum and the center of the
burner and helped measure the camera angle with respect to the burner.
One hand of the protractor was fixed to the rig structure while the other
rotated with the arm attached to the camera, measuring an angle represen-
ted by θ in fig 2.41 which was set to 5◦ between each camera position. All
25 views covered a total angular separation of 125◦.

2.6.2 Flame Describing Function (FDF) as a function of equivalence
ratio

The implementation of the tomographic reconstruction was aimed at un-
derstanding the effects of ACW and CW forcing on a single flame within
the annular combustor. It has been previously shown that the global HRR
response varied between the directions of spinning azimuthal modes. In
Article I, the FDF which measures the global HRR response was imple-
mented to characterise the HRR response of a single flame in the annular
confinement when subjected to spinning modes. The operating conditions
to evaluate this flame were first investigated by performing a FDF for dif-
ferent equivalence ratios to investigate the symmetry of the response. This
section outlines the method of producing the FDFs shown in Article I. A
thorough description of Flame Transfer/Describing Functions was outlined
in Chapter 1. The flame describing function was defined by:
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Mechanical Arm

Figure 2.43: Image of CTC experimental setup outlining combustor and movable
camera arm attached to setup. Note that the combustor shown has been modified
from the one used in the CTC study.

FDF =
⟨|q̂|⟩/|q|
|û|/Ub

(2.30)

where the notation ⟨·⟩ denotes the spatial average, q̂ represents the Fourier
amplitude of the HRR oscillations q′. |û| and Ub as defined before in § 2.2.3
represents the axial Fourier velocity amplitude and the bulk flow velocity,
respectively. The axial velocity fluctuation was calculated from pressure
measurements in the injector. The pressure and velocity oscillations are
first calculated using the Multi-microphone method as outlined in § 2.2.3.
The axial velocity fluctuations represented the value projected at the dump
plane of the combustor and were varied by increasing the forcing amplitude.
A wide range of amplitudes were investigated for both the ACW and CW
spinning directions. The Heat Release Rate (HRR) measurements were
determined from OH∗ chemiluminescence measurements and 10000 images
were taken at each forcing level at an image rate of 10 kHz. The FDF
was then calculated across the range of axial oscillations for both spinning
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directions across an equivalence ratio range of 0.8-1.1.

2.6.3 Camera Calibration

A camera calibration was required to convert image coordinates to real-
world coordinates for each view. It was, therefore, essential to have the
calibration plate placed in the exact location after the camera had been
moved to locations shown in fig 2.41. A 3D printed calibration holder was
manufactured to ensure the plate could be placed in the exact location
after each run. The holder was designed to be push fitted into the three
injectors securing the position of the plate. To assess the accuracy of the
calibration plate placement, the plate and respective holder were placed into
the combustor while images were taken after each placement. A measure
known as the Structural Similarity Index (SSIM) quality indicator was used
to assess any variability in the movement of the plate from the removal and
replacement of the target into the combustor. The SSIM is defined by the
product of luminance, contrast and structural terms Wang et al. (2004):

SSIM(x, y) = [l(x, y)α][c(x, y)β][s(x, y)γ ] (2.31)

l(x, y) =
2µxµy + C1

µ2x + µ2y + C1
, c(x, y) =

2σxσy + C2

σ2x + σ2y + C2
, s(x, y) =

σxy + C3

σxσy + C3

(2.32)

where σ and µ represent the standard deviation and local mean, respectively.
α, β, and γ are power exponents with a default value of 1, and C are
constants included to avoid instability when the denominator is close to
zero. A value close to unity (0.99) was achieved when placing the target
into the combustor for all positions, ensuring that the target’s position and
the location of the calibration points remained repeatable in between each
camera position. The calibration target used was a 2-level Lavision model
106-10 with a height and width of 160 mm, a level separation of 2 mm and
dot spacing of 10 mm, which is shown with the 3D printed holder in fig 2.44.
Before images are taken, a flood light is positioned 45◦ to the camera to
maximise lighting on the plate which ensured that the dot detection was
optimal.

The radial distortion due to the confinement was significant in this exper-
imental setup. The curvature of the quartz outer wall produces unique
reflections and radial distortion as the camera is rotated around the rig.
During calibration, the effects of reflections by the quartz were first reduced
by background subtraction of the calibration images. A light absorbing
black target was placed at the position of the calibration target, and images
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Figure 2.44: Calibration target and holder, (left) calibration plate secured into
holder, (right) cad drawing outlining three holder caps used to fit into injectors.

were acquired. The images were then averaged and subtracted from the
averaged calibration image. An example of the subtracted image is shown
in fig 2.45(c). In the figure, it is clear that this image pre-processing step
removes reflections from the quartz, and the calibration pixel error was re-
duced by 48 %. To further address the radial distortion effects of the quartz,
the calibration model chosen was a modified pinhole model that accounts for
curved enclosures (Liu et al. 2019, Paolillo and Astarita 2019). In addition,
the model accounts for refractive changes in the quartz glass using Snell’s
law (Paolillo and Astarita 2019). The conventional pinhole camera model
requires the fitting of extrinsic camera parameters such as translation and
rotational matrices and camera intrinsic parameters such as focal length,
skewness, lens distortion coefficients and principal point (Hartley and Zis-
serman 2004). These parameters are conventionally determined by imaging
a target of known dimension, points of known location are extracted, and
the relationship between image and world coordinates can be determined
by fitting the mentioned intrinsic and extrinsic parameters:

ỹ = GR[I − xc]x̃ (2.33)

where, G, R, I,are matrices representing intrinsic, extrinsic and an identity
matrix, respectively. xc represents the orientation in object space. An ad-
ditional 8 parameters were used in this modified camera calibration model.
The parameters included extrinsic parameters such as rotational and trans-
lational matrices with respect to the cylindrical quartz and intrinsic para-
meters that included the quartz thickness, refractive index, and internal
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Figure 2.45: (a) Calibration image (b) image of light absorbing target (c) resulting
background subtraction image.

radius at the point of incidence at the inner and outer quartz intersections.
The additional parameters of the model were determined by imaging a cal-
ibration target with and without the quartz at each camera position. The
mean calibration error obtained by this method was 0.16 mm.

Image Acquisition Procedure

The experimental acquisition procedure for the CTC method was as follows:

1. Calibration holder was securely placed into the rig, and 300 images
are taken.

2. Calibration target was removed and replaced with light absorbing tar-
get, 300 images were taken of the target.

3. Combustor was ignited. After 10 seconds the speakers were turned
on. The mode is monitored and if necessary fine tuning was applied.
If major tuning was required, the rig is cooled down to 25 degrees,
and further tuning was performed until the mode was at the correct
amplitude. This often requires up to 4-5 iterations. The procedure of
forcing has been outlined in §2.2.3.

4. After 20 seconds and while the temperature probe placed at Θ = 270◦

is within a defined range, 10000 OH∗ chemiluminescence images are
taken.

5. The rig is cooled down to room temperature and a post-calibration is
taken, including imaging of black target for background subtraction.
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6. The camera was moved to the next position, and the steps are re-
peated.

2.6.4 Reconstruction Algorithm

Each pixel in each image captured from 25 unique camera angles creates
a set of finite projections of the flame object. Therefore, a reconstruction
algorithm was required to match the projection data to best describe the
flame object. To do this, a discretised approach was applied in which the
solution of the projections takes the form of an algebraic series expansion.
This method defines the problem as a set of basis functions forming a linear
system to provide an approximation of the flame object (Herman 1980).
The reconstruction problem was then defined as:

Wfob = Pr (2.34)

where Pr is the projection at each pixel from each OH∗ chemiluminescence
image, fob represents the object matrix, and W represents a weighting mat-
rix that relates the projection to every discretised point in the object volume.
Equation 2.34 forms a set of linear equations. The complexity of solving such
a system arises when considering the size of the system. Iterative methods
are usually used to solve such systems due to their speed and ease of im-
plementation (Natterer 1999). This study used a sequential scheme known
as the Algebraic Reconstruction Technique (ART) (Gordon et al. 1970) to
solve Eq. 2.34. As outlined by Floyd and Kempf (2011), the use of the
ART algorithm provides the following advantages: (i) the algorithm is ro-
bust in dealing with noise, (ii) requires only a few views for reconstruction,
especially for experimental setups with limited optical access, (iii) a priori
information such as smoothness or boundedness can be incorporated in its
implementation to improve the reconstruction, and (iv) the algorithm is not
restricted by the geometry of projections or orientation. The reconstructed
CTC volume consisted of 240 × 240 × 192 cubic voxels with a spatial res-
olution of 0.25 mm in height, width and length. The performance of the
reconstruction accuracy was assessed by cross-correlation and the method
is outlined in the next section.

A Measure of Reconstruction Accuracy

Accuracy was measured by omitting a view from the reconstruction. A slice
from the reconstructed volume is then projected in the plane of the omitted
view and compared. The difference between the images was quantified using
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a cross-correlation as follows Liu et al. (2019):

Rcorr(C,D) =

∑
i[(C(i)− ⟨C⟩)× (D(i)− ⟨D⟩)]√∑

i(C(i)− ⟨C⟩)2 ×
√∑

i(D(i)− ⟨D⟩)2
(2.35)

where Rcorr represents the correlation coefficient between matrix C rep-
resenting the independent image and matrix D representing the projected
image from the 3D reconstruction. ⟨C⟩ and ⟨D⟩ represent the averaged
value of each image and the index of each image, respectively.

Image convergence test

A convergence test was performed to determine the minimum number of
images required from each viewing angle to produce a statistically conver-
gent result. To this end, an FFT was performed on OH∗ chemiluminescence
images taken in Article I across a variable range of images and the resulting
Fourier amplitude was determined for each sample size. The amplitude of
the resulting FFT is shown in Fig. 2.46. The amplitude determined after
using 320 images starts to converge to a set value with minor deviations
less than 1 %. It was therefore assumed that convergence is reached after
320 images. The number of images used for OH∗ chemiluminescence in the
studies outlined used a minimum of 625 images in each phase bin which
is large enough to reach statistical convergence by the definition presented
here.

Figure 2.46: Image convergence test by estimating the FFT amplitude while vary-
ing the number of images used in the calculation. Red line represents point of
convergence.
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Figure 2.47: (a) Image of multi-flame setup, (b) NH∗
2 chemiluminescence image of

(left) Ammonia/hydrogen flame and (right) Methane flame. Colorbars represent
signal intensity counts

2.7 II. Tomographic reconstruction of 12 flame burner -
A practical attempt, shortcomings and recommend-

ations

It was shown that limitations in implementing the CTC technique (Article
I) constrained investigations in the annular combustor to a single flame.
This section will introduce a potential method to overcome this limitation.
The CTC method relies on capturing chemiluminescence based on a spe-
cific wavelength. In this case, emissions of wavelengths blocked by the fil-
ter are cut out of the signal. Using this concept, a series of filters were
tested on a combination of fuels. The aim was to identify a fuel blend that
produced sufficient chemiluminescence for one bandwidth but not another.
This would allow for reconstructing the HRR field of a single flame in the
annular combustor while omitting light from neighbouring flames. There-
fore filters that corresponded to species like NH radicals that do not form
in high concentrations in hydrocarbon combustion but are formed in the
combustion of ammonia were considered. Using a 623 nm (NH∗

2 radical
bandwidth) filter (Pugh et al. 2021), it was found that ammonia/hydrogen
flames produced sufficient signal. However, methane flames did not produce
any emission at this wavelength. Therefore, ammonia/hydrogen was intro-
duced to a single injector in the annular rig. The remaining injectors were
fed with methane/air. The multi-flame setup image is shown in Fig. 2.47(a).
Introducing ammonia and hydrogen to the combustor required installing a
secondary fuel/air delivery system to the annular rig, and sufficient flow
conditioning was required to ensure a uniform flow. The equivalence ratio
of the 60/40 molar % ammonia/hydrogen flame was chosen such that the
laminar flame speed and adiabatic flame temperature were the same as those
of the methane flames. The methane/air flames had an equivalence ratio
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of 0.8 and a bulk flow velocity of 18 m/s. An image showing the filtered
ammonia/hydrogen flame and an image of the methane flames using the
same filter is shown in fig. 2.47(b). Note how sufficient signal is observed
in the ammonia/hydrogen flame, were as the filtered intensity produced by
methane flames are effectively invisible. Using this multi-flame setup would

Figure 2.48: Comparison between OH∗ and NH∗
2 chemiluminescence for a forced

ammonia/hydrogen flame.

introduce flame interaction and confinement effects that were omitted in
Article I. The HRR response of this flame to azimuthal modes can then be
investigated using the CTC method. In this thesis, OH∗ chemiluminescence
and PLIF are extensively used to measure HRR. However, reports of the
632 nm filter as a marker for HRR are not well known. To test its applic-
ability to measure HRR, both imaging of OH∗ and NH∗

2 chemiluminescence
of a forced ammonia/hydrogen flame and both signals were compared as
shown in Fig. 2.48. It can be seen that both signals produce a similar trend,
suggesting that the 632 nm filter can be used as a marker for HRR. Unfor-
tunately, this study was not taken further due to time constraints during
this thesis, and no reconstructions were performed to further this investiga-
tion. However, the presentation of this result here is a recommendation for
future work as this result does hold some promise in evaluating multi-flame
setups using CTC. This section provides some supporting discussion on the
recommendation for CTC methods outlined in Chapter 5.

The description of the combustor and the details of the experimental im-
plementation of the Scanning PLIF and CTC techniques to produce three
dimensional volume outlining the HRR response of a flame in the annular
combustor were outlined in this Chapter. The CTC method was used to
produce the results in Article I and the Scanning PLIF technique was used
for in the analysis in Article II and Article III. The Scanning PLIF technique
was also used to investigate the HRR response of the flame at locations in
a standing wave and the results will be presented in the next Chapter.
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I love fools’ experiments. I am always making them.

— Charles Darwin

3
Experimental results

In this Chapter, two additional studies will be briefly introduced. In depth
analysis of this data was not completed due to time limitations, and there-
fore only brief highlights of these data sets are presented to illustrate their
contents, and to describe some key features. The first study, presented in
§ 3.1, includes a three-dimensional phase-averaged analysis of the FSD of
an unswirled flame in an annular combustor subjected to a standing mode.
A few observations of the flame response at three locations in the standing
wave will be briefly outlined here.

3.1 Three dimensional phase-averaged HRR analysis of
flame response in a standing wave without swirl

Article II introduced the Scanning PLIF technique to reconstruct the three-
dimensional Flame Surface Density based on two independent scan dir-
ections. This technique was applied to forced flames to investigate their
phase-averaged response at three positions in a standing wave. The posi-
tions chosen for reconstruction were the pressure antinode (AN), node (N)
and an intermediate position equidistant between the pressure node and
antinode (IL). A brief description of the flame response will be outlined in
this section.

111



112 Experimental results

3.1.1 Experimental setup

The annular combustor presented in Chapter 2 was used to obtain the data
presented in this section. The experimental setup was identical to Article
II, and a brief description of the setup and measurement procedure will be
outlined here. The 12 injector configuration was used to investigate a single
unswirled ethylene flame subjected to a standing wave in the NTNU annular
combustor. This study omitted the swirler to investigate large-scale struc-
tures without additional complexity due to the locally rotating flow field and
significant flame-flame interactions. Ethylene/air was introduced to the an-
nular combustor at an equivalence ratio of ϕ = 0.7 and a bulk flow velocity
of Ub =17 m/s at the injector exit. Note that the equivalence ratio chosen
here differed from Articles I and III and was chosen based on the study by
Mazur et al. (2019), who showed that in this combustor configuration, this
operating condition was not self-excited. The forcing procedure outlined in
Chapter 2 was used to create a standing wave in the combustor at a for-
cing frequency of 1790 Hz which was chosen based on the resonance of the
combustor. Changing the angular position of the forcing array allowed for
repositioning the standing wave with respect to the flame of interest. The
dual scan method outlined in § 2.3 of Chapter 2, in which scanning PLIF
is performed for two orthogonal laser sheet orientations, was used to recon-
struct the phase-averaged HRR response of the flame. OH PLIF imaging
was performed using a v2012 camera with an imaging frequency of 10 kHz.
A third-order polynomial camera model was used to transform pixel space
to real-world coordinates with a maximum mean calibration error of 0.45
pixels (0.046 mm) for the three cases. Ten independent scans were per-
formed for both the X-Z and Y-Z scan directions producing 700800 images
in each direction. The coordinate system used in Fig. 2.10 was used in this
analysis. Images were binned, using the forcing signal, into 16 phases. The
laser sheet was positioned at 200 locations within the volume of interest,
resulting in 220 images per a phase angle per laser sheet position. The
reconstruction produced a 200 × 200 × 200 voxel volume representing a
40 mm × 40 mm × 40 mm volume. The FSD reconstruction method out-
lined in § 2.3.8 of Chapter 2 was used to reconstruct the HRR field for each
phase angle. The resulting volumes, along with a planar cross-plane slice
through the burner axis in the X-Z and Y-Z directions, will be presented in
the following sections.

3.1.2 Modal characterisation

The quaternion formulation outlined in § 2.47 of Chapter 2 was used to
characterise the standing mode inside the annular combustor. The velocity
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Figure 3.1: Azimuthal and axial velocity oscillations over a forcing cycle for the
flame of interest (left column). Amplitude of the azimuthal pressure mode of each
run taken during a dual scan, for AN, N and IL forcing cases (right column).
Circular data points presented in the center columns plot refer to injector locations
at which pressure was measured around the annular.

fluctuations and modal data for all three cases are presented in Fig. 3.1.
When applying the dual scan method to forced flames, it is important that
the flame modal response is identical for each scan direction and each run to
ensure a consistent reconstruction. To assess the repeatability of the modal
response, a plot of the azimuthal amplitude for each independent scan is
shown in the third column of Figure 3.1. The azimuthal amplitude (A) was
calculated using Eq. 2.47 of Chapter 2. For all three cases, the deviation
between each run for each case is small, with a maximum standard deviation
of 34 Pa. However, larger differences are present when comparing the amp-
litude between each scan direction for each case. The pressure AN, N, and
IL cases produce a mean azimuthal amplitude difference of 130 Pa, 50 Pa,
and 30 Pa between the scan directions, respectively. This large difference,
especially in the case of the antinode, was due to the difficulty in controlling
the forced modes. This difference in amplitude on the flame response is dif-
ficult to quantify or correct. Nonetheless, some observations on the flame
response can be presented.

3.1.3 Flame response at the pressure antinode

The axial and azimuthal velocity oscillations, averaged all runs and scan
directions, normalised by the bulk flow velocity of the antinode position are
shown in Fig. 3.1. The flame at the antinode position experiences a max-
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Figure 3.2: Cross plane slices of FSD of flame at antinode position. (top) X-Z
Slice, (middle) Y-Z Slice and (bottom) 3D reconstruction. A threshold 15% of
the maximum FSD value is applied to the 3D volumes to isolate regions of large
magnitude.

imum axial velocity oscillations value of 0.11. In contrast, the azimuthal
velocity oscillations are negligible. Figure 3.2 presents two cross-plane FSD
slices and a three-dimensional FSD volume for five phase-averaged instances
along a forcing cycle. In the X-Z FSD slices (y/D = 0), the inner shear layer
is observed to roll up at the base of the flame, which can be seen through
the large scale flame wrinkling. The flame surface curvature grows as the
vortex is advected downstream. The roll-up of the flame surface is seen
on both sides of the flame and is symmetric around the x/D = 0 axis.
The stabilisation of the flame on the outer shear layer is not present at the
dump plane. Eventually, the flame surface pinches off at the downstream
location z/D = 1.5. A similar symmetric response is observed in the Y-
Z FSD slice (x/D = 0). However, the flame response slightly differs at
y/D > 0.5 close to the inner wall. Article II conjectured that the different
conductivity and flow geometry between the inner and outer walls changed
the flame shape. Similarly, the flame response close to the inner wall is
more elongated than the flame response at the outer wall. The wall effects
are minor when compared to the unforced flame in Article II. This is po-
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tentially due to the smaller flame height observed for forced flames. The
three-dimensional FSD volumes are presented in the bottom row of Fig. 3.2.
The three-dimensional HRR field shows an approximately an axisymmetric
structure. A threshold of 15% of the maximum HRR value was applied to
the reconstructions to remove small oscillations in HRR and non-physical
flame elements. A three-dimensional representation of the pinch-off event
produces a close to symmetric ring-like structure. The formation of this ring-
like structure forms at the base due to axial velocity oscillations and grows
in size, and eventually, the flame pinches off at t/T = 12/16. Small flame
elements remain close to the inner wall after the pinch-off at t/T = 3/16.
The three-dimensional structure of the flame at the antinode position pro-
duces a symmetric response with minor differences in the flame response
between the cross planes. It is interesting to point out that the symmetry
of the response shown at this position is similar to shown by Balachandran
et al. (2005) as discussed in Chapter 1 for a forced single flame setup.

3.1.4 Flame response at pressure node

Figure 3.3: Cross plane slices of FSD of flame at Node position. (top) X-Z Slice,
(middle) Y-Z Slice and (bottom) 3D reconstruction. A threshold 15% of the max-
imum FSD value is applied to the 3D volumes to isolate regions of large FSD.

The second position of interest in the standing wave is the nodal position.
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At this position, as per Fig. 3.1, the azimuthal velocity oscillations are signi-
ficant, with a maximum value of 0.03 when normalised by the bulk flow ve-
locity, while the axial velocity oscillations are zero. A similar representation
as that of Fig. 3.2 of the cross planes and three-dimensional HRR recon-
struction is shown for the flame response at the nodal position in Fig. 3.3.
From the X-Z planes, it can be seen that the flame response produces a
non-symmetric response, and oscillations occur on either side of the flame
in anti-phase producing a flapping motion. The outer shear layer also rolls
up with a different timing than that of the inner shear layer. In contrast
to the antinode, the presence of azimuthal velocity fluctuations results in
stabilisation of the outer shear layers, and the modulations in the outer
shear layer from azimuthal velocity fluctuations cause the flame to attach
to the injector exit. This result was confirmed from OH∗ chemiluminescence
imaging and is not shown here for brevity.

However, the response drastically differs in the Y-Z FSD slices, and the
flame response is minimal in this plane, with the flame looking similar to
that of an unforced flame with slight modulations of the flame surface. It
is also clear that the outer shear stabilisation is not present as in the X-Z
plane. In Article II, it was seen that the outer shear layer of the unforced
flame had a tendency to attach to regions closer to the combustor walls.
Further asymmetry is observed in the Y-Z slices as the flame response is
shorter at the inner combustor wall. The three-dimensional reconstruction
shown in Fig. 3.3 shows a non-axis symmetric flame structure, with regions
of the outer shear layers incident to the azimuthal mode attached to the
injector exit forming an M-flame structure in these regions. Unlike the
flame response at the antinode, the flame does not have a clear pinch-off
event. The nodal position shows how the flame responds in a non-symmetric
way to both the azimuthal velocity oscillation and confinement.

3.1.5 Flame response at location in between node and antinode (IL)

The cross-plane and reconstruction of FSD of the third position presented
in the standing wave are at a location equidistant from both the antinode
and node. At this position, the flame simultaneously experiences axial and
azimuthal oscillations that are in phase with each other. The axial and azi-
muthal velocity oscillations reach a maximum velocity of 0.08 and 0.02 when
normalised with the bulk flow velocity, respectively, as shown in Fig. 3.1.
The flame surface rolls up at the base of the flame, which grows in size as it
is advected downstream. In contrast to the antinode, the flame surface roll-
up differs on both sides of the flame for both X-Z and Y-Z slices, as shown in
Fig. 3.4. The timing of the azimuthal and axial velocity oscillations makes
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Figure 3.4: Cross plane slices of FSD of flame at IL position. (top) X-Z Slice,
(middle) Y-Z Slice and (bottom) 3D reconstruction. A threshold 15% of the max-
imum FSD value is applied to the 3D volumes to isolate regions of large FSD.

the roll-up structures slightly asymmetric on either side. However, the roll-
up of the flame surface in the X-Z slices are closely in phase with each other
on both sides of the flame similar to that of the antinode suggesting that
the response is dominated by axial velocity fluctuations. A similar response
is also seen in the Y-Z FSD slices with a small phase difference between the
flame structures at the inner and outer combustion walls. Unlike the anti-
node, the outer shear layers are stabilised for regions along the flame, except
for the response at the inner combustion wall. After applying a threshold,
it can be seen that the outer shear layer is more stabilised for locations
x/D < 0 in the three-dimensional reconstruction in Fig. 3.4. A pinch-off is
visible, however, these form asymmetric flame structures.

3.1.6 Local amplitude and phase of HRR oscillations

The flame response of the three positions in the standing wave will further
be characterised using three-dimensional analysis of the HRR fluctuations
amplitude and phase as outlined in §2.47 in Chapter 2. In Fig. 3.5, the
amplitude of the HRR oscillations (|q̂|) are represented as a single isosur-
face and the phase (∠q̂) is plotted on isosurfaces of a certain amplitude for
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Figure 3.5: Iso-surface of FFT amplitude with iso value (|q̂|) corresponding to
20% of the maximum FFT amplitude (Top row). Isosurfaces at value 20% of the
maximum FFT amplitude colored with FFT phase, AN, N and IL cases (Bottom
row).

the AN, N and IL cases. The iso-value used for the isosurface in Fig. 3.5
was chosen to highlight large amplitude oscillation structures in the flame,
and the phase provides insight into the timing of these oscillations. Three
distinct patterns are observed for each flame position. The flame response
at the antinode is at a location that produces the largest HRR response in
a standing wave (Mazur et al. 2019). At the antinode, large-scale structures
take the form of concentric rings with a radius of 0.43D at the base of the
flame and 0.55D close to pinch off further downstream. From the phase
plots in the lower row of Fig. 3.5, the large ring-like structures are uniform
in phase but are approximately π out of phase between each ring. However,
the amplitude of the HRR oscillations at the node produces non-continuous
crescent shaped structures on either side of the flame that is incident to the
azimuthal mode. Large structures are also present on the outer shear lay-
ers, and no structures are observed along x/D = 0 axis for all downstream
locations. Looking at the 3D phase of HRR oscillations at the nodal posi-
tion shows that the timing of these structures is close to π out of phase on
either side of the flame. The timing of these oscillations promotes cancelling
of the global HRR at this location. In the IL case, the |q̂| isosurface pro-
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duces ring-like structures that are distorted due to the combination of the
transverse and axial velocity fluctuations resulting in an asymmetric and
slanted oscillation structure. The structures are also smaller in radius and
do not change in size with a downstream location like that of the antinode
response.

This section presents some observations based on the reconstruction of the
HRR field for a single flame at three locations along a standing wave. The
response is different in each case, ranging from a symmetric response to
a completely asymmetric one like that of the node. The flame response
observation was possible by using the scanning PLIF technique discussed in
this thesis, and although the discussion of these cases is mentioned briefly, it
is worth noting that the three-dimensional analysis of an azimuthally forced
flame in an annular combustor has not been produced in literature before.
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And following our will and wind we may just go where
no one’s been. We’ll ride the spiral to the end and may
just go where no one’s been

— Tool

4
Summary of research articles

This thesis contains three research articles and an additional Chapter out-
lining briefly results associated with a flame response in a standing wave in
the annular combustor. The following Chapter summarises these studies.

4.1 Summary of papers

Article I

Tomographic reconstruction of an azimuthally forced flame in an annular
chamber
Dirren Govender, Hecong Liu, Fan Peng, Weiwei Cai, Nicholas A. Worth (2022).
Proceedings of the Combustion Institute, DOI: 10.1016/J.PROCI.2022.08.051

The aim of this study addresses research goal (i) in § 1.3 of Chapter 1.
Computed Tomography of Chemiluminescence was used to reconstruct the
three-dimensional HRR field of a single swirled flame in an annular combus-
tor when forced by spinning ACW and CW azimuthal modes. The flame
was first characterised by a Flame Describing Function. The equivalence
ratio of the fuel was varied to change the flame shape and the interaction
of the flame with the enclosure. It was found that richer flames interacted
with the inner and outer walls, which also resulted in an FDF that differed
between the ACW and CW modal responses. Two reconstructions were
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performed for a rich and lean fuel/air flame. The reconstruction error was
quantified by performing a cross-correlation of an independent view. The
richer case produced large errors in the reconstruction and was not used for
detailed analysis. The lean case produced a high correlation value, and even
though the FDF for this case was identical, the three-dimensional analysis of
the HRR field highlighted key differences in the response between the ACW
and CW modes. The analysis of the three-dimensional HRR oscillations
volume showed that large HRR oscillations are present in regions facing the
incoming pressure wave at the base of the flame. However, these regions of
large HRR oscillations occur at different angular orientations downstream.

Article II

Large volume scanning laser induced fluorescence measurement of a bluff-
body stabilised flame in an annular combustor
Dirren Govender. Samuel Wiseman, James R. Dawson, Nicholas A. Worth (2022).
Experiments in Fluids, 63:62

This article addresses research goal (ii) in § 1.3 of Chapter 1. In this study, a
Scanning PLIF method is introduced to resolve the three-dimensional HRR
field of a flame in the annular combustor. The method was introduced
to overcome CTC’s limitations, allowing the flame response for the com-
plete multi-flame setup to be captured. This study made use of synthetic
PLIF images of a known object. Using this simulated study, experimental
Scanning PLIF parameters were evaluated to ensure the parameters used in
the experiment would produce high reconstruction accuracy. A key finding
shown both with the synthetic images and the experiment itself was the
bias in reconstructing the Flame Surface Density field as the laser sheet
approached parallel alignment with the flame surface. The error was quan-
tified using the synthetic data, and the error was experimentally overcome
by introducing a second independent orthogonal scan direction. Two FSD
volumes were reconstructed from these independent scans to produce a final
volume where the biasing error was reduced. The final or combined volume
helped identify asymmetries of an unforced flame in the annular combustor.
Differences in the flame shape were seen at flame positions near the inner
and outer annular combustor walls due the stabilising of the outer shear
layer of the flame. This study highlighted the effects of the annular confine-
ment on the flame shape and HRR spatial distribution inside the combustor.
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Chapter 3

Three dimensional analysis of flame at three positions in standing wave in
an annular combustor

This Chapter addresses research goal (iii) in § 1.3 of Chapter 1. The scan-
ning PLIF technique introduced in Article II was used to reconstruct the
HRR field for flames subjected to a forced standing mode in the NTNU an-
nular combustor. Three positions were investigated, the pressure antinode,
node and a position equidistant to the node and antinode. The analysis
of the flame response was performed by evaluating FSD cross planes and
three-dimensional FSD reconstructions. Additionally, the amplitude and
phase of the HRR oscillations were investigated in three dimensions. Each
position produced a unique flame response in the standing wave. The an-
tinode produced symmetric ring-like HRR oscillation structures, with the
node producing crescent shaped structures that were out of phase with each
other, and the in-between cases produced a mixed response with ring like
structures similar to the antinode, but some asymmetric elements.

Article III

Scanning PLIF measurement of azimuthally forced swirling flames in an
annular combustor
Dirren Govender and Nicholas A. Worth (2022).
Under consideration for publication in Combustion and Flame.

This article meets aim (iv) in § 1.3 of Chapter 1, in which Scanning PLIF
was used to reconstruct the three-dimensional FSD field of two interacting
swirling flames in an 18 injector annular combustor subjected to ACW and
CW spinning azimuthal forced modes. The aim of this article was to un-
derstand the difference between the magnitude of the response when forced
in the ACW and CW directions. One of the key results was that the in-
tegrated HRR magnitude produced a larger response in the ACW direction
confirming previous observations. The FSD volumes helped characterise the
flame response and showed how flame structures form based on the annu-
lar confinement. The three-dimensional HRR fields revealed that the local
response amplitude and phase differed in regions of the flame based on the
mode direction. The flame response to ACW modes resulted in a phase
difference of π/2 and an amplitude difference that was twice than the re-
sponse in the CW case. This result highlights the role of the timing of the
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azimuthal velocity component on the HRR response which was more signi-
ficant for the ACW case than the CW case. The 3D volumes were also used
to calculate the convective velocity (which is based on or calculated from
the convective wavelength) of high HRR oscillations in three dimensions.
The analysis in this article showcases the benefits of having access to the
3D FSD providing a rich understanding of the timing of the response in the
HRR oscillations for the different spinning directions.



It is not knowledge, but the act of learning, not posses-
sion but the act of getting there, which grants the greatest
enjoyment’

— Carl Friedrich Gauss

5
Conclusions and Outlook

5.1 Concluding remarks

This thesis provides a better understanding of the flame dynamics in an
annular combustor when subjected to azimuthal forced modes. This was
accomplished by analysis of the HRR response to azimuthal modes based on
two three-dimensional techniques. The first analysis involved implementing
CTC to understand the response of a single flame in the annular combus-
tor. The motivation behind studying a single flame in Article I is twofold:
firstly, it removes the complexity of flame-flame interaction; and secondly,
it allows for implementing the CTC method. Article I aimed to investigate
the flame dynamics of a flame subjected to ACW and CW spinning modes.
It was found by Nyg̊ard et al. (2019) that a higher HRR response is pro-
duced for the ACW compared to the CW case. However, the simplification
of removing flame-flame interaction showed that the flame’s response was
identical irrespective of the direction of the spinning mode. This was shown
by use of the Flame Describing Function. This analysis was extended to
show that increasing the equivalence ratio introduces more interaction with
the combustor, and rich air-fuel mixtures produce differences in the HRR
response. Therefore, wall interaction is important for producing an asym-
metric response. The analysis of the flame dynamics was based on CTC
in three dimensions for an operating point that matched the conditions of
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Nyg̊ard et al. (2019). The analysis of the HRR distribution of the unforced
flame showed that the flame shape was asymmetric. The forced flames also
produced an asymmetric flame shape due to the combination of azimuthal
and axial velocity oscillations. The timing of these oscillations produced
larger oscillations in HRR on one side of the flame that was incident to
the pressure wave. This result was evident at the base of the flame and
it was shown that the region of large HRR oscillations slowly rotates for
downstream locations. Although the global flame response was the same
for both forced cases, this article provided insight into the flame dynamics
of these forced responses in three dimensions.

The findings of Article I provided insight into the results of Nyg̊ard et al.
(2019). However, the lack of flame-flame interaction changes the stabilisa-
tion of the flame, and reduced wall interaction. The limitation of using the
CTC technique to capture a single flame in the annular combustor motiv-
ated the development of an alternative three-dimensional technique. This
formed the basis for Article II, in which a Scanning PLIF technique was
developed. This article showed that a bias was produced in reconstruct-
ing the FSD volume from Scanning PLIF in a single scan. The FSD was
underestimated at regions of flame where the laser sheet became close to
parallel to the flame surface. A complementary synthetic experiment was
presented to aid the development of the technique and the study also quan-
tified the bias error for an ideal flame object. The synthetic experiment
was also used to assess Scanning PLIF experimental parameters and the
reconstruction method. It was shown that the parameters such as laser
sheet thickness and spacing used in the experiment and the developed re-
construction method produced reasonable reconstruction accuracy. The bias
in reconstructing the FSD volume was reduced by introducing a dual-scan
technique that combined the FSD of two independent orthogonal scan dir-
ections. The Scanning PLIF technique was then applied to the 12 burner
setup without any forcing. The three-dimensional analysis helped identify
the asymmetry of the flame in response to the asymmetric confinement.
The three-dimensional HRR distributions showed that the flame was more
elongated at regions close to the annular walls in comparison to locations
near its neighboring flames creating an asymmetric flame shape. Given that
the technique was new, the results of Scanning PLIF were compared to OH∗

chemiluminescence imaging showing reasonable agreement.

The Scanning PLIF technique was then applied to the 12 burner combus-
tor when subjected to a standing mode. The swirler was removed in this
configuration to highlight large-scale structures in the response of the flame
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without the complexity due to locally rotating flow field and in the absence
of flame-flame interactions. The positions investigated were the pressure an-
tinode, node and an intermediate location between the node and antinode.
A symmetric response was observed at the pressure antinode, where as the
node produced an asymmetric response with oscillations that were out of
phase on either side of the flame. This observation was evident along the
flame surface that was incident to the pressure wave but minor oscillations
were observed close to the annular combustor walls. The flame shape re-
sembled that of the unforced flame in Article II at these locations. The flame
response of an intermediate location between the antinode and node was also
investigated. The HRR distribution showed that the flame response takes on
slight asymmetric ring-like structures with the outer shear layer stabilising
for regions of the flame that was not observed for the antinode.

To conclude this thesis, Scanning PLIF was applied to an 18-annular burner
configuration and is presented in Article III. Additional burners were intro-
duced to promote flame-flame interaction, and the response to both ACW
and CW spinning modes was investigated through the three-dimensional re-
construction of the FSD distribution of two interacting swirled flames. FSD
was used to describe the distribution of the HRR response. The flame re-
sponse in both cases were asymmetric with regions of large HRR oscillations
in the inner shear layers. It was shown that the global HRR response of the
ACW forced flame was larger than the CW forced flame. The differences in
the HRR oscillations between the ACW and CW cases were not clear from
the FSD volumes. However, performing a Fourier analysis helped isolate
the amplitude and phase of HRR oscillations for each case. Large amp-
litudes in the HRR response was observed at the base of the flame for both
cases. However, spatially integrating thick slices of the amplitude volume
showed that the base did not significantly contribute to the global response
due to cancellation. In contrast, the flame tips produced a significant con-
tribution to the global response, irrespective of the lower local amplitude
in these regions. Tracking the phase of these slices showed that the ACW
response phase lagged by ∼ −π/2 for one half of the flame which coincided
with the timing of the azimuthal and axial velocity fluctuations. The HRR
oscillation amplitude was also greater for this half flame, outlining that the
response is both influenced by timing and magnitude. Having access to
the three-dimensional phase allowed for the estimation of the convective
wavelength for each case. Using the convective wavelength, velocities of
disturbances along the flame were calculated that highlighted asymmetries
in the flame with large differences observed in the circumferential direction.
The application of the three-dimensional measurement allowed for a better
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understanding in the different global responses when subjected to azimuthal
modes.

5.2 Future outlook

This thesis aimed to understand the flame response to standing and spin-
ning azimuthal modes in an annular combustor. The three-dimensional
analysis of the HRR oscillation field helped to better understand the flame
response. The techniques introduced here were developed to be implemen-
ted to the annular rig but can be applied to other applications. Difficulties
and drawbacks were outlined in each of the studies. A few recommendations
to improve these techniques will be outlined below:

• In the Scanning PLIF method, the reconstruction method relied on
flame front tracking to calculate FSD. The FSD volumes were then
used to identify how the flame responds to the velocity field. However,
the underlying flow field can not be captured using PLIF. Therefore,
a recommendation would be to study these flames with tools that
can spatially resolve the velocity and vorticity flow field to provide
more understanding of the flame dynamics. In the current work the
link between vortical structures and flame sheet deformation is con-
jectured, but resolving the vorticity field would allow this to be linked
more definitively.

• In the Scanning PLIF technique, many independent scans were used
to reconstruct a single HRR volume. Therefore, it was crucial that
each scan produced the same flame response. That is, the mirror po-
sitions, flame operating conditions, and, the mode in the combustor
be constant. Unfortunately, the control of the mode, as outlined in
Chapter 2, was not easily repeatable. This was often due to the tem-
perature dependence on the forced modal state in the combustor. A
potential recommendation for improving this aspect with be to intro-
duce cooling water into the outer walls of the combustor to ensure
more uniform temperatures during combustion. A consistent forced
modal state would produce more repeatable reconstructions.

• In Article II, a biasing was found based on the orientation of the laser
sheet and flame. This biasing was overcome by introducing a second
scanning direction. However, a potential correction may exist that,
if applied correctly, could account for the laser sheet orientation po-
sitional error. An alternate way to avoid this bias would be to scan
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the volume parallel to the flow (90 degrees from the setup in Article
II). This idea was not tested. However, the synthetic experiment was
used to show that this was the most optimal way to reconstruct the
volume. Experimentally this would be challenging, as PLIF imaging
would need to be performed from overhead. Chemiluminescence meas-
urements were taken from overhead, as shown in Article II, by placing
a mirror in the exhaust gas. However, the mirror would need to be
repositioned to ensure sufficient spatial resolution but positioning the
mirror closer to the combustor would require extensive cooling. The
cooling of the mirror, at the combustion temperature of the conditions
of this thesis, was not trivial, and the mirror used often broke. How-
ever, this would still be possible with a well-designed mirror cooling
system.

• In Article I, the limitations of the CTC method were introduced. The
method being a Line-of-Sight method, restricted the reconstruction
to a single flame setup. In § 2.7 of Chapter 3, a potential solution
is proposed to overcome this limitation. This involved using different
fuel types and isolating a single flame in a multi-flame setup using
chemiluminescence. The solution has promise however, a thorough
investigation is required to produce a successful implementation.



130 Conclusions and Outlook



Bibliography

X. Sun, X. Wang, Fundamentals of Aeroacoustics with Applications to Aero-
propulsion Systems: Elsevier and Shanghai Jiao Tong University Press
Aerospace Series, Elsevier, 2020.

H. S. Gopalakrishnan, A. Gruber, J. Moeck, Computation of Intrinsic In-
stability and Sound Generation From Autoignition Fronts, Journal of
Engineering for Gas Turbines and Power (2022).

T. J. Poinsot, A. C. Trouve, D. P. Veynante, S. M. Candel, E. J. Esposito,
Vortex-driven acoustically coupled combustion instabilities, Journal of
Fluid Mechanics 177 (1987) 265–292.

T. Indlekofer, The dynamic nature of self-excited azimuthal modes in an-
nular combustors, Doctoral theses, Norwegian University of Science and
Technology, 2021.

P. Breeze, Advanced Gas Turbine Design, in: P. Breeze (Ed.), Gas-Turbine
Power Generation, Academic Press, 2016, p. iv.

N. Noiray, D. Durox, T. Schuller, S. Candel, A unified framework for nonlin-
ear combustion instability analysis based on the flame describing function,
Journal of Fluid Mechanics 615 (2008) 139–167.

R. Balachandran, B. Ayoola, C. Kaminski, A. Dowling, E. Mastorakos, Ex-
perimental investigation of the nonlinear response of turbulent premixed
flames to imposed inlet velocity oscillations, Combustion and Flame 143
(2005) 37–55.

L. Duffo, Impact of Turbulence and various thermo-acoustic phenom-
ena[Unpublished doctoral dissertation], Ph.D. thesis, Norwegian Institute
of Science and Technology, 2023.

H. T. Nyg̊ard, G. Ghirardo, N. A. Worth, Azimuthal flame response and
symmetry breaking in a forced annular combustor, Combustion and
Flame 233 (2021) 111565.

131



132 BIBLIOGRAPHY

J. O’Connor, T. Lieuwen, Recirculation zone dynamics of a transversely
excited swirl flow and flame, Physics of Fluids 24 (2012) 075107.

A. Saurabh, C. O. Paschereit, Combustion instability in a swirl flow com-
bustor with transverse extensions, in: Proceedings of the ASME Turbo
Expo, volume 1 B, American Society of Mechanical Engineers Digital
Collection, 2013.

J. O’Connor, V. Acharya, T. Lieuwen, Transverse combustion instabilities:
Acoustic, fluid mechanic, and flame processes, 2015.

A. Saurabh, C. O. Paschereit, Dynamics of premixed swirl flames under the
influence of transverse acoustic fluctuations, Combustion and Flame 182
(2017) 298–312.

N. A. Worth, J. R. Dawson, Tomographic reconstruction of OH* chemi-
luminescence in two interacting turbulent flames, Measurement Science
and Technology 24 (2013).

J.-F. Bourgouin, D. Durox, J. P. Moeck, T. Schuller, S. Candel, Self-
Sustained Instabilities in an Annular Combustor Coupled by Azimuthal
and Longitudinal Acoustic Modes, in: Volume 1B: Combustion, Fuels
and Emissions, ASME, 2013, p. V01BT04A007.

N. A. Worth, J. R. Dawson, Modal dynamics of self-excited azimuthal
instabilities in an annular combustion chamber, Combustion and Flame
160 (2013) 2476–2489.

M. Mazur, H. T. Nyg̊ard, J. R. Dawson, N. A. Worth, Characteristics
of self-excited spinning azimuthal modes in an annular combustor with
turbulent premixed bluff-body flames, Proceedings of the Combustion
Institute 37 (2019) 5129–5136.

N. A. Worth, J. R. Dawson, Self-excited circumferential instabilities in a
model annular gas turbine combustor: Global flame dynamics, Proceed-
ings of the Combustion Institute 34 (2013) 3127–3134.

H. T. Nyg̊ard, Experimental Measurement of Flame Describing Functions
in an Azimuthally Forced Annular Combustor, Doctoral thesis (phd),
Norwegian University of Science and Technology, 2021.

M. I. Najafabadi, L. Egelmeers, B. Somers, N. Deen, B. Johansson, N. Dam,
The influence of charge stratification on the spectral signature of partially
premixed combustion in a light-duty optical engine, Applied Physics B:
Lasers and Optics 123 (2017).



BIBLIOGRAPHY 133

J. Floyd, A. M. Kempf, Computed Tomography of Chemiluminescence
(CTC): High resolution and instantaneous 3-D measurements of a Matrix
burner, Proceedings of the Combustion Institute 33 (2011) 751–758.

J. R. Dawson, N. A. Worth, Flame dynamics and unsteady heat release rate
of self-excited azimuthal modes in an annular combustor, Combustion and
Flame 161 (2014) 2565–2578.

A. G. Olabi, M. A. Abdelkareem, Renewable energy and climate change,
Renewable and Sustainable Energy Reviews 158 (2022) 112111.

C. Xu, T. A. Kohler, T. M. Lenton, J. C. Svenning, M. Scheffer, Future
of the human climate niche, Proceedings of the National Academy of
Sciences of the United States of America 117 (2020).

United Nations Environment Programme, Emissions Gap Report 2020,
United Nations, 2020 edition, 2021.

P. A. Owusu, S. Asumadu-Sarkodie, A review of renewable energy sources,
sustainability issues and climate change mitigation, Cogent Engineering
3 (2016) 1167990.

E. Stefan, B. Talic, Y. Larring, A. Gruber, T. A. Peters, Materials chal-
lenges in hydrogen-fuelled gas turbines, International Materials Reviews
67 (2022) 461–486.

L. Han, S. Cai, M. Gao, J. Y. Hasegawa, P. Wang, J. Zhang, L. Shi,
D. Zhang, Selective Catalytic Reduction of NOx with NH3 by Using Novel
Catalysts: State of the Art and Future Prospects, 2019.

R. K. Srivastava, W. Neuffer, D. Grano, S. Khan, J. E. Staudt, W. Jozewicz,
Controlling NO x emission from industrial sources, Environmental Pro-
gress 24 (2005) 181–197.

A. F. Sarofim, R. C. Flagan, NOx control for stationary combustion sources,
Progress in Energy and Combustion Science 2 (1976) 1–25.

S. Candel, Combustion dynamics and control: Progress and challenges,
Proceedings of the Combustion Institute 29 (2002) 1–28.

B. S. Brewster, S. M. Cannon, J. R. Farmer, F. Meng, Modeling of lean
premixed combustion in stationary gas turbines, 1999.

N. Docquier, S. Candel, Combustion control and sensors: A review, 2002.



134 BIBLIOGRAPHY

P. Chiesa, G. Lozza, L. Mazzocchi, Using hydrogen as gas turbine fuel,
Journal of Engineering for Gas Turbines and Power 127 (2005) 73–80.

V. Lieuwen, Timothy C and Yang, Combustion instabilities in gas turbine
engines: operational experience, fundamental mechanisms, and modeling,
American Institute of Aeronautics and Astronautics Inc, AIAA, 2005.

T. Poinsot, Prediction and control of combustion instabilities in real engines,
Proceedings of the Combustion Institute 36 (2017) 1–28.

Rayleigh, The explanation of certain acoustical phenomena, Nature 18
(1878) 319–321.

T. C. Lieuwen, V. Yang, Combustion Instabilities In Gas Turbine Engines,
American Institute of Aeronautics and Astronautics, 2006.

J. C. Oefelein, Y. Vigor, Comprehensive review of liquid-propellant com-
bustion instabilities in f-1 engines, Journal of Propulsion and Power 9
(1993) 657–677.

C. P. Mark, A. Selwyn, Design and analysis of annular combustion chamber
of a low bypass turbofan engine in a jet trainer aircraft, Propulsion and
Power Research 5 (2016) 97–107.

J. C. Oefelein, Y. Vigor, Comprehensive review of liquid-propellant com-
bustion instabilities in f-1 engines, Journal of Propulsion and Power 9
(1993) 657–677.

Y. Huang, V. Yang, Dynamics and stability of lean-premixed swirl-stabilized
combustion, 2009.

P. L. Rijke, LXXI. Notice of a new method of causing a vibration of the
air contained in a tube open at both ends, The London, Edinburgh, and
Dublin Philosophical Magazine and Journal of Science 17 (1859) 419–422.

R. L. Raun, M. W. Beckstead, J. C. Finlinson, K. P. Brooks, A review of
Rijke tubes, Rijke burners and related devices, 1993.

H. J. Merk, Analysis of heat-driven oscillations of gas flows - I. General
considerations, Applied Scientific Research, Section A 6 (1957) 317–336.

T. C. Lieuwen, Unsteady combustor physics, volume 9781107015, Cam-
bridge University Press, 2009.



BIBLIOGRAPHY 135

W. Polifke, Modeling and analysis of premixed flame dynamics by means of
distributed time delays, 2020.

T. Schuller, T. Poinsot, S. Candel, Dynamics and control of premixed com-
bustion systems based on flame transfer and describing functions, 2020.

L. Boyer, J. Quinard, On the dynamics of anchored flames, Combustion
and Flame 82 (1990) 51–65.

B. H. Chao, C. K. Law, Asymptotic theory of flame extinction with surface
radiation, Combustion and Flame 92 (1993) 1–24.

P. Clavin, J. Sun, Theory of Acoustic Instabilities of Planar Flames
Propagating in Sprays or Particle-Laden Gases, Combustion Science and
Technology 78 (1991) 265–288.

N. Darabiha, S. Candel, The influence of the temperature on extinction
and ignition limits of strained hydroaen-air diffusion flames, Combustion
Science and Technology 86 (1992) 67–85.

M. Fleifil, A. M. Annaswamy, Z. A. Ghoneim, A. F. Ghoniem, Response
of a laminar premixed flame to flow oscillations: A kinematic model and
thermoacoustic instability results, Combustion and Flame 106 (1996)
487–510.

C. K. Law, Dynamics of stretched flames, Symposium (International) on
Combustion 22 (1989) 1381–1402.

K. C. Schadow, E. Gutmark, K. J. Wilson, Active Combustion Control
in a Coaxial Dump Combustor, Combustion Science and Technology 81
(1992) 285–300.

P. Wolf, G. Staffelbach, L. Y. Gicquel, J. D. Müller, T. Poinsot, Acoustic and
Large Eddy Simulation studies of azimuthal modes in annular combustion
chambers, Combustion and Flame 159 (2012) 3398–3413.

I. Hernández, G. Staffelbach, T. Poinsot, J. C. Román Casado, J. B. Kok,
LES and acoustic analysis of thermo-acoustic instabilities in a partially
premixed model combustor, 2013.

Z. X. Chen, I. Langella, N. Swaminathan, M. Stöhr, W. Meier, H. Kolla,
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Abstract 

Azimuthally forced spinning modes on a single ethylene-air swirl flame in an annular combustor were investi- 
gated using phase-averaged three-dimensional (3D) Computed Tomography of Chemiluminescence. Strongly 
spinning azimuthal modes in the clockwise (CW) and anticlockwise (ACW) directions were introduced by 
means of carefully controlled acoustic forcing. Tomographic reconstructions were calculated based on 25 
independent views for an unforced, and CW and ACW forced cases. Using only a single flame in an annular 
enclosure resulted in a flame shape that differed from previous multi-flame investigations. The flame experi- 
ences significantly less flame-wall and no flame-flame interactions. Results at high and low equivalence ratio 

indicate that in the absence of significant enclosure effects, the global heat release rate (HRR) response is the 
same for both forcing directions. The 3D HRR oscillation distributions were investigated in detail, and the 
local flame response to modes with opposite spin direction was shown to feature 180 ◦ rotational symmetry. 
High magnitude HRR oscillations are formed close to the flame base, but due to the combined azimuthal 
and axial excitation the response on one side of the flame is significantly higher in magnitude, and concentra- 
tions of HRR oscillations are seen close to the inner or outer annular walls during CW or ACW excitation 

respectively. Swirl also causes these high magnitude structures to rotate slowly with downstream distance, 
although the spatial redistribution of HRR oscillations through this effect is subtle. This improves our phys- 
ical understanding of previous observations of differing global flame responses to CW and ACW azimuthal 
excitation. 
© 2022 The Author(s). Published by Elsevier Inc. on behalf of The Combustion Institute. 
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1. Introduction 

The occurrence of self-excited thermoacoustic 
instabilities is a major development issue for future 
low emission gas turbine engines. Such instabilities 
arise due to the coupling between the unsteady 
heat release rate and pressure oscillations in the 
combustion chamber, and must be eliminated 

or reduced to acceptable levels during design; 
a task which is hampered by our incomplete 
understanding of these. 

The current study focuses on azimuthal in- 
stabilities in annular combustion chambers. The 
flame response during azimuthal modes depends 
on the amplitude and frequency of the mode, but 
also on additional state characteristics such as the 
spin ratio and mode orientation [1,2] . A number 
of recent studies of self-excited azimuthal modes 
have observed a dependence of the mode state 
on a variety of parameters such as the operating 
conditions [3,4] , chamber geometry [5] and the 
absence of bulk swirl in the annular chamber [6] . 
Understanding the selection and dynamics of 
azimuthal mode states continues to be a focus of 
research efforts. 

Theoretical work has demonstrated that 
spinning wave solutions exist as stable periodic 
attractors, but the presence of noise which typically 
exists in turbulent flames can “drive” the response 
towards standing solutions [7,8] . Recent work has 
also linked mode orientation preferences to system 

asymmetries, and the preference for different spin 

directions on the symmetry breaking in the heat 
release rate response [9] . In other words, when a 
swirling flame confined within annular geometry 
is subject to oppositely signed spinning waves, the 
magnitude of the response depends on the spinning 
wave direction [10,11] , which can lead to the prefer- 
ential excitation of one spinning direction state [9] . 
While these studies have described heat release 
rate symmetry breaking in the global response, the 
use of integrated line of sight methods make the 
asymmetric and highly three-dimensional flame 
dynamics more difficult to understand. 

To address this the current study employs 
Computed Tomography of Chemiluminescence 
(CTC), which is a fully three-dimensional measure- 
ment method [12–15] . The method uses multiple 
integrated line of sight measurements, taken from 

a range of viewing angles, to reconstruct the 
three-dimensional (3D) OH 

∗ distribution. While it 
is possible to use multiple cameras, or fibre optic 
cables to measure different views, the present study 
uses a single re-positioned camera to reconstruct 
phase average data from multiple views [13] . The 
use of a single camera is also advantageous due to 

the lack of space around the annular combustor 
making the use of multiple cameras difficult, 
especially for a large number of views. Recent 
advances in controlling the azimuthal mode state 
using acoustic forcing [10,11] are employed in 

order to make multiple repeat measurements of 
two distinct spinning modes of opposite sign. The 
combination of well controlled acoustic forcing 
and 3D measurement methods provides a number 
of new insights into the complex flame dynamics 
in this practically relevant system. 

2. Experimental setup and methods 

2.1. Annular combustor 

A complete description of the annular com- 
bustor used in this study can be found in [10] , 
but is recalled here in brief. The combustor fea- 
tures 12 equally spaced injectors of diameter D in j = 

18 . 9 mm and length l in j = 150 mm, which are fed 

from a common plenum of diameter D p = 211 mm. 
A mesh grid was placed at the plenum inlet and 

one at the plenum exit to ensure flow uniformity. 
In this study 11 out of 12 injectors were blocked at 
the plenum/injector interface to ensure only a sin- 
gle flame is present in the combustor. The use of 
only a single flame allows the line-of-sight based 

CTC method to be applied, which would be ex- 
tremely challenging with all 12 flames present. The 
present setup is therefore similar to previous stud- 
ies of transversely forced single flames [16,17] , but 
with curved walls, which have been shown to break 

the response symmetry [11] . 
The unblocked injector tube was fitted with a 

13 mm diameter bluff body that was flush mounted 

with the dump plane, creating a blockage ratio of 
50%. The D r = 5 mm bluff body mounting rod also 

supported a 6 vane anti-clockwise swirler (with exit 
blade angle, α = 60 ◦). The swirler trailing edge is 
positioned 10 mm upstream of the dump plane. 
The annular chamber is formed by an inner wall 
of height h i = 294 mm and diameter D i = 127 mm, 
and an outer wall with a total height h o = 175 mm 

and diameter D o = 212 mm. The lowest section (up 

to a height of z = 50 mm) of the outer annular wall 
is quartz for optical access. 

Ethylene-air mixtures with a range of equiva- 
lence ratios ( φ = 0 . 8 to 1.1) were tested at a con- 
stant bulk velocity U b = 18 m/s at the dump plane. 
Figure 1 shows the flame structure at two operat- 
ing conditions. The flame structure differs notice- 
ably from previous studies with 12 flames [10,18] . 
The flow angle relative to the z-direction is re- 
duced, resulting in narrower flames. The φ = 1 . 1 
case is slightly shorter and wider, and interacts with 

the confinement more. This is more obvious when 

viewing obliquely from θ = 235 ◦ and 340 ◦, where 
the flame asymmetry due to the confinement can 

be observed. The flame shape will be discussed in 

detail in §3.1. 

2.2. Acoustic forcing 

A forcing array [10] was installed on the outer 
annular wall, positioned 172 mm from the speaker 
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Fig. 1. Schematic of overhead view of experimental set 
up with OH 

∗ chemiluminescence images at positions � = 

235 ◦, 270 ◦, 340 ◦, of flame for φ = 0 . 8 and φ = 1 . 1 . 

centerline to the the dump plane. The array con- 
sisted of four equally spaced Adastra HD60 horn 

drivers actuated by two QTX PRO 1000 ampli- 
fiers. To characterise the forced state three pairs of 
Kulite XCS-093-0.35D differential pressure trans- 
ducers were installed in three injector tubes, at 
azimuthal locations �k = 90 ◦, 210 ◦ and 330 ◦ as 
shown in Fig. 1 . Note, that the annular and lo- 
cal injector coordinates are represented by � and 

θ respectively. The transducers were flush mounted 

with the injector walls 40 mm and 105 mm up- 
stream of the dump plane. An additional pair of 
transducers was installed in the injector of interest 
to confirm velocity fluctuations at the injector exit. 
Pressure signals were amplified using a Fylde FE- 
579-TA bridge amplifier, and recorded using mul- 
tiple NI-9234 24-bit DAQ modules at a sampling 
frequency of f s = 51 . 2 kH z . 

Acoustic pressure in the injector is modelled as 
ˆ p in j (z ) = B + e −ik + z + B −e ik −z , where the wavenum- 
bers are calculated from the speed of sound, c , 
and the angular forcing frequency, ω f , as k ± = 

(ω f /c ) / (1 ± (U b /c )) . Hat notation ( ̂ ·) denotes fluc- 
tuations in frequency space. The amplitude of the 
two axial counter propagating waves B ± are calcu- 
lated from measurements in each of the inlet ducts 
using the multi-microphone method [19] . Pressure 
oscillations are then propagated to the dump plane, 
taking account of both the swirler transfer ma- 
trix [4] and area change due to the bluff body. Axial 
velocity fluctuations at the dump plane are calcu- 
lated as ˆ u (z ) = (1 /ρc )[ B + e −ik + z − B −e ik −z ] . 

Next, following [10] , the azimuthal pressure 
fluctuations in the annulus are modelled as the su- 
perposition of two azimuthal counter propagating 
waves, ˆ p (�) = A + e i(�−�nl ) + A −e i(−�+�nl ) , where 
A ± are pressure wave amplitudes in the clockwise 

Fig. 2. Scatter plot of the mean amplitude of counter 
propagating acoustic waves in the annular chamber for 
the two forcing states. Each data point represents a sin- 
gle viewing angle from the tomographic experiment. 

(CW) and anti-clockwise directions (ACW) respec- 
tively, and �nl is the nodal line location. A ± and 

�nl are calculated from the propagated pressure 
at three azimuthal locations. The mode amplitude 
is then determined by A = [ A 

2 
+ + A 

2 
−] 1 / 2 , and the 

mode state through the spin ratio, SR = (| A + | −
| A −| ) / (| A + | + | A −| ) . 

Forcing frequencies, f f , which produce the 
highest response were selected, with f f = 810 H z 
and 870 H z for φ = 0 . 8 and 1.1 respectively. These 
frequencies are almost half of those previously re- 
ported by [10] when conventionally operating the 
combustor with 12 flames, due to the lower mean 

temperature of the annular chamber. 
The phase and amplitude of each driver in the 

forcing array was controlled in order to generate 
spinning modes in both the CW and ACW direc- 
tions, as described by [11] . The amplitude and spin 

ratio repeatability of the forcing state is shown in 

Fig. 2 for the two operating conditions. The scatter 
plot shows the mean amplitudes from each sepa- 
rate experimental run (which corresponds to a spe- 
cific camera angle, as described in §2.3). The lower 
power φ = 0 . 8 case resulted in less heating of the 
enclosure, and better mode control. However, both 

operating states are very repeatable, and highly 
spinning modes were generated in both cases. The 
forcing amplitudes for the φ = 0 . 8 case correspond 

to | ̂  u | /U b ≈ 0 . 25 . 
Due to the difference in flame shape and forc- 

ing frequency of this single flame configuration, 
the flame response will differ from [11] , despite 
the similar operating condition. Flame Describing 
functions (FDF) were measured at several operat- 
ing conditions to understand the response symme- 
try, as shown in Fig. 3 . These show the variation 

of spatially integrated normalised heat release rate 
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Fig. 3. Flame Describing Functions for two operating 
conditions in response to ACW ( SR > 0 . 89 ) and CW 

( SR < −0 . 85 ) modes. 

(HRR) oscillations, 〈| ˆ Q |〉 / 〈 Q 〉 , with normalised ve- 
locity fluctuations at the dump plane, | ̂  u | /U b , for 
both CW and ACW modes. In general the response 
of both ACW and CW forcing produces very sim- 
ilar linear HRR responses. Small differences in the 
FDF gains can be seen between the ACW and CW 

modes at φ = 1 . 1 . This asymmetry is similar to 

that in [11] , with a larger response to ACW modes. 
These effects are not observed at φ = 0 . 8 due to 

the lack of flame-wall interactions. However, even 

in the φ = 1 . 1 case, the flame does not interact sig- 
nificantly with the walls, and the level of asymme- 
try is modest (gain difference ∼ 15 %). Figure 3 also 

shows the phase of the FDFs for each equivalence 
ratio. The phase is similar for both ACW and CW 

modes and is also fairly constant across the range 
of | ̂  u | /U b for both equivalence ratios. Therefore, 
while both cases are of interest, the present study 
will focus on the φ = 0 . 8 case, due to the improved 

control of the mode available (as shown in Fig. 2 ), 
and difficulty reconstructing the φ = 1 . 1 which is 
expected to result from the greater wall interac- 
tions. 

2.3. Imaging and Tomographic reconstruction 

The CTC reconstruction of OH 

∗ was performed 

by acquiring images from 25 independent views. 
These were acquired for an unforced case, and two 

different forced states. Each view was imaged us- 

ing a single high speed Phantom v2012 camera with 

LaVision Intensified Relay Optics and a 100 mm fo- 
cal length Cerco 2178 UV lens fitted with a 310 nm 

band bass filter. A camera aperture of f/8 ensured 

a sufficient depth of field. Images were acquired at 
a rate of f cam 

= 10 kHz over a period of 1 second 

with a resolution of 1280 by 800 pixels at each po- 
sition. Images were binned using the forcing signal 
and averaged into 16 phases over 810 cycles result- 
ing in 625 images per phase. 

The camera position was carefully controlled by 
a connecting arm to the burner support structure 
and each position was rotated �θ ≈ 5 ◦ resulting 
in an included camera separation angle of 125 ◦, as 
shown in Fig. 1 . A two level square camera calibra- 
tion target with a side length 106 mm and dot spac- 
ing of 10 mm was used for calibration. An align- 
ment tool was manufactured allowing the calibra- 
tion plate to be repeatably placed in the same phys- 
ical position before each run. A Structural Similar- 
ity Index [20] value of 0.99 was calculated over 25 
re-positioning tests demonstrating repeatability. A 

pinhole calibration model was applied with a re- 
fraction model [14] capable of characterising the 
curved quartz glass enclosure. 

As the CTC reconstruction depends on multiple 
views it is important to maintain a similar flame 
structure and forcing state. A thermocouple was 
placed on the inner annular wall at � = 270 ◦, en- 
suring the combustor was at constant temperature 
during each acquisition. The time taken from ig- 
nition to acquisition was also monitored and kept 
constant during each run. During this time the 
mode was carefully monitored and tuned when nec- 
essary to ensure that each run produced a similar 
response, as shown in Fig. 2 . 

The Tomographic reconstruction was processed 

using an in house code. Before reconstruction, 
background subtraction and thresholding were ap- 
plied to reduce noise [21] . The volume of interest 
was discretized into a 240 × 240 × 192 cubic voxel 
volume with a spatial resolution of 0 . 25 mm ×
0 . 25 mm × 0 . 25 mm . Lines of sight from each view 

were modelled as a system of linear equations and 

solved using the Algebraic Reconstruction Tech- 
nique (ART) [22] . The relaxation factor was set to 

1 to maintain convergence and speed. Convergence 
was achieved with a maximum of 50 iterations and 

the reconstruction accuracy was measured by cross 
correlating the different views projected from the 
reconstructed flame with those taken during the 
experiment. A mean correlation value between all 
projected and imaged views of 0.99 and 0.93 were 
obtained for the φ = 0 . 8 and the φ = 1 . 1 respec- 
tively. In addition, the accuracy of the reconstruc- 
tion was assessed by excluding a specific view from 

the reconstruction, and cross correlating the pro- 
jection of the reconstructed volume with the inde- 
pendent view. A cross correlation value of 0.99 was 
achieved for the φ = 0 . 8 case. 
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Fig. 4. Rendered 3D volume of the mean unforced HRR, 
φ = 0 . 8 . A schematic representation of the annular geom- 
etry is included to help orient the distribution. 

3. Results 

3.1. Mean flame characterisation 

In order to understand the asymmetry of the 
forced flame response, it is useful to first charac- 
terise the response of the flame without acoustic 
excitation. 

A 3D rendering of the time-averaged HRR, Q , 
for the unforced flame is presented in Fig. 4 . For 
viewing clarity low intensity regions ( Q < 0 . 25 ·
max ( Q ) ) were removed, in order to highlight the 
highest intensity structure. The flame shape resem- 
bles an inverted cone; a distribution commonly re- 
ferred to as a V-flame. The flame is stabilised on 

the inner shear layer, which originates from the 
bluff body, and expands radially with downstream 

distance. Traces of six fold symmetry can be ob- 
served along angled ridges on the sides of the flame, 
and more clearly in height variations of the flame 
tip. This 6-fold symmetry, has been identified in a 
number of previous studies, and is a result of the 
swirler proximity to the dump plane [23] . Further 
to previous integrated line of sight approaches, ad- 
ditional asymmetry can be identified in the three- 
dimensional distribution, with more pronounced 

tip structures on one side of the flame (where 
x/D ≤ 0 ). 

Asymmetry can be more clearly observed in 

Fig. 5 which shows the HRR distribution in a num- 
ber of downstream planes. Close to the burner exit 
( z/D = 0 . 1 ) an approximately circular distribution 

can be observed, with a slightly larger diameter 
than the bluff body. With increasing downstream 

distance the HRR distribution increases in diam- 
eter. The intensity increases and reaches a maxi- 
mum at around z/D = 0 . 5 . The HRR transitions 
from approximately circular close to the bluff body, 
to hexagonal with increasing downstream distance. 
Notably, the flame extends to a maximum diameter 

Fig. 5. Normalised HRR slices in the x − y plane for the 
unforced flame, φ = 0 . 8 . White dashed lines represent the 
bluff body and inlet duct locations. 

Fig. 6. Azimuthal variation of integrated HRR in wedge 
shaped regions, 〈 Q 〉 W 

, normalised by the total integrated 
volume heat release rate, 〈 Q 〉 A , φ = 0 . 8 . Legend describes 
the normalised downstream distances z c /D of slices. 

of approximately 1 . 2 D , which is significantly less 
than the annular wall spacing of 2 . 2 D . The flame 
shape in comparison with previous studies [11] is 
therefore significantly altered, due to the absence of 
neighbouring interacting flames. Therefore, in the 
absence of significant wall interactions the annular 
enclosure does not appear to strongly influence the 
flame symmetry, which is likely to affect the flame 
response. This is discussed later in §3.2. 

The domain can be recast in cylindrical polar 
coordinates, and the asymmetry can be quantified 

by integrating the HRR distribution in wedge re- 
gions, according to eq. 1 . 

〈 Q (θc , z c ) 〉 W 

= 

∑ 

r 

θ2 ∑ 

θ= θ1 

z 2 ∑ 

z = z 1 
Q (r, θ, z ) (1) 

Here, a centre wedge angle, θc , and angular 
wedge extent, θw = 15 ◦, are defined to produce the 
two angular limits, θ1 , 2 = θc ∓ θw . Similarly, the 
centre wedge height z c and wedge height z w = 0 . 2 D 

are used to fix the two limits z 1 , 2 = z c ∓ z w . Figure 6 
shows the angular distribution of heat release rate 
at the same downstream distances examined in 

Fig. 5 , normalised by the global HRR, 〈 Q 〉 A . Close 
to the dump plane the heat release rate is relatively 
constant for all angles. However, with increasing 
downstream distance, small peaks are observed to 
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Fig. 7. Rendered 3D flame HRR for ACW and CW forcing at 5 phase angles ( φ = 0 . 8 ). A schematic representation of the 
annular geometry is included to help orient the distribution. 

develop, which correspond to the most prominent 
flame structures asymmetries originating from the 
swirler. Quantified in this figure, these result in local 
fluctuations in the angular distribution of the heat 
release rate of up to approximately 30%. 

3.2. ACW and CW forcing 

Figure 7 shows the 3D distribution of HRR 

through a phase averaged cycle for both ACW and 

CW forced modes. A phase offset of π/ 3 was ap- 
plied to the ACW case to exactly align the global 
HRR oscillations for the two cases, facilitating their 
comparison. The forcing results in a large ring-like 
HRR structure which is formed at t/T = 0 , and is 
advected downstream. The flame elongates reach- 
ing a maximum length at t/T = 9 / 16 before pinch- 
off of the tip occurs, and the flame contracts. Dur- 
ing pinch-off six elongated “fingers” can be identi- 
fied due to the swirler imprint on the flow. While 
small differences can be observed between ACW 

and CW cases, these are examined in more detail 
through selected planes of interest. 

Fig. 8 shows the reconstructed HRR distribu- 
tion in the x − z plane at y = 0 for both ACW 

and CW forcing. The previously observed ring-like 
structure can be observed to originate from wrin- 
kles in the flame sheet, which start at the flame base 
and grow downstream. However, the flame struc- 
ture on the left and right hand side ( x < 0 and x > 

0 ) are not symmetric. This asymmetry occurs due 
to the presence of both axial and azimuthal veloc- 
ity oscillations, which depending on their phase can 

change the magnitude of vorticity oscillations on 

either side of the flame [24] . Comparing ACW and 

CW cases, similar structures occur at each phase 
angle, but with mirror symmetry about x = 0 . 

To characterise the asymmetry weighted phase 
plots of the HRR oscillations are calculated in 

x − y planes at selected z/D locations, as shown 

in Fig. 9 . The weighted phase calculation follows 
the approach of [25] . Briefly, the HRR Fourier am- 
plitude, | ˆ Q | , and phase, ∠ 

ˆ Q , are calculated at each 

voxel of interest. Weighted phase images are plot- 
ted at the forcing frequency by using colour to de- 
note the phase angle of the oscillations, and bright- 
ness to denote amplitude. Zero padding ensured the 
frequency bin was located at an integer multiple 
of the forcing frequency, and Hann windowing re- 
duced the dependence on the limited sample size. 

Close to the flame base ( z/D = 0 . 27 ) the high 

magnitude oscillations are confined to two concen- 
tric ring-like structures for both ACW and CW 

cases. While the oscillation amplitude (brightness) 
is close to uniform around the ring, the phase 
(colour) varies rapidly across across a line close 
to x = 0 . This pattern is consistent with the pres- 
ence of a transverse flapping motion due to the 
azimuthal velocity oscillations. Shear layer roll-up 

can be initiated by a flapping motion ( [26] ), or by 
axial pulsing ( [27] ). In this case despite the pres- 
ence of both, the flapping introduced by the az- 
imuthal velocity oscillations appear to control the 
shear layer roll-up timing. 

The phase evolves with downstream distance, 
but more significantly the oscillation amplitude 
symmetry decreases. At z/D = 0 . 4 and z/D = 0 . 6 
the outer of the two ring-like structures has a higher 
amplitude, and this is no longer uniform around the 
flame. For the ACW case, the highest intensity is 
towards the x < 0 , y < 0 quadrant, and in the CW 

case it is instead towards the x > 0 , y > 0 quadrant. 
The response magnitude is highest on the side of 
the flame facing the incoming pressure wave, con- 
sistent with previous studies [6] . However, the abil- 
ity to study differing depth layers in this volumet- 
ric data show that while these structures appear to 

be formed at the flame base with mirror symmetry 
along x = 0 , the regions of high HRR are rotated 

further downstream. The highest intensity fluctua- 

Please cite this article as: D. Govender, H. Liu, F. Peng et al., Tomographic reconstruction of an azimuthally forced flame 
in an annular chamber, Proceedings of the Combustion Institute, https://doi.org/10.1016/j.proci.2022.08.051 



D. Govender, H. Liu, F. Peng et al. / Proceedings of the Combustion Institute xxx (xxxx) xxx 7 

ARTICLE IN PRESS 

JID: PROCI [mNS; October 19, 2022;12:22 ] 

Fig. 8. Distribution of HRR in x − z plane at y = 0 for ACW and CW forcing at 5 phase angles ( φ = 0 . 8 ). 

Fig. 9. Weighted phase plots of HRR oscillations in the x − y plane, at different z/D locations for ACW and CW cases, 
φ = 0 . 8 . 

tions occur towards the outer annular wall in the 
ACW case, and the inner annular wall in the CW 

case. 
Towards the flame tip ( z/D > 0 . 8 ) the phase 

around the flame becomes more uniform. This in- 
dicates that while the transverse oscillations play 
an important role at the flame base, controlling 
the roll-up timing and flame symmetry, far down- 
stream large scale flame tip pinch-off occurs at one 
point in the cycle. Finally, at the flame tip ( z/D = 

1 ), six high intensity regions can be seen, which cor- 
respond to the swirler imprint on the flame. 

The asymmetry of the HRR response to ACW 

and CW forcing is quantified in Fig. 10 for differ- 
ent downstream distances. As described previously, 
close to the flame base ( z/D ≤ 0 . 27 ) and at the 
flame tip ( z c /D ≥ 0 . 8 ), the response is reasonably 
symmetric, although downstream 6 peaks associ- 
ated with the swirler can be seen. However, at inter- 
mediate locations ( 0 . 4 ≤ z c /D ≤ 0 . 6 ), where both 

the mean HRR and HRR oscillations are greatest, 

Fig. 10. Angular distribution of HRR oscillation magni- 
tude around the flame, at various z c /D for ACW and CW 

cases, φ = 0 . 8 . . 

the response is clearly asymmetric. At z c /D = 0 . 4 
the ACW and CW distribution peaks at around 

θc = −180 ◦ and θc = 20 ◦ respectively, taking values 
which are double those at the troughs. 
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To assess the role of swirl on the angular re- 
distribution of HRR oscillations, the circumfer- 
ential distribution of HRR oscillation magnitude 
peaks were tracked at different downstream loca- 
tions (not shown here for brevity). The HRR os- 
cillations rotate by approximately 0 . 2 π radians per 
unit D downstream. This swirl induced rotation is 
insufficient to significantly redistribute the HRR 

oscillations from the sides of the flame to regions 
close to the inner and outer walls. Therefore, while 
swirl will contribute subtly to the distribution of 
fluctuations, it is likely that dynamically significant 
vortical structures are formed preferentially close 
to the inner and outer walls during CW and ACW 

forcing respectively, due to the combination of az- 
imuthal and axial velocity fluctuations, and these 
then define the asymmetric distribution of HRR 

fluctuations. 

4. Conclusion 

Computed Tomography of Chemiluminescence 
has been used to capture the 3D phase averaged 

flame dynamics of a single flame with swirl in an 

annular enclosure subject to highly spinning ACW 

and CW modes. The shape of the unforced flame 
differs from the multi flame configuration, with no 

significant wall interactions. The response of the 
forced flame is asymmetric, due to the combina- 
tion of axial and azimuthal velocity oscillations, re- 
sulting in greater heat release rate oscillations on 

one side of the flame. Additionally, the swirling 
flow results in a slow rotation of HRR oscillations 
with downstream distance, but the rotation rate is 
not sufficient to significantly reorient their angu- 
lar distribution. However, due to the reduced wall 
interactions, the global response is the same for 
both forcing conditions. The current study there- 
fore improves our understanding of the flame dy- 
namics, and importantly demonstrates that the ef- 
fective confinement of the flame is another impor- 
tant parameter in the symmetry of the HRR re- 
sponse. 
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Abstract 
This study outlines a variant of three-dimensional OH planar laser-induced fluorescence and its application in characteris-
ing a single bluff body stabilised flame inside a 12 burner annular combustor. In this variant of the method a relatively large 
volume was scanned slowly in order to calculate the full three-dimensional Flame Surface Density (FSD) distribution. The 
method used a combination of two scanning directions to overcome bias errors associated with laser sheet positions close 
to the flame edges. The source of this bias error was confirmed numerically through a complimentary synthetic PLIF study, 
which was also used to refine the experimental setup. The bias error resulted in a reduction of FSD magnitude, although the 
method was still capable of capturing the flame structure. This was demonstrated by comparing the reconstructions from 
the two independent scan directions. Combining the data from both directions overcame the bias, and allowed flame asym-
metry due to the confinement to be assessed. The FSD was used to determine the heat release rate of the flame with varying 
local azimuthal angle for different downstream regions. This highlighted the highly asymmetric structure, produced by the 
asymmetric confinement.

Graphical abstract

Keywords Flame surface density · Planar laser-induced fluorescence · Scanning · Flame structure

1 Introduction

The move to efficient low emission combustion systems 
requires a better understanding of the physics of reacting 
flows. In modern gas turbine engines, flames are often 
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confined within annular combustion chambers. However, 
a common simplification is to investigate the behaviour of 
single isolated flames in axisymmetric geometry. The char-
acteristics of single flames have been extensively studied 
through the heat release rate distribution, which is often cap-
tured using two-dimensional (2D) planar or integrated line 
of sight techniques, such as for example OH planar laser-
induced fluorescence (PLIF)  (Hanson et al. 1990; Pun et al. 
2003; Cho et al. 2013; Mulla et al. 2016), or OH chemilumi-
nescence (OH∗ )  (He et al. 2019; Sardeshmukh et al. 2017; 
Doan and Swaminathan 2019) imaging, respectively. Under 
an assumption of axisymmetry such methods are capable 
of describing the full three-dimensional (3D) distribution 
of the heat release rate, which is only strictly true in tur-
bulent flames when describing the time-average or some 
phase-average distribution. However, such assumptions are 
no longer applicable even in a time average sense when the 
local flow symmetry of the flame is broken by the confine-
ment; such as that which occurs in annular geometry (Fan-
aca et al. 2010; Worth and Dawson 2013b). Therefore, the 
current investigation focuses on a fully three-dimensional 
measurement technique, capable of characterising the asym-
metric heat release rate structure of a flame confined in an 
annular combustion chamber.

The most widely used method of resolving the full 3D 
heat release rate field is Computed Tomography of Chemi-
luminescence (CTC) (Worth and Dawson 2013a; Cai et al. 
2013; Dreizler et al. 2018; Ishino and Ohiwa 2005; Floyd 
and Kempf 2011). CTC uses the principles of tomography 
to reconstruct the 3D distribution of chemiluminescence 
based on multiple integrated line of sight measurements 
taken by multiple cameras at different viewing angles (Floyd 
and Kempf 2011). In these studies chemiluminescence 
from a limited spectral band is used as a proxy for the heat 
release rate. The approach requires optical access across 
a large range of viewing angles, and the reconstruction 
accuracy can be highly dependent on the number of views 
and angles used. Therefore, in order to obtain a sufficient 
number of views either a large number of cameras can be 
employed (Unterberger et al. 2018; Meyer et al. 2016; Gila-
bert et al. 2007; Ishino et al. 2008), views can be gathered 
by optic fibres and collected on a single camera (Liu et al. 
2019; Yu et al. 2020; Moinul Hossain et al. 2012; Mohamad 
et al. 2006), or a single camera can be re-positioned to cap-
ture multiple views in order to capture the time average or 
phase average response (Floyd and Kempf 2011; Worth and 
Dawson 2012; Wiseman et al. 2017).

It is common to use a thin laser light sheet to perform 
PLIF measurements in order to capture the distribution of 
fluorescence intensity in a plane of interest (Wabel et al. 
2018). However, a recent extension of this standard approach 
has been used to capture full 3D volumes, by using a thick 
laser light sheet to fluoresce a volume of interest in a method 

known as Volumetric LIF (VLIF) (Xu et al. 2017; Meyer 
et al. 2016; Jiang et al. 2016; Wu et al. 2015; Ma et al. 2017; 
Halls et al. 2016). In this method, fluorescence emissions 
are captured by multiple cameras with a range of viewing 
angles, and these views are used to tomographically recon-
struct a three-dimensional distribution of the targeted spe-
cies. A comprehensive study by Xu et al. (2017) outlines 
the fundamental capabilities and limitations of the VLIF 
technique, where the authors used a numerical study to show 
that the reconstruction of symmetric flames is possible with 
high accuracy. However the technique is constrained by 
laser power, resulting in relatively thin volumes of inter-
est. Therefore, the technique is often used to highlight only 
small regions of interest. While such an approach would in 
principle be able to effectively highlight a single flame in an 
annular rig, capturing the entire three-dimensional structure 
of a flame may still be difficult since very high powered 
lasers and multiple cameras would be required.

An alternative method of capturing three-dimensional 
structures using LIF is realised by combining a PLIF setup 
with scanning optics (Kychakoff et al. 1987; Cho et al. 2014; 
Miller et al. 2014; Wellander et al. 2014; Yip et al. 1986, 
1994; Li et al. 2017; Weinkauff et al. 2015). In Scanning-
PLIF a three-dimensional flow can be resolved by rapidly 
scanning a laser sheet through a volume of interest, and 
reconstructing the three-dimensional distribution by com-
bining data from planar slices. In this approach the technique 
is constrained by the scanning speed, which is required to 
be much faster than the flow speed, in order to effectively 
freeze the flow (Weinkauff et al. 2015). The moderate to high 
velocities present in turbulent reacting flows require very 
high-speed scanning optics, which operate at frequencies of 
order  0.1 to 3 MHz (Cho et al. 2014). Such scanning speeds 
are not possible with current scanning devices and a trade-
off between scan depth and speed is often a limitation of 
such techniques  (Römer and Bechtold 2014). Therefore, in 
comparison with mechanical scanning devices typically used 
in Scanning-PIV experiments for low speed flows (Lawson 
and Dawson 2014; Hori and Sakakibara 2004; Casey et al. 
2013), high speed devices such as acousto-optic deflectors 
that can operate at a scanning rates of order 100 kHz have 
been used to scan reacting flows such as a lifted turbulent jet 
flame (Li et al. 2017), however the final scanning rate may 
also be limited by the laser or imaging systems. The scan-
ning speed limitation again typically restricts such studies to 
reasonable small number of slices, and therefore to volumes 
of interest which are relatively thin.

In the current paper a new variant of the Scanning-PLIF 
approach is introduced, which aims to reconstruct the heat 
release rate (HRR) over a much larger volume of interest 
than previous approaches. This is achieved by focusing on 
characterising the time average structure of a reacting flow, 
meaning the restrictions on scanning speed can be relaxed. 
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This allows the use of a simple mechanical scanning mecha-
nism to sweep a laser sheet across a large volume of inter-
est in order to capture the asymmetric structure of a flame 
confined within an annular combustion chamber. The use 
of a LIF-based method allows a single flame in the annular 
rig to be highlighted and measured despite the presence of 
neighbouring flames; an undertaking that would be difficult 
using a CTC-based approach.

The remainder of the paper is organised as follows: 
Sect. 2 outlines the annular configuration and the details 
of the experimental technique. The technique is also evalu-
ated in Sects. 3 and 4, using a numerical experiment that 
produces synthetic PLIF images of an idealised object, in 
order to estimate error associated with the experimental and 
reconstruction parameters. The experimental reconstruction 
of a flame in an annular rig is then presented Sect. 5.

2  Experimental methods

2.1  Annular combustor

The annular combustor which was reported previously by 
Mazur et al. (2019) features 12 equally spaced turbulent 
bluff body stabilised flames. The main features and dimen-
sions will be recalled here briefly. An ethylene/air mixture 
was introduced through a cylindrical plenum chamber of 
diameter, Dp = 212 mm. Two mesh screens were located 
at the plenum inlet and outlet to improve flow uniformity. 
The flow is divided around a hemispherical body with a 
diameter of Dh = 140 mm, into 12 injection tubes of length 
li = 150 mm, each with a diameter D = 18.9 mm.

The injectors were equally spaced around a diameter 
of Dinj = 169 mm, and each was fitted with a Db = 13 mm 
diameter bluff body flush mounted with the annular chamber 
at the location referred to as the dump plane. The bluff bod-
ies are centrally mounted on a rod of diameter Dr = 5 mm, 
and have a half angle of 45◦ and a blockage ratio of approxi-
mately 50 %. Each bluff body is centered using three grub 
screws, which are located Lg = 50 mm upstream of the dump 
plane. The annular enclosure consisted of a stainless steel 
inner wall with a diameter of Di = 127 mm and an outer 
cylindrical quartz wall to permit optical access with a diam-
eter of Do = 212 mm.

The reactant mixture was maintained at an equivalence 
ratio of � = 0.7 and a bulk velocity of Ub = 17 m/s at the 
dump plane. The equivalence ratio and flow velocity were 
chosen as these correspond to a thermoacoustically stable 
operating condition (Mazur et al. 2019). Dynamic pressure 
measurements were conducted using six pressure sensors at 
upstream locations inside three of the injector tubes, to con-
firm that the operating point remained thermoacoustically 
stable. The combustor was operated for approximately 20 

seconds prior to data acquisition, in order to reach a quasi 
steady thermal state and maintain consistency between 
experiments.

2.2  Scanning OH‑PLIF

OH radicals were excited using a Sirah Credo dye laser, 
pumped by a Nd:YAG Edgewave IS 400-2-L laser with a 
pulse energy of 10 mJ at 10 kHz. The laser wave length was 
regularly tuned to maximise the OH signal at approximately 
283.54 nm with a dye laser power of ∼ 0.25 mJ per pulse. 
A series of optics were used to produce a laser sheet with 
a thickness with a mean value of � ≈ 0.4 mm. The laser 
sheet thickness was measured using calibration images, as 
described in Sect. 2.3.

A Galvanometric scanning dynAXIS XS UV coated mir-
ror is used to sweep the UV laser sheet across the flame, 
over a total depth of 40 mm. The position of the mirror was 
controlled using a voltage signal with a range of 0.5 V and 
precision of 4 × 10−5 V, which results in a sheet positional 
precision of 0.003 mm. A lens is not used to realign the sheet 
angle following the galvanometer, as the sheet is also passed 
through the curved surface of the outer quartz combustion 
chamber wall, resulting in an array of incidence angles 
due to refraction. Instead the location of each laser sheet is 
defined through calibration, as described later in Sect. 2.3. 
A total of 200 laser sheet positions were used, which based 
on the measured sheet thickness of � ≈ 0.4 mm, results in a 
sheet overlap of 50%.

Two Phantom V2012 cameras equipped with Lavision 
Intensified Relay Optics and 100 mm focal length Cerco 
2178 UV lenses were used to conduct the OH-PLIF meas-
urements. The first camera equipped with a 310 nm UV fil-
ter (Full Width Half Maximum(FWHM) = 10 nm) imaged 
from the side and collected OH-PLIF measurements, while 
the second camera imaged from overhead, via an air cooled 
mirror, and was used to conduct the laser sheet calibration. 
Both cameras equipped with the 310 nm UV filters were 
additionally used to collect OH∗ chemiluminescence meas-
urements of the flame. Side view OH∗ images were collected 
while all 12 flames were on using the camera arrangement 
shown in Fig. 1a in order to avoid capturing intensity from 
neighbouring flames. The side view resulted in a pixel reso-
lution of 800 × 896 pixels, resulting in a spatial resolution 
of 10 pixels/mm for the PLIF measurements. The overhead 
camera used a resolution of 896 × 800 pixels to image an 
area of 40 mm × 40 mm, providing a resolution of 10 pixels/
mm. Both PLIF and OH∗ measurements were conducted at 
an imaging frequency of 10 kHz. An aperture setting of f/8 
was used for the PLIF measurements to ensure a sufficient 
depth of field. For the OH-PLIF measurements, at each sheet 
location a total of 354 images were acquired, resulting in a 
total of 70800 images for each scan. Four independent scans 
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were performed to overcome the limitations of the camera’s 
buffer size, resulting in a total of 283200 images.

A bias error was encountered when performing the Scan-
ning-PLIF measurements (which is discussed in detail in 
Sect. 4), and therefore Scanning-PLIF measurements were 
made using two perpendicular scan directions, as shown in 
Fig. 1. These are labelled and referred to in the following as 
Scan XZ and Scan YZ, which correspond to the predominant 
orientations of the laser sheet and imaging planes. Care was 
also taken to ensure the laser sheet thickness and image spa-
tial resolution were kept relatively constant for the two scan 
directions. Calibration is conducted to a common coordinate 
system, allowing the reconstructions to be combined, which 
is described in the next section.

2.3  Camera and laser sheet calibration

In order to reconstruct the 3D flame structure, two calibra-
tions were employed: First a camera calibration model was 
used to define each pixel’s line of sight through the volume, 
for both overhead and side views; and secondly a laser sheet 
calibration was used to define the spatial location and orien-
tation of each each laser sheet in the scan. Calibrations of the 
two cameras and different scan directions were aligned with 
a single global coordinate system through the identification 
of a common reference point (center of the bluff bodies) and 
vector (orientation angle of the calibration plate).

The side camera calibration was performed by imag-
ing a calibration target which was traversed in incre-
ments of 3 mm through a depth of 42 mm, resulting in 

15 planes of calibration data. A third order polynomial 
model was used for the image to real space transforma-
tion, in order to account for refractive index effects of 
the curved quartz enclosure. The calibration of the side 
camera from both scan directions produced a mean error 
of 0.45 pixels (0.046 mm) with respect to all planes, and 
the overhead calibration produced a mean error of 0.08 
pixels (0.008 mm). During the side camera calibration the 
plate was carefully aligned so that its face was perpen-
dicular to the dump plane. Images of the calibration plate 
were taken using the overhead camera during the traverse. 
These images allow the plate position and therefore lines 
of sight from the side camera to be related to a global 
coordinate system in the frame of reference of the annular 
combustor.

In terms of the laser sheet calibration, different laser sheet 
locations were recorded by synchronising the camera signal 
and the signal sent to the scanner to move the laser sheets. 
First the vertical orientation of the laser sheets was assessed 
by positioning an angled calibration target in the volume, 
imaged from the side camera. Next, the orientation of the 
laser sheet on the dump plane was assessed. As the reflection 
of laser light from the dump plane of the annular combustor 
is weak, a reflective target was placed on the dump plane to 
ensure that the laser sheet was visible to the overhead cam-
era. A total of 100 overhead images were averaged for each 
laser sheet position. The mean sheet location on the dump 
plane and the vertical orientation were calculated to sub-
pixel accuracy from the two views, and a Gaussian distribu-
tion was fitted to characterise the beam width in terms of an 

Fig. 1  Schematic of experimental setup viewed from above for a 
Scan XZ and b Scan YZ, c representation of injector from top and 
side views with positioning of grub screws in blue and images of OH 

chemiluminescence, d Image of annular rig during experiment e ori-
entation of inner and outer annular walls
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intensity profile. The sheet coordinates were converted into 
real space through the overhead camera calibration.

The real space coordinates of all laser sheets were then 
fitted to a single laser sheet calibration model using a least 
squares approach. An equation of plane could then be 
defined for each laser sheet location from the calibration 
model.

The intersection of each pixel’s line of sight from the 
side camera, as defined by the camera model, with the real 
space coordinates of the laser sheet plane can be used to 
project images into real space during the volume reconstruc-
tion. This process was done for both scanning directions 
and the definition of the global coordinate system allowed 
for alignment of the reconstruction from the two different 
scan directions.

2.4  Volumetric flame surface density

The PLIF images were used together with the laser and cam-
era calibration models to calculate the 3D distribution of the 
Flame Surface Density (FSD). The FSD is defined as the 
flamelet surface area per unit volume under, averaged over 
time, the assumption of flamelet framework for premixed 
turbulent flames (Zhang et al. 2015). FSD will be used later 
in Sect. 5.4 to describe the flame structure and localised heat 
release rate.

FSD has been used previously in premixed flames as an 
indicator of heat release rate (Paul and Najm 1998; Knikker 
et al. 2002; Dawson and Worth 2014). A study by Balachan-
dran et al. (2005) calculated the 2D Flame Surface Area 
(FSA), which represents the flame length per unit area, from 
a single measurement plane and inferred a 3D distribution of 
FSD by rotating this under the assumption of axisymmetry. 
The resulting integrated FSD was then related to integrated 
OH∗ measurements of heat release rate fluctuations, showing 
good agreement. However, the authors highlight that FSD 
calculated in this manner neglects fine scale wrinkles typi-
cally present along the surface of turbulent flames. It also 
by construction neglects out-of-plane wrinkling, a detailed 
discussion of this limitation is included in Sect. 4.

In a similar manner, this study will relate the FSD deter-
mined from the reconstructed volumetric distribution of 
flame surface to the volumetric heat release rate, neglecting 
flame surface wrinkling beyond the measurement resolution, 
but preserving out-of-plane variations. While the 2D calcu-
lation of FSA uses edge locations binned into pixels, the 3D 
calculation of FSD relies on edge locations reprojected into a 
3D volume, and binned into 3D voxels. This approach can be 
considered the 3D analog of 2D FSA calculations (Veynante 
et al. 1994; Zhang et al. 2014; Balachandran et al. 2005).

To determine instantaneous flame front locations PLIF 
images were first processed to correct for non-uniformities 
in the beam profile, and to accentuate the division between 

products and reactants. An intensity correction was applied 
to each image in both the horizontal and vertical directions 
which corrects for the Gaussian shape of the expanded 
laser sheet, and absorption as the beam passes through the 
combustor.

An edge preserving Gaussian filter and a nonlinear diffu-
sion filter were then applied to the images to remove noise, 
before a Canny edge detection algorithm is applied to find 
the edge contours of the flame front separating burnt and 
unburnt gas. A gradient threshold was also applied during 
the edge detection procedure to remove any non-physical 
artefacts that were the result of intensity inhomogenity. An 
example of the raw PLIF image and the identified flame 
edges is shown in Fig. 2. Edge detection results in a sequence 
of instantaneous binary images, L(i, j, n, t), in which the 
flame front location is defined by pixels with a value of 1, 
for each laser sheet location, n, in image space (i, j). A sche-
matic example of this process is shown in Fig. 3a using three 
binary images representing flame edges at three instants in 
time.

(a) Left: Raw PLIF image highlighting the location
of detected edges, L(x, y, z, n, t). Right: averaged occu-
pancy rate from a single slice in real space, L(x, y, z, n).

(b) Left: example showing 10 slices of projected edges in real
space. Right: Remapped discretised volumetric distribution
of FSD.

Fig. 2  Example calculation of volumetric Flame Surface Density
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It is important in the later reprojection step to ensure that 
the edge point count is not biased towards any of the three 
sampling directions (two in the imaging plane, and one in 
the laser sheet scanning direction). This is accomplished 
by binning the flame edge images such that the final image 
resolution matches the sheet spacing of 0.2 mm, preventing 
biasing of the FSD calculation in the laser scan direction. 
The laser sheet orientation is very close to orthogonal with 
the voxel layers in the discretised volume, meaning a correc-
tion is not required to account for the divergence of adjacent 
laser sheets in different parts of the volume.

The probability of flame front location or occupancy rate, 
L(i, j, n) , is calculated by time-averaging all binary images 
from a single laser sheet location, n. Each pixel in L(i, j, n) 
was then projected onto the global coordinate system using 
the laser sheet and camera calibration models, to calculate 
the real space distribution of the time-averaged occupancy 
rate, L(x, y, z, n) , for each laser sheet location, n. The result of 
the projection operation can be seen for a number of example 
planes from a single scan direction in Fig. 2. Again to illus-
trate the process schematically, an example of this calcula-
tion is shown in Fig. 3b, with the occupancy rate calculated 
from the three binary images in Fig. 3a.

To create a regular array of data, a volume was discre-
tised at a resolution of 5 voxels/mm which was chosen to 
match the sheet displacement resolution in the scan direc-
tion, and the scattered data, L(x, y, z, n) , was remapped onto 
this volume using a scattered linear interpolation scheme. 

This volumetric distribution of edge locations represents the 
time-averaged flame surface area, Af (x, y, z) . Again a visual 
representation of multiple sheets and respective voxels with 
L(x, y, z, n) are shown schematically in Fig. 3c as an exam-
ple of this process. The FSD can then be calculated using 
Eq. 1  (Zhang et al. 2014),

where ⟨Af ⟩ is the time-averaged surface area of flamelets, 
spatially integrated within a 5 × 5 × 5 voxel cubic interroga-
tion volume, �x . The interrogation volume dimensions were 
chosen based on the findings of Donbar et al. (2000), and is 
smaller than the flame brush width. The FSD at each voxel 
location is therefore determined by the sum of Af  over the 
interrogation volume centred at that voxel, normalised by 
the interrogation volume. The volumetric FSD distribution 
of the experiment are shown in Fig. 2. The FSD is approxi-
mately proportional to the time-averaged distribution of the 
heat release rate, given that the heat release rate per flame 
surface area is relatively constant for fuel-air mixtures with 
unity Lewis number and are in the wrinkled flamelet regime, 
Q(x, y, z) ≈ FSD(x, y, z).

It is useful to examine the local azimuthal variation of the 
heat release rate around the flame, and therefore the domain 
can be recast in cylindrical polar coordinates (as in Fig. 1c), 
and wedge shaped regions investigated. Each wedge, Q� , 
corresponds to the integrated FSD within a range of local 
azimuthal angles and downstream distances, as defined by 
Eq. 2.

Here, a centre wedge angle, �c , and angular wedge extent, 
�w , are defined to produce the two azimuthal limits, 
�1,2 = �c ∓ �w , and z1 and z2 are the longitudinal limits. A 
wedge angle of �w = 10◦ is employed in the present study.

3  Synthetic experiment method

Despite previous implementations of Scanning LIF, the 
influence of experimental parameters have not been fully 
described. Therefore, in the current study, synthetic PLIF 
images were generated and processed in order to optimise 
the setup, and also to better understand any inherent weak-
nesses of the approach. The use of a synthetic experiment 
allows an ideal synthetic flame object of known geometry 
to be defined, enabling quantification of the errors associ-
ated with the reconstruction procedure, and the experimental 
parameters. Specifically, the synthetic experiment was used 

(1)FSD = lim
Δx→ 0

⟨Af ⟩
Δx3

(2)Q�,z =
∑

r

z2∑

z=z1

�2∑

�=�1

FSD(r, �, z)

Fig. 3  Illustration of FSD calculation: a time averaging of flame 
edges, b time averaged flame edge for sheet number 1, dots represent 
center of pixel c Three-dimensional view of multiple sheets in real 
space prior to FSD calculation
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to understand the error associated with the laser sheet thick-
ness, spacing, and orientation as well as image noise. Tests 
were also conducted to understand the ability of the method 
to resolve contorted flame fronts.

3.1  Synthetic PLIF image generation

Figure 4 shows a flow diagram of the synthetic experiment 
process, which will now be described. In order to gener-
ate synthetic PLIF images, an ideal flame surface object is 
first defined, which describes the exact location of a sur-
face. For simplicity a conic section was used to define the 
surface position, as this is geometrically similar to a bluff 
body stabilised V-flame. The cone surface is defined by 
r2 = (5.7z + Db∕2)

2 over a domain size of 40 × 40 × 40 mm3 . 

The present approach is aimed at reconstructing the time-
averaged flame shape. Therefore, the radius of the ideal 
flame object was varied to replicate the unsteady flame 
motion. Flame objects were created with radii following a 
probability density function determined from the experi-
mentally measured flame brush. In practice the variation of 
object radius is Gaussian in form with a standard deviation 
of 1.3 mm. A total of 160 instantaneous snapshots are used 
to simulate each time-averaged condition.

To replicate flame front curvature effects, sinusoidal 
variations of varying amplitude and frequency were added 
to the conic section surface. The amplitude and frequency 
were selected in order to replicate similar levels of curvature 
measured directly from the extracted flame edges. However, 
adding realistic levels of flame front curvature did not sig-
nificantly affect the reconstructions, and therefore for brev-
ity, these results are not reported herein.

Surface points on each flame object were first determined 
from the cone surface equation and then discretised onto a 
3D array of voxels by using a scattered linear three-dimen-
sional interpolation scheme. The volume was discretised at 
5 voxels/mm which is consistent with the experiment. The 
average of all discretised flame objects is described as the 
ideal flame object surface, Af ,ideal , and flame surface density 
FSDideal.

A representative experimental flame front intensity pro-
file was determined directly from the detected flame front 
edges captured by the experimental measurements. This is 
described in detail in Appendix 1.

The distribution is applied normal to the flame sur-
face location in order to produce a discretised ideal three-
dimensional intensity distribution of OH. For convenience 
this operation is performed directly on the discretised flame 
object. The flame surface normal at each nonzero voxel in 
this discretised object is defined based on the equation of the 
cone, and intensity is distributed along this normal, scaled 
by the original voxel intensity, to produce a discretised flame 
object OH distribution, EOH . The resulting intensity volume, 
EOH , is then used to produce artificial PLIF images.

To replicate the fluorescence of OH, the laser illumination 
was modelled with a Gaussian intensity profile. An equation 
of plane was used to define the laser sheet location, and the 
illumination intensity in the volume was varied according to 
the normal distance from the plane, using Eq. (3) similar to 
that represented by (Lawson and Dawson 2014).

Here � , defines the coordinates of a plane, d represents 
the normal distance from the plane, and � , represents the 
sheet thickness. In this synthetic study, the laser sheet nor-
mal is oriented in the y direction. The resulting distribution 
was used to calculate the illumination in each voxel of the 

(3)I(�) = exp(−8(d)2∕�2)

Fig. 4  Synthetic PLIF image generation and processing flow diagram
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discretised volume, EI . The illumination volume was then 
used to scale the intensity in EOH for each sheet location to 
produce EOH,I = EOH ⋅ EI . For simplicity, laser sheet inho-
mogeneity and laser absorption across the field of view were 
neglected as these effects are removed somewhat through 
intensity correction when post processing PLIF images.

Synthetic PLIF images were generated by projecting each 
nonzero voxel of the volume, EOH,I , onto the image plane, 
using a simple pinhole camera model, with a similar spatial 
resolution as the experimental setup. The use of an ideal cam-
era model eliminates potential error from camera calibration, 
although this can be taken into account through purposeful 
misalignment during parametric testing. It should be noted that 
while these synthetic images are not fully representative of the 
actual experimental images, they are sufficient for optimising 
the processing procedure, and provide insight into potential 
sources of error.

Synthetic images were produced for each laser sheet loca-
tion, n, and were passed through the edge detection algorithm, 
to evaluate the simulation edge occupancy rate, Lsim(i, j, n,N) , 
in the image plane for each flame object snapshot, N. After 
each loop, the radius was updated and a new snapshot was 
processed. Averaging all snapshots allowed the average edge 
occupancy rate Lsim(i, j, n) to be calculated. The same process 
that was applied to the experimental results is then used to 
reconstruct the 3D discretised volumetric representation of the 
flame surface density, FSDsim(x, y, z) . This can then be com-
pared to an ideal flame object flame surface density, FSDideal , 
as described in Sect. 3.2.

3.2  Error estimation

Defining the ideal flame surface with an exact expression 
allows for a direct assessment of reconstruction accuracy, 
which is quantified through the normalised correlation coef-
ficient R in Eq. (5), and is similar to that defined by (Elsinga 
et al. 2006).

The combination of a cylindrical flame object with a sin-
gle scanning direction introduces asymmetry, and it is also 
of interest to consider the local reconstruction quality. The 
domain can be recast in cylindrical polar coordinates, and 
the reconstruction quality of wedge shaped regions can be 
investigated by applying Eq. 4. Again a wedge angle of 
�w = 10◦ is employed.

(4)R =

∑
x,y,z FSDideal(x, y, z) ⋅ FSDsim(x, y, z)

�∑
x,y,z(FSDideal(x, y, z))

2
⋅

∑
x,y,z(FSDsim(x, y, z))

2

(5)

R� =

∑
r,z

∑�2
�=�1

FSDideal(r, �, z) ⋅ FSDsim(r, �, z)
�∑

r,z

∑�2
�=�1

FSDideal(r, �, z)
2
⋅

∑
r,z

∑�2
�=�1

FSDsim(r, �, z)
2

4  Synthetic experiment results

A series of parametric studies were conducted to help 
understand the accuracy of the method to changes in laser 
sheet thickness, sheet overlap, and image noise.

The sensitivity of reconstruction quality due to vary-
ing sheet thicknesses and noise are presented in Fig. 5a. 
A fixed sheet overlap of �� = 0% is applied, and spatially 
white, non zero mean and random noise is added with 
levels ranging from p = 0% to 30%. The noise level is 
with respect to the maximum intensity of each image. 
For thin sheets the reconstruction accuracy is high, and 
as sheet thickness increases, the reconstruction accuracy 
decreases slowly. Thin sheets capture images with sharp 
OH gradients, improving the edge finding, and leading 
to higher reconstruction accuracy. In the experiment the 
laser sheet thickness is controlled by arrangement of the 
sheet optics, and cannot be arbitrarily thin. However, the 
thickness of � = 0.4 mm yields high correlation values, 
giving confidence that this is suitable. The addition of 
noise also reduces the reconstruction accuracy, which is 
expected since it decreases the precision of the edge find-
ing algorithm. It should be noted that while noise levels up 
to p = 30% were tested, these may be considered extreme, 
and typically experimental noise is around p ≈ 10% . Even 
a modest addition of noise at this typical level results in a 
significant reduction in reconstruction correlation, which 
is discussed further below.

The sheet location is controlled in the experiment 
through the galvanometer mirror alignment, allowing an 
almost arbitrary choice of sheet overlap, �� . Increasing the 
overlap increases the amount of data available, resulting in 
a potential improvement in resolution in the scan direction. 
However, when sheets overlap, the measurements are no 
longer necessarily independent. The reconstruction sensi-
tivity to overlap was investigated based on a sheet width of 
� = 0.4 mm, with zero image noise. While the combination 
of overlap and sheet width define the number of sheets 
required to illuminate the domain, EOH , for nonzero over-
lap values, a total of 100 sheets were used to illuminate 
the �� = 0 case. Figure 5b shows that the reconstruction 
accuracy increases marginally with increasing overlap, 
reaching a maximum at �� ≈ 50% . Therefore, while high 
overlap is desirable, the greater the overlap, the greater 
number of laser sheet locations will be required to illumi-
nate a volume of interest, requiring a greater amount of 
data to be stored and processed. Based on these simula-
tions an overlap of �� = 50% was chosen in the current 
experiment.

The use of a rotationally symmetric f lame object 
allows the local azimuthal reconstruction accuracy, R� , 
to be assessed in order to further demonstrate the location 
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of the reconstruction error, as shown in Fig. 5c. A clear 
angular dependence on reconstruction accuracy can be 
observed. The highest correlation values are seen at angles 
of �c = 90◦ , 270◦ , where the laser sheet is almost perpen-
dicular to the flame surface. The reconstruction accuracy 
is shown to decrease with orientation angle, reaching a 
minimum for �c = 0◦ and 180◦ , at which angles the laser 
sheet normal and flame surface normals are close to par-
allel. The local reconstruction accuracy also depends on 
the laser sheet width, with larger reductions in accuracy 
observed at �c ≈ 0◦ for larger laser sheet widths in com-
parison with �c ≈ 90◦.

This angular dependence of the reconstruction accuracy 
is an important source of bias error in the current method, 
which can be explained through the change in OH gradients 
on synthetic PLIF images. When laser sheets are orthogo-
nal to the flame surface, the synthetic PLIF images have 
high OH gradients, which can be easily identified using the 
edge detection algorithm. However, when the laser sheet and 
flame surface alignment is closer to parallel, due to the finite 
laser sheet thickness, the OH gradient becomes much shal-
lower. Shallower OH gradients result in larger uncertainty 
in the edge detection stage, resulting in lower reconstruction 
accuracies. Similarly, increasing the laser sheet thickness 

also reduces the magnitude of the OH gradient, resulting in 
reduced accuracy.

The local azimuthal reconstruction was also evaluated 
for simulations of different noise levels. A sheet thickness 
of � = 0.4 mm with an overlap of �� = 50% was used, and 
the noise sensitivity is presented in terms of the local recon-
struction accuracy in Fig. 5d. The addition of noise reduces 
the reconstruction accuracy. However, the greatest decrease 
in accuracy occurs when the laser sheet and flame surface 
are close to parallel, �c ≈ 0◦ and 180◦ . The effect of noise 
compounds the shallow OH gradients resulting in large posi-
tional errors in the edge finding.

To better understand the decrease in accuracy observed, 
Fig. 6 shows a visual representation of a single slice of the 
FSDsim volume in the x − y plane for selected laser sheet 
thicknesses and noise levels. When the laser sheet is thin 
( � = 0.2 mm) and for zero image noise ( p = 0% ) the recon-
struction is symmetric and has uniform intensity. However, 
when the laser sheet thickness is increased the upper and 
lower edges of the reconstructed object lose intensity, and 
for large sheet thicknesses the circular shape becomes dis-
torted. The detected edges show larger spatial deviations, 
and in some cases the edge detection fails completely and 
edges are not captured at all. This bias is further amplified 

(a) Laser sheet thickness, δ (b) Laser sheet overlap, ∆δ

(c) Sheet thickness (d) Image noise

Fig. 5  Global reconstruction quality as a function of laser sheet thick-
ness and overlap a and b. Default values of � = 0.4  mm, �� = 0% 
(zero percent overlap represents sheets that are adjacent to each 
other), and zero image noise were used. Local reconstruction qual-

ity as a function of azimuthal location with respect to c sheet thick-
ness with 50 percent overlap and d image noise with � = 0.4 mm and 
�� = 50%
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by the addition of noise which reduces the ability of the edge 
detection algorithm to find edges at the upper and lower 
parts of the object shown in Fig. 6. At these locations the 
laser sheet orientation is tangent to the flame surface. There-
fore, while Fig 5c does not show any bias errors for very 
thin laser sheets ( � = 0.2 mm), bias is always observed in 
the presence of noise.

The synthetic Scanning PLIF experiments demonstrate 
the reasonable accuracy that can be expected based on the 
obtainable experimental laser sheet thickness and an over-
lap of 50%, even for reasonably low signal to noise ratios. 
However, the numerical study also demonstrated a clear bias 
associated with the orientation of the laser sheet and flame 
surface. While high values of correlation coefficient are 
shown for thin sheets and low noise levels, positional biases 
in finding edges close to flame fronts may never be com-
pletely eliminated, which is discussed further in Appendix 
2. It is worth highlighting that such a bias will not just affect 
the present measurements, but given the highly turbulent 
nature of many flows of interest, such errors may be present 
but not reported in a wide range of studies. To mitigate this 
bias error it was therefore decided to employ two almost 
perpendicular scan directions as described previously.

5  Experimental results

5.1  OH* chemiluminescence

Before presenting the OH PLIF results, it is useful to 
describe the flame using a conventional integrated line of 
sight method. OH∗ images were captured of the flame from 
the x − z plane and overhead, and are shown in Fig. 7. The 
flame structure is similar to that observed previously (Mazur 
et  al. 2019), with the flame stabilised primarily along 
the inner shear layer separating the annular jet and the 

recirculation zone above the bluff body. Some flame ele-
ments are also observed close to the flame tip along the outer 
shear layer. Despite the nominally axisymmetric inlet condi-
tions, the flame shows significant asymmetry. This can be 
observed in the side view, with higher intensity observed 
on the right hand side of the flame. The overhead view also 
shows clear asymmetry between regions close to the inner 
and outer annulus.

The asymmetry has a number of potential sources: First, 
the bluff body is centred with three grub screws which 
is known to introduce azimuthal asymmetry around the 
flame (Æsøy et al. 2020); second, the flame is confined in 
annular geometry, with a quartz outer annulus, a metal inner 
annulus, and neighbouring flames either side; third, the bluff 
body is expected to be imperfectly centered, and small man-
ufacturing asymmetries may also be present; and forth, the 
flow from the cylindrical plenum upstream may not be per-
fectly uniform, due to the relatively short inlet tube length, 
li . From above, the OH∗ distribution has a slightly triangular 
shape, which is perhaps a result of the three grub screws. 
The region closest to inner wall has a higher intensity and 
appears wider in comparison with the region close to the 
outer wall, which is likely a result of the differing thermal 
conductivities associated with quartz and metal enclosure 
walls, and potentially the curvature of these. While it is dif-
ficult to fully describe the asymmetry based on integrated 
line of sight methods, this asymmetry will be described fur-
ther through the volumetric PLIF measurements presented 
in the next section.

5.2  Instantaneous OH PLIF measurements

The time-dependent behaviour of the flame can be directly 
assessed using instantaneous snapshots obtained from the 

Fig. 6  Simulation result of x − y slice at z = 20 mm, representing the 
reconstructed flame object, FSDsim with varying sheet thickness, � , 
and image noise, p Fig. 7  Normalised averaged OH chemiluminescence of 10000 time 

resolved images from side view of Scan XZ (left) and top view 
(right). Colour bar represents the time-averaged mean intensity, Q̄ 
normalised by its maximum, Q̄max
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high speed OH-PLIF measurements. Processed PLIF images 
are shown in both scan directions in Fig. 8, with the laser 
sheet in both instances passing through the bluff body centre. 
A small schematic representation of the burner showing the 
laser sheet orientation is included in the lower left corner 
of each time series. The PLIF images clearly show a cross 
section of the flame, cutting through the annular jet in two 
locations. However, it is interesting to compare these two 
cross plane slices.

The top row images were taken when the laser sheet was 
approximately aligned with the x − z plane, and therefore 
this plane highlights the influence of flame-flame interac-
tions between adjacent flames in the annulus. The y − z 
images in Fig. 8 highlight the flame interaction with the 
annular walls. The flame fronts for both planes are highly 
contorted, due to the turbulent nature of the flow. Large scale 
flame wrinkles can be observed forming in the flame sheet 
as the flow moves downstream, resulting in flame sheet frag-
mentation in the upper part of the domain. In comparison 
with the bottom row, the flame slices in the top row exhibit 
a larger number of flame elements stabilised along the outer 
shear layer. The presence of a neighbouring flame is likely to 
increase the outer recirculation zone temperature, resulting 
in a higher probability of stabilising the flame on the outer 
shear layer. The presence of flame elements in the outer 

shear layer permits more flame channel closing events to 
occur, where flame fronts stabilised on inner and outer shear 
layers propagate into each other resulting in the formation 
of pockets of unburnt gas Worth and Dawson (2019). The 
events can be identified on the right hand side of flame in the 
top row, and unburnt gas pockets are observed to pinch-off 
and then be advected downstream.

5.3  Planar distributions of flame occupancy rate

Before considering the reconstructed volumetric distribu-
tion, it is useful to examine the mean projected occupancy 
rate, L , as way to better understand the previously observed 
asymmetries. Figure 9 shows the distribution of L for both 
scan directions, at cross section locations through the flame. 
To help identify the laser sheet orientation, again a small 
schematic representation of the burner is included in the 
lower left corner of each sub figure.

Comparing first the L distributions when the laser sheet 
passes through the burner centre (middle column), the 
change in flame height can be clearly seen. In the x − z 
plane in the upper row, the turbulent flame brush reaches a 
maximum height of z∕D ≈ 1.5 , whereas in the y − z plane 
it extends downstream much further to z∕D ≈ 2.2 . Asym-
metries are also observed between left and right hand sides 

Fig. 8  Time Resolved OH PLIF images from two scan directions, along burner centre. Raw PLIF images were preprocessed using a Gaussian fil-
ter. Scan XZ (top row), Scan YZ (bottom). �t of 0.2 ms between each image. Colour bar represents, IOH , spatial distribution of OH fluorescence
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of the flame in both scan directions. In the x − z plane in the 
upper row, the slightly higher distribution on the left hand 
side is likely to result from imperfections in the bluff body 
alignment. However, a much larger asymmetry is observed 
in the y − z plane in the bottom row, with a higher and wider 
flame brush that interacts with the inner annular wall on the 
right hand side, in comparison with the shorter more com-
pact flame brush on the left hand side.

The source of this asymmetry may be due to either the 
effective confinement of the flame, or the material proper-
ties of the inner and outer walls. Due to the annular enclo-
sure, the flow has a greater area to expand into towards the 
outer annular wall in comparison with the inner annular 
wall. This is likely to affect the strength of the recirculation 
zones, and the re-ignition of the flame along the outer shear 
layer. Furthermore, the thermal conductivity of the inner 
steel wall is approximately 10 times that of the outer quartz 
wall, potentially altering the recirculation zone temperature 
and re-ignition probability.

The synthetic experiment performed in Sect.  4 dem-
onstrated that as the laser sheet and flame surface align-
ment becomes close to parallel, the accuracy of the method 
decreases. This can clearly be seen in the experimental 
results, when considering off-centre laser sheet locations, 

particularly those close to the flame edge. For example, 
in Fig. 9 the left and right hand side columns show slices 
through the flame close to the edge, and these show nota-
bly wider and more diffuse L distributions in comparison 
with the centre cross sections. The wider distributions are 
a result of the laser sheet and flame surface parallel align-
ment, which lowers the OH gradient magnitude, increasing 
the error associated with flame edge detection.

However, despite these wider distributions, the flame 
shape is still captured relatively accurately. To demonstrate 
this the full three-dimensional FSD was evaluated, using the 
procedure outlined in Sect. 2. The central cross plane slice 
locations can then be compared by superimposing the two 
independent measurements from the different scan direc-
tions. Selecting the centre cross plane sample for this com-
parison means that from one scan direction the laser sheet is 
approximately orthogonal to the flame surface, while from 
the other direction it is approximately parallel, allowing the 
worst case alignment to be evaluated. The comparison is 
presented in Fig. 10, which shows superimposed contours 
corresponding to a single plane of the 3D reconstructed 
FSD distribution from the two scan directions. Given the 
variation in FSD intensity, the contour levels do not match 
each other. However, the similar contour shape distributions 

Fig. 9  Slices of projected averaged flame occupancy rate, L , in Scan 
XZ (top row) and Scan YZ (bottom row). Slice position represented 

by green line relative to the bluff body from overhead view of the 
burner, laser positions are at -0.48D, -0.24D, 0D, 0.24D, 0.48D in the 
direction of each scan
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indicate that both scanning directions capture similar spatial 
distributions of FSD. The largest differences are observed 
in the y − z plane, where the distribution close to the outer 
annular wall is notably wider when the reconstruction based 
on laser sheets aligned in the x − z direction is considered. 
While not accounting entirely for this difference, the width 
of the distribution in the x − z direction is affected by the 
size of the volume reconstructed, as data from laser sheet 
locations close to the flame edges had to be removed, due to 
the very low gradient values of the OH distribution, which 
prevented accurate flame edge detection. However, most of 
the differences are expected to arise from the differences in 
the OH gradients in the PLIF images from the two different 
scan directions, which the method has already been demon-
strated to be sensitive towards. To further quantify this bias 

error, the entire FSD distribution in the measurement planes 
shown in Fig. 10 was integrated separately from the two 
separate scanning directions. This represents a worst case 
estimate of the bias error. It was found that the FSD in the 
y − z and x − z planes were under predicted by 68 and 51% 
by Scan XZ and Scan YZ, respectively. The larger FSD bias 
in the y − z plane demonstrates that the underprediction is 
greater when the flame is close to the annular walls.

5.4  Three‑dimensional flame surface density

Isosurfaces of the 3D FSD are shown in Fig. 11, based on 
both the two independent scan directions, and the combi-
nation of these. The combined volume is reconstructed by 
averaging both volumes in each scan direction as described 
in Sect. 2 into a single discretised domain, therefore repre-
senting the linear addition of the two independent scans.

The flame shape is observed to vary in height with local 
azimuthal location, � , with the highest locations occurring 
close to the inner and outer annular walls. A similar flame 
shape can be observed in scans from both directions, albeit 
with portions of the flame surface poorly resolved in regions 
where the alignment of the laser sheet and flame surface 
were close to parallel. Therefore, a single scan is capable 
of broadly capturing the structure of the current flame, but 
care must be taken when interpreting the variation of FSD 
magnitude.

The independent measurements from the two scan direc-
tions raise the prospect of defining a correction factor to take 
account of the FSD magnitude change based on the laser 
sheet orientation. However, of the simple correction methods 
based on linear variation in the azimuthal polar or linear 
Cartesian directions, none were found that could adequately 
account for the observed intensity variations. However, by 
scanning from two separate directions, the weakness of the 
method to such bias error can be largely overcome, and the 

Fig. 10  Comparison of centre line slices of both scan directions out-
lined as a contour plot (iso-value= 0.6FSDmax ) capturing the flame 
shape of the represented slice, blue represents Scan YZ and white 
represents Scan XZ. The solid and dotted line represents the orthogo-
nal and parallel slice (laser sheet to flame edge orientation) of each 
scan direction, respectively. Subplot represents position of the slices 
relative to the annular combustor geometry

Fig. 11  Isosurfaces of 3D FSD. (a) Scan XZ, (b) Scan YZ, (c) Combined Scan YZ and XZ. White lines show schematic representation of annu-
lar chamber and burner inlet. Isosurface level is the spatial average of the FSD
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volumetric distribution in the combined reconstruction, 
shown on the right hand side of Fig. 11, produces a more 
uniform FSD distribution.

Flame asymmetry and orientation dependence of the 
reconstruction can be more accurately assessed by evalu-
ating streamwise cross-sectional planes, as presented in 
Fig. 12. Three rows are presented, showing the two inde-
pendent scan directions, and the combination of these. For 
each reconstructed volume x − y plane slices are plotted for a 
range of downstream measurement locations, which is indi-
cated in a small schematic in the lower left hand corner of 
each sub figure. Additionally, as a visual aid, the location of 
the circular bluff body and injection tube are show schemati-
cally, as solid white lines.

As described previously, the f lame structure is 
described by all three rows. While the flame surface is 
poorly resolved in the top and middle row, when the laser 
sheets are almost parallel with the flame surface, the com-
bination of these data sets reduces the underestimation of 
FSD significantly, and the flame structure is therefore best 
represented in the bottom row. Close to the dump plane, 
at z∕D = 0.5 , the flame structure is almost axisymmetric, 
with a diameter of approximately D. At increasing dis-
tance above the dump plane the flame expands radially, 
and the flame brush thickens. The distribution of FSD 
also becomes more asymmetric with increasing height, 

with lower FSD intensity where the flame is closest to 
the neighbouring flames ( |x∕D| > 0.4 ), as a result of the 
reduced flame length in these regions.

These cross plane slices clearly show the underestima-
tion of the FSD due to the laser sheet alignment angle. In 
the upper row at z∕D = 0.5 the left and right hand sides 
of the FSD distribution are around twice the intensity of 
the top and bottom edges. Similarly, in the middle row at 
z∕D = 0.5 the top and bottom edges of the FSD distribu-
tion are much higher intensity than the left and right hand 
side.

It is also interesting to note that at the extremities of 
the flame ( |x∕D| > 0.5 , |y∕D| > 0.5 ) some flame elements 
are also captured in the outer shear layer. These flame ele-
ments appear only at the effective corners of the domain, 
and are likely a result of the complex recirculation zone 
pattern generated in the annular enclosure. This allows 
flame elements to be stabilised only at certain azimuthal 
locations, adding additional asymmetry to the flow. While 
asymmetry arising from the enclosure is clearly observed 
from the reconstructed FSD, asymmetry arising from other 
sources such as the grub screws, and flow conditioning 
from the plenum flow were not observed, meaning these 
are likely to play a more minor role in the symmetry of the 
mean flame structure.

Fig. 12  Slices of FSD in the x − y plane for Scan XZ (top row), Scan YZ (middle row), and combined Scan XZ and YZ (bottom row). Slice 
location represented by green line in bottom left corner schematic
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5.5  Integrated local heat release rate

To provide a more quantitative assessment of the flame 
symmetry, the 3D heat release rate was integrated in wedge 
shaped regions (Eq. 2) over a range of downstream locations, 
and is presented in Fig. 13. The integrated regions were nor-
malised by the maximum heat release rate of the wedges 
rotated around the entire flame, Q�,max , to assess the local 
heat release rate contribution to the total heat release rate.

The fluctuation of the heat release rate and the loss 
of symmetry increases with downstream distance. In 
Fig. 13a, the HRR is represented for the base of the flame 
( Z∕D < 0.75 ). When considering the individual scan direc-
tions a decrease in the HRR which represents the loss of 
axisymmetry is observed at locations orthogonal to the 
scan direction, that is �c ≈ 0◦ and �c ≈ 90◦ for Scan XZ and 
Scan YZ, respectively. However, the reconstruction of the 
flame based on both scan directions produces a fairly con-
stant HRR, demonstrating the symmetry of the flame close 
to the exit of the injector. Similar symmetry features can 
be seen when integrating the flame over the middle region 
( 0.75 < Z∕D < 1.5 ), as shown in Fig. 13b, and again the 
combined case eliminates some of the asymmetric varia-
tions in intensity. Small peaks are also present for all recon-
structions that highlight locations corresponding to flame 

elements stabilised in the outer shear layer. These can seen 
at locations �c ≈ 45◦, 130◦, 220◦ and 320◦.

Larger departures from axisymmetry are visible in 
Fig. 13c, which shows the upper portion of the flame. The 
HRR decreases significantly at �c ≈ 90◦ and 270◦ corre-
sponding to significant variations in flame length due to the 
presence of walls or neighbouring flames. The combined 
case is dominated by data from scan direction YZ since the 
near walls regions, which contribute most in this part of 
flame, were not well resolved in Scan XZ. The large asym-
metry in this upper region contributes significantly to the 
total integrated distribution shown in Fig. 13d. Although 
regions with a greater amount of flame elements stabilised 
in the outer shear layer can still be seen, these features are 
less prominent in the overall integrated FSD. A comparison 
of integrated FSD and overhead OH∗ chemiluminescence 
(calculated from the overhead image shown in Fig. 7) is 
also presented in Fig. 13d. There is reasonable agreement 
between integrated OH∗ and FSD measurements in some 
regions, with the former picking up many of the peaks and 
dips associated with the azimuthal variation of HRR around 
the flame. However, the OH∗ prediction of HRR is lower 
close to the outer wall ( �c ≈ 330◦ ), which may be caused 
by the differing role of heat losses or flame quenching in the 
two methods.

(a) Z/D < 0.75 (b) 0.75 < Z/D < 1.5

(c) Z/D > 1.5 (d) Z/D > 0

Fig. 13  Heat release rate of azimuthal wedges over the range of upstream positions of the flame normalized by maximum flame heat release rate 
of the entire flame for Scan XZ - dotted line, Scan YZ - dashed line, and the combination of both - solid line
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6  Conclusions

In this study a three-dimensional reconstruction of a non-
swirling bluff body stabilised flame inside an annular 
combustor is performed using a novel variant of Scanning 
PLIF. Having access to the three-dimensional heat release 
rate distribution provides insight into the flame structure 
and asymmetry in response to asymmetric confinement.

A synthetic PLIF study was first conducted in order to 
optimise the experimental setup, and also to investigate the 
source of bias error in the reconstructions. The numeri-
cal study demonstrated the reliability of the edge detec-
tion, and the reconstruction procedure, as well as justify-
ing the choice of experimental laser sheet thickness and 
sheet overlap parameters. A significant source of bias error 
was identified, both in simulations and in the later experi-
ments, which occurs when the flame front and laser sheet 
approach parallel alignment. A similar source of error may 
be present to some degree in all PLIF experiments, requir-
ing the careful interpretation of results.

To address this issue, experimental measurements were 
conducted from two orthogonal scanning directions, with 
the results analysed both separately and through a com-
bined FSD calculation. Reconstructions from the differ-
ent scanning directions were showed to resolve similar 
flame shapes, but tangentially aligned regions produced a 
bias error when determining the magnitude of FSD. How-
ever, combining data from two orthogonal scans, largely 
resolved this bias, returning largely axisymmetric distribu-
tions of the heat release rate.

Having access to the full three-dimensional heat release 
rate permitted a detailed assessment of spatial distribu-
tion of this. In this manner the asymmetry of a nominally 
axisymmetric flame subject to asymmetric confinement 
was been described, providing insights into the flame 
structure. The reconstruction demonstrated that the bluff-
body flames stabilised in annular chambers are significant 
affected by the asymmetric confinement. The flame was 
longer when it was close to the annular walls in compari-
son to when it was close to a neighbouring flame, resulting 
in significant asymmetry.

This study outlined the importance of the laser sheet to 
flame edge relative orientation. Two laser sheet orienta-
tions were tested in this work, but in future work it be may 
be advantageous to consider other orientations, which min-
imise instants of parallel alignment; for example orienting 
the laser sheet parallel with the dump plane. This was not 
considered in this study due to the significant technical 
challenge it presents. The possibility of implementing a 
correction factor to overcome the FSD underestimation 
when using a single scanning direction should also be the 
focus of future developments. While multiple attempts at 

finding a suitable correction were attempted in the present 
work, a suitable correction method was not identified. A 
correction factor may have implications for other studies 
in which FSD is calculated on multiple planes of interest.

Appendix 1: Experimental determination 
of OH distribution

The OH distribution captured through PLIF is a complex 
function of many parameters, such as fluorescence detector 
efficiency and gain, radical concentration, and excitation 
efficiency  (Kohse-Höinghaus 1994; Hassel and Linow 
2000). While DNS has been used previously to simulate 
the OH distribution (Atkinson et al. 2014), in the present 
study a simplified approach is used. The volumetric OH 
distribution is determined by combining the ideal surface 
location for each snapshot with the experimentally meas-
ured OH distribution through a flame front. In addition to 
its simplicity, the advantage of this approach is that the 
important flame front intensity distribution in the synthetic 
images closely resembles that of the experiment.

The measured intensity distribution normal to the flame 
front at a single pixel location along the flame front was 
extracted close to the flame base, where a clear gradi-
ent distribution was present. Similar distributions were 
extracted from a set of 10000 images. A single laser sheet 
location was used for this purpose, which was aligned with 
the centre of the bluff body, thereby cutting through the 
centre of the flame. The intensity profiles were then aver-
aged, as shown in Fig. 14.

Fig. 14  Experimental determination of a mean OH intensity profile 
in terms of normal distance from the flame front. Left: enlarged raw 
PLIF image with line, A, representing normal to flame front from 
which intensity distribution was determined. Right: Black line repre-
sents mean OH profile, shaded region represents standard deviation 
of the extracted edge profiles. Dashed line indicates identified flame 
front location
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Appendix B Positional bias in determining 
flame locations

This paper introduced the biases produced when finding edges 
of the flame and its respective sensitivity to laser sheet thick-
ness and image noise. However, another form of bias exists 
simply based on the laser sheet position and the flame front 
orientation. To better demonstrate this effect consider Fig. 15a, 
which represents an overhead view of an experimental setup 
where the laser sheet and flame front are perpendicular to each 
other. For simplicity assume that the flame front only fluctu-
ates perpendicular to the laser sheet. If the actual occupancy 
rate in a single voxel of interest (represented as the shaded 
voxel) is Lact , then the measured occupancy rate, Lmeasured , 
would be equal to the actual since the fluctuations in flame 
location will always be captured on the camera as it intersects 
with the laser sheet perpendicularly. In contrast consider the 
orientation where the laser sheet and the flame front are paral-
lel as represented in Fig. 15b. This arrangement would result 
in Lmeasured = 0 since the flame front either does not intersect 
with the laser sheet, or is parallel to it when intersecting, mak-
ing the gradient between products and reactants indistinguish-
able. This simple demonstration suggests that there is no ideal 
laser sheet that can completely resolve the flame when the 
mean flame shape produces fluctuations that are parallel to 
the laser sheet. It is worth highlighting that such a bias will 
not just affect the present measurements, but given the highly 
turbulent nature of many flows of interest, such errors may be 
present but not reported in a wide range of studies.
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