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Abstract The rise of instant buyer (iBuyer) businesses in the past years has made
automated valuation models (AVMs) an important part of the property market. Al-
though iBuyer services are in demand, large actors within the segment have reported
dissatisfying profits over time. The business model is subject to adverse selection
as homeowners based on their superior knowledge of their home are more likely
to accept overpriced bids than underpriced bids, making the iBuyer purchase more
overpriced dwellings. In this paper, we use a dataset consisting of 84,905 apartment
transactions from Oslo, the Norwegian capital. We use 80% of the dataset to train
three different AVMs similar to those used by iBuyers. Next, we construct some
simple purchasing rules from the predictive accuracies found in the training dataset.
Finally, taking the remaining 20% of the data in a test dataset, we introduce an
adverse selection indicator based on accepted probability distributions and calculate
the average expected resale profits per apartment for a hypothetical iBuyer. We find
that adverse selection has a large negative impact on average profits for the hypo-
thetical iBuyer. Furthermore, the simple purchasing rules are able to improve the
profit by 1 percentage point per apartment when adverse selection is present.
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1 Introduction

Buying and selling homes are the largest transactions most people make during
their lifetime. Traditionally, the process of selling a house is through a broker, with
a listing and an auction. Instant buyers, or iBuyers, challenge this process. The
iBuyer business model involves automated valuation models (AVMs) to predict the
market value of a home. It uses this prediction to give a fast bid on the dwelling
before a potential auction starts. The seller provides the iBuyer with information on
the apartment, before quickly receiving a ‘take-it-or-leave-it’ bid (s)he can choose
to accept or reject without an auction. This rapid and convenient process, however,
does not come without challenges.

AVMs are statistical prediction models that try to predict the value of an object.
Although progress is continuously made to develop AVMs with the highest accuracy
possible, they are not able to fully reflect reality and capture all the factors that affect
the price of a home. Apartments will be both over- and undervalued by the AVM
algorithms with symmetric probability. In a case, where all bids are treated equally
by homeowners, the iBuyer is expected to buy an equivalent share of underpriced
and overpriced apartments, suggesting that the additional resale profits and losses
will zero each other out. However, rational homeowners are intuitively more likely
to accept a high bid rather than a low or a correct bid, suggesting that iBuyers may
suffer from purchasing more of the overpriced dwellings. Buchak et al. (2020) argue
that iBuyers must focus on the most liquid dwellings to limit adverse selection.
Little or no research beyond Buchak et al. (2020) has studied adverse selection
in the context of iBuyer businesses. The purpose of this paper is to examine the
consequence and the extent of adverse selection as a built-in mechanism in the
iBuyer business model and show how this effect can be limited through simple
purchasing rules.

During the fall of 2021, one of the biggest companies competing in the iBuyer
market in the United States, Zillow, is pulling the plug on its iBuyer operations.1

The purchase of overvalued dwellings in markets with low liquidity were identified
as causes of the failure. The company bought around 10,000 dwellings but managed
to sell only 3000 of them. Consequently, Zillow had to take a write-down on inven-
tory of 300 million USD. Although the loss cannot solely be accredited to adverse
selection, this event underlines some of the challenges in the iBuyer business model
and motivates our research.

The dataset used in the paper consists of 84,905 apartment transactions in Oslo.
Firstly, three AVMs are trained to predict apartment prices, using 80% of the data.
The valuation models are based on linear regression, gradient boosting, and a support
vector machine. We also use the results from the training dataset to create simple
purchasing rules and to simulate an ex-ante situation. After training the models, the
most important predictors are consequently used as dimensions for splitting the data
into subgroups. We analyze the predictive performances of the AVMs for the differ-
ent subgroups, before formulating purchasing rules to avoid bids in groups with bad

1 According to Financial Times (2021). Zillow: the models underneath a housing hedge fund did not hold.
Retrieved from: https://www.ft.com/content/cb3f4448-990f-4052-b4a9-0938b147e402.
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performance. Lastly, the average expected resale profit per apartment is examined
for a hypothetical iBuyer using a test set with the remaining 20% of the dwellings.
The profit calculations are done with and without adverse selection and purchasing
rules, to address their financial impacts. Adverse selection is implemented through
accept probability distributions, indicating how likely a seller is to accept an of-
fer when the bid is a certain percentage lower/higher than the seller’s perceived
valuation. Using out-of-sample observations allows replicating ex-ante purchasing
decisions that iBuyers need to make before they learn about the actual market value
for which they can resell the property.

The paper finds that the consideration of adverse selection leads to a large reduc-
tion in expected profit per dwelling for the hypothetical iBuyer, from 6.29–7.96%
without adverse selection to 0.19–1.21% when adverse selection is taken into ac-
count. The results imply that adverse selection poses a noticeable threat to iBuyer
businesses. In contrast, we also find that the implementation of simple purchasing
rules increases the average expected profits per apartment by 1.03 to 1.57 percentage
points. The results are robust to changes in market conditions such as the contri-
bution margin of the iBuyer, the perceived convenience of the iBuyer service, the
proxy for homeowners’ personal valuation of their dwellings, and the probability of
them accepting a bid deviating from this valuation.

The remainder of the paper is as follows: In Sect. 2, we present the relevant liter-
ature. Sect. 3 describes our dataset, the cleaning process, and the different dependent
and independent variables. Sect. 4 introduces the hedonic price, extreme gradient
boosting, and support vector machine models. Sect. 5 examines the model perfor-
mances and develops the purchasing rules. Sect. 6 presents the average profits for
a hypothetical iBuyer. Sect. 7 discusses the results in the light of previous literature
as well as the impact for iBuyer businesses. Sect. 8 concludes.

2 Literature review

This section reviews the relevant literature. Thereby, it introduces the iBuyer business
model and the use of AVMs in the real estate sector. We then discuss the related
adverse selection and lemon problem. Finally, we give an overview of the property
market in Oslo, Norway.

2.1 IBuyers and aVMs in real estate

iBuyers are PropTech companies which buy and re-sell dwellings. They profit from
advanced automated valuation models (AVMs) in accurately assessing the value
of the dwellings. iBuyers have the advantage of reducing the time spent in the
traditional property sales process as an offer can be received almost “instantly.”
The traditional sales process requires to get in touch with a real estate agent, who
performs research, communicates with potential buyers, and creates listings before
arranging a bidding process. The sale to an iBuyer removes most of these steps. The
seller provides information on variables such as size, location, and condition which
allows the iBuyer to derive a price prediction. The offer to the seller equals this
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prediction minus a contribution margin captured by the iBuyer. The offer is a take-
it-or-leave-it bid before a potential auction on the open market starts.

After having purchased the apartments, the iBuyer proceeds to resell them. In
Norway, this is normally done to private households through an English auction.2

By accepting the offer from the iBuyer, the seller thereby gets a rapid sale and moves
the cost of time on the market over to the company. The average profit margin of an
iBuyer is 3.7% per dwelling, while Zillow Offers reported a negative per-unit profit
of –2% in the 4th quarter of 2019. Furthermore, bids from Zillow and Opendoor
generally corresponded to 98.6% of the AVM predicted value.3

The advantage of AVMs in real estate is a controversially discussed subject. Kok
et al. (2017) find strong evidence of the superiority of automated valuation models
over traditional appraisals in terms of lower absolute error as well as time cost
efficiency. Furthermore, Mooya (2011) finds “no theoretical or practical reasons why
AVMs should not completely replace traditional valuers.” In contrast, Reed (2008)
and Waller et al. (2001) suggest that AVMs should be used as a supplement to
enhance rather than an alternative to replace manual appraisals. For the Norwegian
housing market, Birkeland et al. (2021) compares the performances of AVM to
those of humans and find that AVMs are a valuable tool, but still fall short of human
capability in stable markets.

For iBuyers, there is less focus on manual appraisals or physical inspections
involved in the housing transactions. Manual appraisals are subject to human bias and
subjectiveness, whereas the advantages of AVMs are quick and consistent valuations
(Jahanshiri et al. 2011), that are not biased by undue stimulus (Fortelny and Reed
2005). However, due to this lack of physical inspection in the iBuyer business model,
there may be aspects that affect the price of a dwelling that the AVMs do not fully
capture.

2.2 Adverse selection and the “lemon problem”

Adverse selection is a well-known phenomenon within principal-agent theory, and
a consequence of asymmetric information between two parties in a contractual
agreement (Wilson 1989). Adverse selection generally occurs when a seller has
more information about a product than the buyer (Wilson 1989). The buyer cannot
observe the quality of the product to a full extent, only the distribution of “good”
and “bad” products sold in the past. The seller thus has the incentive to market
a “bad” unit as a “good” one (Akerlof 1970).

Akerlof (1970) goes further in describing the “lemon problem.” The buyer cannot
know or observe whether an item is a lemon (bad) or not, and the risk of purchasing
a lemon reduces the average reservation price of buyers. This reduced reservation
price makes non-lemon sellers less interested in selling, which further increases the
proportion of lemons. Genesove (1993) suggests four criteria that must be met for
a market with adverse selection suffering from a lemon problem: (i) there must be

2 The average resell time of Solgt.no, an actor in the relevant market, is around 100 days.
3 According to a report by Delprete (2020). The 2020 iBuyer Report. Retrieved from https://www.mikedp.
com/ibuyer-report.
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asymmetric information regarding quality of the good between the seller and the
buyer at the time of the purchase, (ii) both the seller and the buyer must value
quality, (iii) the price must be determined by the party with less information, and
(iv) there must be no institutions that completely remove uncertainty related to the
quality of the good (Genesove 1993).

Buchak et al. (2020) points out the problems of adverse selection for iBuyers.
iBuyers generally operate with higher fees than conventional realtors, indicating
that the homeowners selling to these businesses trade profit for a quick transaction.
However, the implementation of such quick transactions usually comes at a cost of
information loss.

AVM-algorithms will usually predict market prices with a symmetric probability
of error on both sides, meaning the iBuyer should in principle give an equal share of
too high and too low bids. In a context with no adverse selection, where all bids are
accepted by homeowners, the profits from purchasing underpriced apartments would
theoretically get zeroed out by the losses of purchasing overpriced apartments. The
iBuyer would thus be left with the contribution margin it chooses. However, with
asymmetric information about the true market value of the apartment, sellers, who
receive too-high offers compared to their perceived valuation, are more likely to
accept the offer than sellers, who receive a correct offer, as illustrated in Fig. 1
(Akerlof 1970).

In the iBuyer case, the Genesove (1993) criteria hold, and adverse selection
can result in a lemon problem. This happens if the iBuyer increases the premium
to stay profitable after taking the increased risk of buying overvalued apartments
(i.e., lemons) into account. These increased premiums can result in more “correct”
valuations that are turned down, which increases adverse selection further.

Previous research thereby suggests that adverse selection might be a problem in
the iBuyer business model. However, the most widely accepted actions to reduce
adverse selection in general, signaling and screening, are difficult to implement
efficiently within this segment. To reduce problems with adverse selection, the aim
is to avoid that homeowners receive “too good” or “too bad” offers, as illustrated in
Fig. 1.

On the other hand, there is no exact definition of what makes a good, bad, or
correct offer. “Too good” refers to an offer that is noticeably higher than the real
market value and the perceived value of the homeowner. “Too bad” means that the
offer is well below the actual value. Both scenarios are damaging for the business
model. A “too good” offer results in negative profits, while a “too bad” offer damages
the credibility of the business. Furthermore, the real market value of an apartment
is unknown until it has been sold on the open housing market. The iBuyer relies
on the AVM for settling the price, and the seller usually has her own perceived
opinion about the value. This price perception leads to further deviations from the
true (unknown) value.

Previous literature covers the area of creating well-performing AVMs. An AVM
with good performance will, all other things being equal, result in profits for the
iBuyer, if all offers are accepted. However, when introducing the aspect of adverse
selection, the acceptance of all offers does not seem to be a realistic assumption for
the iBuyer business. Buchak et al. (2020) suggest that iBuyers should only purchase
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Fig. 1 Adverse selection for
iBuyers. The graph illustrates
the scenarios for how sellers
of dwellings are more likely
to accept an offer when it is
“good”, rather than correct or
“bad.”. (According to Wilson
(1989), Akerlof (1970), and
Buchak et al. (2020))
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the most liquid, and easy to value houses, which is one way of dealing with potential
adverse selection.

2.3 The norwegian property market

To utilize pricing models properly, it is helpful to understand the dynamics of the
relevant market. Buying and selling homes in the Norwegian property market is, in
general, done through an open auction, where 90% are sold via English auctions
(Olaussen et al. 2018). Furthermore, the Norwegian real estate market differs from
other international markets in terms of regulation. A central consequence of Norwe-
gian regulations, imposed by the Regulation on Real Estate (2007), the Marketing
Control Act (2009), and the Industry Norm (2014), is that strategies such as under-
pricing to attract more buyers are prohibited. Hence, Flått et al. (2022) claim that
the asking price is a suitable indicator for the seller’s reservation price.

In September 2021, the population of Oslo counted 698,660 inhabitants.4 The
inner city consists typically of apartment buildings with four- and five-stories. Most
of them are brick buildings from the construction boom in the 1870s, 1880s, and
1890s (Oust 2013). The late nineteenth century also saw segregation between the
rich western and the poorer eastern part of the city. The pattern continued for several
decades and probably explains much of the price difference between east and west
today (Oust 2013).

The city boundary has been enlarged several times over the past century. The
biggest enlargement took place in 1948, when the Aker region was incorporated.
After Second World War and through the 1980s, construction of residential buildings
in Oslo mainly took place in the new suburbs in the former Aker region (Oust 2013).
Oslo has 15 administrative districts, in addition to Marka and Sentrum. Each district
has a district committee that organizes and provides services.

4 According to Statistics Norway (2021). Retrieved from: https://www.ssb.no/kommunefakta/oslo.

K

https://www.ssb.no/kommunefakta/oslo


Z Immobilienökonomie

3 Data

The primary data used in the study were provided by Solgt.no, a Norwegian
PropTech startup and iBuyer operating in Oslo. The dataset contains information
on housing transactions listed on Finn.no, the largest online marketplace for private
properties in Norway, which are merged with public data from the Norwegian
Mapping Authority (NMA). The relevant transactions took place between 2007
and 2021 and consist of apartments in Oslo. In this section, we will describe the
relevant variables, the data filtering, and cleaning process. We then provide descrip-
tive statistics and describe the construction of our indicator variable for adverse
selection.

3.1 Data pre-processing

Before providing a descriptive examination of the final dataset, we elaborate on
the process of removing missing values and erroneous observations. Missing values
occur as many of the observations do not contain values for all the relevant variables.
Furthermore, the data were extracted from ads on Finn.no and are thus subject to
errors if realtors include obviously wrong information in the housing ads. Therefore,
the data cleansing process does not only consider missing values, but also examines
whether the existing values appear realistic. To ensure a suitable contribution to the
prediction models, several modifications are applied to the variables (see Table 1).

3.2 Descriptive statistics

Table 2 shows descriptive statistics. The aim of AVMs is to predict the price of
a good. The total transaction price, including both price and associated debt, for

Table 1 Data Pre-processing

Data pre-processing Observations left

Original data 178,001

Only apartments (primary residency) 143,039

Keep observations with sales price more than 0.5 * list price, and less than 2 * list
price

142,510

Keep observations with living area larger than 9 square meters and less than 300
square meters

138,173

Keep observations with build year newer than 1600 137,405

Keep observations with less than 10 bedrooms 129,380

Removing observations with faulty coordinates 128,247

Keep observations with floor larger than 0 and less than 21 113,748

Keep observations with at least one bathroom 85,271

Remove dwellings sold in months with less than 100 observations 84,905

This table shows the data pre-processing
In addition to the steps, the right column shows how many observations are left in the data after imple-
menting the relevant step
The raw dataset includes 178,001 observations, while the cleaned dataset includes 84,905 observations
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Table 2 Summary Statistics

Variable Minimum 1st Quantile Median Mean 3rd Quantile Maximum

Sale price 594,000 2,724,000 3,500,000 3,986,000 4,640,000 60,000,000

Bedrooms 0 1 2 1.73 2 8

Bathrooms 1 1 1 1.06 1 5

Floor 1 2 3 3.2 4 20

Living area 10 50 64 66.58 78 299

This table shows the summary statistics for sale price (in NOK), living area (in m2), and other physical
variables
Exchange rate per 31 December 2021: NOK 1= EUR 0.1001

Table 3 Facility Variables

Number of facility variables

Elevator Balcony Child friendly Garage View Fireplace Quiet

Yes 28,757 47,114 39,747 27,553 15,273 24,298 26,168

No 39,167 20,810 28,177 40,371 52,651 43,626 41,756

This table shows the number of observations in the training data having the different facilities listed in their
respective sales ads

the different apartments in the dataset is therefore the dependent variable.5 Our
explanatory variables are related to the size and the physical dimensioning of the
apartments. These variables are related to the total interior livable area (living area),
which floor the apartment is located on, the number of bedrooms, and the number
of bathrooms.

In order to providemore information on the condition of the apartment, in addition
to the physical measures, several binary variables on facilities were included, as seen
in Table 3.

We also construct a binary indicator showing whether the relevant apartment is
a renovation project or not based on text analysis. This was also included in the
dataset. This variable is derived from the information found in the title of the ad. If
the title includes one or several keywords related to need for renovation, the variable
takes the value 1, otherwise 0.6 In total, there are 1147 renovation projects out of
the 67,924 transactions in the training dataset.

Geographical location is a central factor in determining the price of an apartment.
The location could have been included in the dataset in several ways, as the original
dataset contains information on both coordinates and full address with postal code.
In this study, the apartments are mainly sorted into geographical groups based on the
administrative district to which the property belongs (Table 4). Finding a suitable
trade-off between low and high spatial aggregation is influential (Sommervoll and
Sommervoll 2018). Low spatial aggregation captures more of the systematic spatial

5 Apartments in housing cooperatives often have common debt. This is normally a debt that the cooperative
used to finance the construction or renovation of the building and a share of the common debt is allocated
to each dwelling unit. The installments and interest rates are paid by the homeowners. The sum of the
transaction price and the common debt reflects the market value of the apartment.
6 The keywords searched for in the ad titles are “oppussing”, “renovering”, “renovasjon” and “utbedring”.
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Table 4 District Prices (NOK in thousands)

District prices (NOK in thousands)

Mean Standard
deviation

Minimum Maximum Number of
transactions

Alna 2910 731 1060 9500 4344

Bjerke 3382 1229 1048 10,450 2647

Frogner 5380 3170 950 50,020 8174

Gamle Oslo 3782 1716 950 42,000 9537

Grorud 2629 568 1058 5501 1819

Grünerløkka 3986 1514 873 14,115 8878

Nordre Aker 4617 2330 1001 19,900 1726

Nordstrand 3709 1710 985 23,000 3360

Østensjø 3283 1184 1123 12,700 2861

Sagene 4094 1639 594 13,300 6534

Søndre Nordstrand 2784 814 620 7500 2265

St. Hanshaugen 4094 1722 975 22,000 7594

Stovner 2684 656 844 6400 2348

Ullern 5138 2230 1165 20,500 3124

Vestre Aker 4940 2681 1166 60,000 2713

This table shows the regions in the dataset with mean, standard deviation, minimum and maximum price
in thousands NOK, and the number of transactions in each area
There are noticeable differences between areas in the mean price and number of transactions, which will
be important to consider later when creating purchasing rules
Exchange rate per 31 December 2021: NOK 1= EUR 0.1001

variation but also reduces the number of observations in each region. Meanwhile,
a high aggregation has the opposite effect. Administrative districts were found to
have satisfyingly similar intra-regional location premiums, thus making them a good
candidate for capturing spatial effects. As the smallest of the districts, Sentrum, has
a limited number of transactions; it is included in the district of St. Hanshaugen.

3.3 Seller valuation

To incorporate how likely a homeowner is to accept an offer from the iBuyer,
a measure for what the seller believes the apartment is worth is necessary. These
variables are not used as predictors in the AVMs but are necessary to include adverse
selection in our analysis.

In this paper, two different variables for homeowner valuation are used. The first
one is the asking price found in the sales ad. This represents the price at which
a professional real estate agent chose to value the apartment. Such an appraisal is
available to homeowners considering selling their apartment and is thus deemed
appropriate for representing the seller’s valuation of the apartment. The second
measure for the perceived apartment valuation of the homeowner is based on a repeat
sales calculation. The repeat sales valuation uses the price of the previous transaction
of an apartment before adding the general price development in the relevant market,
i.e. it is calculated as difference between the previous sales time and the current one.
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Table 5 Repeat Sales, Asking Price, and Actual Price (NOK in thousands)

Repeat sales against asking price and actual price (NOK in thousands)

Minimum 1st Quan-
tile

Median Mean 3rd Quan-
tile

Maximum

Repeat sales 625 2735 3558 4064 4773 45,573

Asking price 832 2690 3491 3960 4650 55,000

Actual price 844 2824 3609 4100 4800 50,000

This table shows the summary statistics for the repeat sales valuations, asking price valuations, and the
actual sales prices
Only the apartments that has been sold more than once since 1992, and thus has a repeat sales value, are
included
Exchange rate per 31 December 2021: NOK 1= EUR 0,1001

As repeat sales valuations incorporate the previous purchase price of the apart-
ment, the repeat sales may seem like a reasonable estimate for what sellers think
their home will be sold later. However, a small proportion of the apartments in
the dataset only had a single owner since the time it was built. These apartments,
without a previous transaction price, cannot be given a new valuation through repeat
sales calculation. For this reason, the amount of the dataset with value estimates
derived from repeat sales technique consists of 52,667 apartments, compared to the
complete training set of 67,924.

Valuet D SalesPricet�1 � Price Indext

Price Indext�1
(1)

The asking price on average deviates 5.8% from the actual sales price. Table 5
indicates that the asking price most often is lower than the sales price, as both the
mean and the quantiles are lower. The asking price will typically be lower than the
actual price in markets when prices increase (because of the lagging effect). There is
also a price difference between the repeated sale valuation and the actual price. The
difference is caused by a deviated dataset; the repeated sale estimate is calculated by
using apartments that are sold more than ones. To improve the estimates, we have
increased the length of the dataset back to 1992.

4 Methodology

With the aim of examining how adverse selection can be considered in an iBuyer
business model, the first step is to create the AVMs. We will study three different
models: a hedonic regression, a Support Vector Machine, and a gradient boosting
model known as XGBoost (eXtreme Gradient Boosting). The reason for creating
different AVMs is to underline that the methodology and results are applicable and
generalizable for a wide range of models. The hedonic linear regression model is
chosen for its interpretability in addition to the fact that it is widely used in the field
of real estate valuations. This model will serve as a baseline for the others. The
two machine learning approaches are chosen based on predictive accuracy found in
previous literature, see Table 10 in the Appendix 1. The XGBoost algorithm is still
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a relatively recent addition to the machine learning world at the time of writing, but,
as seen in Table 10, studies of the approach have already shown encouraging results
within the area of real estate valuation.7

Before running the experiment, the data were randomly split into a training and
a test set. The test set is held out during training and is later used to replicate the
new apartments the iBuyer is bidding on. The offers are determined before assessing
the acutal sales price, similar to the ex-ante bids an iBuyer needs to give in practice.
We choose an 80%–20% split.

4.1 Hedonic regression model

The price of the product can be explained by the sum of its hedonic prices for the
housing (Rosen 1974).

We apply the following hedonic regression:

ln .Pi / D ˇ0 C
X

k

ˇkXki C "i ; ."~i:i:d:/ (2)

Where the dependent variable is natural logarithm of sales price including com-
mon debt, β0 is the intercept, βk is the coefficient of predictor k, and Xki is the
feature value of predictor k for a given apartment i. Our independent variables are
living area, location, sale period, building year, number of bathrooms, number of
bedrooms, floor, renovation object, elevator, balcony, child friendly, garage, view,
fireplace and quiet. εi is the error term of apartment i.

We follow earlier literature using hedonic models on property data, which indicate
that the least absolute deviation (LAD) method is preferred over the ordinary least
squares method (OLS), due to being more robust towards outliers (Yoo 2001). LAD
was first introduced by Koenker and Basset (1978) and minimizes the absolute value
of these errors. As the errors are not squared, the LAD loss function is less sensitive
to outliers (Stock and Watson 2019).

4.2 Support vector machine

While originally created for classification problems, support vector machines (SVM)
have been developed to handle regressions as well. Support vector regression (SVR),
which builds on the foundation of the SVM algorithm, was introduced by Drucker
et al. (1997).

Support vector regression utilizes an �-tube and slack variables to find the re-
gression line. � represents the allowed error within which all errors are disregarded.
For observations outside the tube, errors are measured as the deviation between
the actual response value and the �-tube itself, rather than the regression line. This
separates SVR from methods like the hedonic price model, in which the goal is to

7 Note that the aim of the paper is not to identify the best-performing AVMs in terms of predictive accuracy,
but rather to examine how the different models may be used and modified to reduce problems related to
adverse selection for iBuyers.
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minimize the residual errors of all observations. Observations inside the �-tube are
referred to as support vectors.

SVR in R is explained in Meyer (2021). We follow a random search method to
obtain optimal hyperparameters for the cost, C, and �, as suggested by Villalobos-
Arias et al. (2020). The results in the tuning process and hyperparameters is shown
in Table 11 of Appendix 2. We are using the same variables as for the hedonic
model.

4.3 XGBoost

XGBoost, or eXtreme Gradient Boosting, is an implementation of gradient boosting
introduced by Chen in 2014. The XGBoost approach is an optimized implementation
of gradient boosting where a variety of regularization options help avoid problems
with overfitting. Furthermore, the XGBoost approach also allows for parallel pro-
cessing to improve computation speed, tree pruning, and handling of missing data.

We follow the methodology of Chen and Guestrin (2016) and Choi (2019). In
the AVM produced in this study, we used the “XGBoost” package in R. The imple-
mentation requires choosing a value for several hyperparameters. The results in the
tuning process and hyperparameters is shown in Table 12 of Appendix 2. We are
using the same variables as for the hedonic model.

5 Model outputs and purchasing rules

The aim of this section is twofold. Firstly, the predictive accuracies of the different
AVMs are assessed. Next, we use feature importance and the models’ predictive ac-
curacies in different subgroups used to create simple rules to prevent iBuyers bidding
on apartments from groups that are hard to price. The simple idea is that iBuyers
have less information about apartments from groups that are hard to price, and there-
fore should stay away from these apartments when adverse selection is introduced
in the model. By avoiding buying lemons, iBuyers’ profits should increase.

5.1 Model performance

We start by looking at the predictive performance of the three AVMs on the test
dataset, using Mean Absolute Percentage Error (MAPE), Root Mean Squared Error
(RMSE), and Percentage Predicted Error (PPE) buckets as performance metrics.
The linear model, as expected, performing worse than the two ML models. There
is approximately a two-percentage point difference between the ML AVMs and the
hedonic price model in terms of Mean Average Percentage Error (MAPE), as seen
left in Table 6. The XGBoost model performs slightly better than SVM, yielding
better results for MAPE and PPE10. However, the SVM has somewhat lower Root
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Table 6 AVM Performance Metrics

Model Performance Test Data Model Performance Train Data

Model MAPE RMSE PPE
10%

Model MAPE RMSE PPE
10%

LAD 11.25% 867,824.0 56.17% LAD 11.11% 909,438.1 56.37%

SVM 9.22% 659,194.2 65.13% SVM 8.30% 631,047.0 71.18%

XGBoost 9.14% 673,696.3 65.73% XGBoost 7.31% 425,739.8 74.87%

The table shows predictive performance metrics for the three AVMs
Left panel gives metrics for the test set, while the right panel gives metrics for the training data

Mean Squared Error (RMSE). Generally, both ML models have satisfying accuracy,
albeit lower than what would be expected from commercially used models.8

In the rest of section, the training data is still in focus, to prevent information in
the test data from influencing methodological and strategical choices.

5.2 Feature importance

Feature importance can be evaluated in several ways. We chose to assess the stan-
dardized regression coefficients of the hedonic LAD model and the mean absolute
SHAP values, following Lundberg and Lee (2017), of the XGBoost AVM. Both the
standardized coefficients and the SHAP values indicate that living area is the most
important variable by a clear margin for describing variation in apartment prices.
District and building year are other variables that stand out for both models. These
variables will be examined further in the next section.

5.3 Purchasing rules

In this subsection, performance is examined further on different subgroups of the
data. The purpose of dividing the training set into different subgroups is to highlight
potential systematic differences in predictive accuracy for certain types of apart-
ments. The aim is to find out whether the models for some subgroups are less
informed about the dwelling value. Throughout the subsection, MAPE is used as
measurement of the model performance for the different subgroups. In addition to
living area, district and building year that was chosen as subgroups based on the
feature importance, we also include predictive performance based on price groups.

The results are presented in Figs. 3, 4, 5 and 6 of Appendix 3. The results show
that it is more difficult to predict house prices in some districts than in others. In
our data, Nordre Aker is the district with the worst MAPE, followed by Nordstrand,
Søndre Nordstrand, and Vestra Aker. A common trait for all these underperforming
districts is that they contain less than 4000 observations. This suggests a plausible
correlation between having few observations and worse predictive performance.
Additionally, they are also known to be quite heterogeneous compared with other
small districts, such as Grorud and Stovner.

8 Previous literature suggests PE10 should be at least 65%, and PE15 at least 85% (Rossini and Kershaw,
2008). Ecker et al. (2020) argues that a test MAPE below 10% is strong.
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In contrast to the districts, living area and building year are not pre-divided in
groups appropriate for examining the predictive performance. For this reason, the
variables are divided into groups based on the feature values. There do not, however,
appear to be any systematic patterns indicating that buildings from a certain year
are significantly harder to predict for the AVMs, see Fig. 4 in Appendix 3. Since
we did not find any systematic patterns, we did not create purchasing rules based
on building year.

The training set observations are stratified based on the size of the living area, as
displayed in Fig. 5 of Appendix 3. These groups are made based on distance to the
mean apartment size, measured in standard deviations. The reason for dividing the
data into groups based on standard deviations from the mean, rather than specifical
pre-defined values, is to make the study more generalizable for cities where average
apartment size differs noticeably from this study on Oslo. The size of each group is
0.5 standard deviations. There appear to be systematic differences in training MAPE
for apartments of different sizes, more specifically for the smallest and the largest
apartments. These groups generally have higher MAPE across the models, although
the differences are noticeably smaller from row to row for the XGBoost model.

Lastly, the predictive performance is examined based on price groups (see Fig. 6
in Appendix 3). As price is not a value known to the iBuyer ex ante, a predicted
price must be used instead. The XGBoost price predictions are used to divide the
observations into different groups. These groups are, as for the living area variable,
also separated based on distance from the mean price measured in standard devia-
tions. Higher MAPE is found for the cheapest and most expensive apartments. The
predicted price groups and the living area groups show similar systematic patterns,
which is as expected since living area is the most important variable for determining
the price prediction.

After having examined the predictive performance of the AVMs for different
subgroups, we can use the results to create simple purchasing rules (see Table 7). The
intuition is that adverse selection is a bigger problem for apartments that are harder
to price, and that the iBuyer should thus not bid on such dwellings. This follows
the implication that hard-to-price apartments are more likely to be underpriced

Table 7 Purchasing Rules

Purchasing rule

1 District: No
bids in Nordre
Aker, Vestre
Aker Søndre
Nordstrand, and
Nordstrand

2 Living Area: Only bid
on houses within –1.5
and 0 standard devia-
tions from mean. This
corresponds to a range
between 30 and 67m2

3 Price prediction: Only bid on
houses within –1 and +0.5
standard deviations from
the mean. This corresponds
to a range between NOK
2,036,853 and 4,961,269

This table shows three different purchasing rules made subject to systematic worse predictive performance
by the AVMs for apartments in these groups
Before giving an actual offer on an apartment, the iBuyer will consider whether the apartment is in one of
the highlighted districts, or of a too small/large size, to bid on
The iBuyer will also automatically get a price prediction from its AVM algorithm
If this prediction indicates that the apartment will be outside the price range from purchasing rule 3, it is
also deemed too risky to bid on
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or overpriced. Underpricing will lead to a bid not accepted by the seller, while
overpricing will lead to a bid from which the iBuyer in most cases loses money.

6 Empirical results

In this section, we aim to examine the financial impact of adverse selection and the
purchasing rules for a hypothetical iBuyer. We begin by disclosing our assumptions,
before reporting the results from calculating profits for a hypothetical iBuyer with
and without adverse selection and purchasing rules. The results are computed for
apartments in the separated test set, which did not impact the training of the models
nor the formulation of the purchasing rules.

6.1 Assumptions

Before diving into the results of our study, we lay out the assumptions upon which
our findings rest. Firstly, it is assumed that (I) the hypothetical iBuyer does not
face competition from other corresponding companies. The iBuyer can therefore
decide internally the size of contribution margins to take. The iBuyer margin is the
difference between the AVM predicted price and the actual bid, as shown in Eq. 4,
and (II) is initially assumed to be 6%.

Average expected profit per apartment is calculated as a percentage of the bid,
illustrated in Eq. 3, and we assume that (III) this is the key performing indicator
that the iBuyer will want to improve. We use percentage profits instead of absolute
profits because the iBuyer cannot purchase all apartments in the market. Costs of
financing, employee salaries, administration, and additional costs are not included
in the equation. The aim of the iBuyer in this simplified illustration is to purchase
apartments for less money than they are sold for, to generate a profit.

PercentageProfit D 1

n

nX

iD1

Totalpricei � Bidi

Bidi

� P .accept/i (3)

here:

Bidi D Predictioni � .1 � iBuyermargin/ (4)

Note: The margin is included to allow the iBuyer to make a profit. Our margin
is in line with the normal margin among iBuyers. The margin will influence which
offers from the iBuyer our simulated sellers will accept.

The probability of a bid being accepted, P (accept), depends on the bid from
the iBuyer, as well as both the homeowner’s perceived valuation and a probability
distribution for how likely a seller is to accept a bid that is X% higher or lower
than the perceived valuation. The iBuyer works as a substitute for selling through
a traditional real estate agency assumed to have a provision of 2% of the sales price.

With this in mind, (IV) we use 98% of the asking price in the sales ads as an
initial proxy for what the seller believes (s)he will receive by selling through a real
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estate agent, and thus the seller’s perceived valuation of the property. As indicated
in Subsection 2.3, strategic underpricing to gain the interest of more potential sellers
is not legal in Norway. For this very reason, previous research suggests the asking
price to be a suitable representation for the seller’s reservation price. It is also natural
that a homeowner has already spoken to a real estate agent to get such an appraisal,
before considering selling to an iBuyer.

The final factor needed in the equation is the probability distribution. In Sect. 2,
adverse selection for iBuyers was introduced from a theoretical point of view. We
presented the probable issue of homeowners being more likely to accept a bid
based on a too-high predicted value than a bid based on a correct value. Sellers are
biased upwards when it comes to their own valuations of the properties, as given by
the theories of Lovallo and Kahneman (2003), further implying that an overvalued
dwelling is more likely to be bought than an undervalued one. The purpose of the
accept-probability distribution, P (accept), is to include adverse selection in the profit
equation above.

The probability function is assumed to be normally distributed around a mean
replicating a convenience factor. The convenience factor determines where the centre
of the probability distribution is located, and thereby divides it into two equal parts:
half of the distribution to its left and half of the distribution to its right. This implies
that 50% of the homeowners that get a bid corresponding to their perceived valuation
after subtracting brokering commissions, minus the convenience factor, will accept
this bid. In essence, the convenience factor is thereby used to model how much the
sellers value the quick transaction services of the iBuyer. In a market where these
services are highly demanded, the convenience factor will be large, and the centre
of the distribution is moved extensively leftwards by this value. In a market where
the demand is lower, this centre will be closer to zero. Initially, (V) the convenience
factor is assumed to be 4% for the hypothetical iBuyer.

The width of the distribution is determined by its standard deviation. A narrow
distribution means few sellers accept bids that are too low, and almost all accept
too high bids. In contrast, a wider distribution implies more people accept low bids,
and fewer accept high bids. This is illustrated in Fig. 2. In the narrow distribution,
marked in red, a bid 15% below the seller valuation will never be accepted, while
in the wider distribution, marked in blue, some choose to accept. As the accept
probability distribution is a limited reflection of reality, three different scenarios
of probabilities are created. The three scenarios are referred to as “pessimistic,”
“neutral,” and “optimistic.” (VI) The neutral distribution has a standard deviation
of 6%, while the pessimistic scenario has a narrower distribution with a standard
deviation of 4% and the optimistic one wider with 8%.

The neutral scenario works as a benchmark, and this is the distribution of prob-
abilities that is assumed most likely to reflect reality. As Fig. 2 shows, this implies
that about 1 in 6 homeowners will accept a bid that is 10% lower than their perceived
market price after broker provision, while 3 in 4 will sell when they receive a bid
equal to their valuation. 93% will accept an offer that is 5% higher than the seller’s
perceived valuation after broker provision, and nearly all bids more than 10% higher
than the seller’s valuation will be accepted.
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Fig. 2 Accept-Probabilities with Convenience Factor 0.04. a Density distribution curves for the normally
distributed bid acceptance probabilities. The x-axis indicates in percentage how much higher/lower the
bid from the iBuyer is than the seller’s perceived value. The curves are all centered around a convenience
factor of 4%, implying that half of the sellers in the market would accept a bid that is 4% lower than
their own valuation in return for a quick sale. The three scenarios have curves that differ in width, with
the neutral probability distribution having a standard deviation of 6% and the pessimistic and optimistic
distributions having standard deviations of 4% and 8%, respectively. b The cumulative probabilities of
a seller accepting a bid that is a certain percentage higher or lower than the seller’s perceived valuation, for
the same scenarios as the left panel. The three curves meet for bids 4% below the seller’s valuation, where
half of the sellers accept the bid for all three scenarios

After having described the different factors in the profit equation, the next as-
sumption is that (VII) the iBuyer will be able to sell the apartment for the same
price as the apartment was sold for in the dataset. Since an iBuyer in the Norwegian
market is a small actor and resells apartments to private households through open
English auctions, it is reasonable to assume the market price from the dataset to
equal the sales price the iBuyer would achieve. Furthermore, the iBuyer can resell
the apartments s/he purchased within a short enough time frame to avoid general
price changes in the market. If the AVM models were able to completely predict
this selling price, i.e., the predictions were 100% accurate, the average profit per
apartment in an initial market without adverse selection would equal the bid margin
of 6%.

To sum up, we assume (I) a hypothetical market with no competition, that (II)
the iBuyer gives bids that are 6% lower than the AVM price prediction, and that
(III) the company wants to improve average expected resale profit per apartment
as a percentage of the bid. We assume that (IV) homeowners believe they will
receive 98% of the asking price after realtor provision, and by extension that this
is how people value their home. Furthermore, (V) a convenience factor of 4% is
assumed, implying that half of all offers that are 4% lower than the sellers’ perceived
valuations are accepted, and that (VI) the market in a neutral state is reflected by
a normally distributed acceptance probability distribution with a standard deviation
of 6%. Corresponding distributions in the case of pessimistic or optimistic scenarios,
have standard deviations of 4% and 8% respectively. Lastly, it is assumed that (VII)
the iBuyer can sell the apartments for the same price as a broker.
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6.2 Profit calculations

The next step is to examine profits. In a scenario without adverse selection, we
assume that all bids are accepted, regardless of how high or low the bid is compared
to the seller’s opinion of a fair price. Both undervalued and overvalued dwellings
are bought, and the average expected resale profit is determined with P (accept)
from Eq. 3 equal to 1 for all apartments. The top left panel in Table 8 displays the
average expected profits per apartment in the scenario without adverse selection with
an iBuyer margin of 6% and a convenience factor of 4%. As seen in the first row,
where none of the purchasing rules are applied, the profits for all models exceed

Table 8 iBuyer Average Profits, 6% margin between predicted and bid price and 4% convenience factor,
with list price as proxy for seller valuation

6% margin between predicted and bid price and 4% convenience factor, with list price as proxy for
seller valuation

Without adverse selection With adverse selection, neutral probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 7.96% 6.29% 7.29% None 0.19% 0.97% 1.21%

Primary room 7.87% 6.27% 7.02% Primary room 1.59% 1.92% 2.07%

Price 6.80% 5.89% 6.54% Price 0.43% 1.36% 1.47%

District 7.47% 6.20% 7.14% District 0.26% 1.04% 1.31%

Primary room
and price

7.76% 6.33% 6.97% Primary room
and price

1.68% 2.02% 2.17%

All applied at
once

7.91% 6.35% 6.92% All applied at
once

1.82% 2.06% 2.24%

Change from
none to all
rules

–0.05% 0.06% –0.37% Change from
none to all
rules

1.63% 1.09% 1.03%

With adverse selection, pessimistic probability With adverse selection, optimistic probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 0.02% 0.86% 1.08% None 0.38% 1.09% 1.35%

Primary room 1.45% 1.86% 1.98% Primary room 1.75% 1.99% 2.16%

Price 0.03% 1.28% 1.37% Price 0.59% 1.46% 1.59%

District 0.10% 0.94% 1.19% District 0.45% 1.16% 1.44%

Primary room
and price

1.54% 1.96% 2.08% Primary room
and price

1.82% 2.09% 2.26%

All applied at
once

1.68% 2.00% 2.16% All applied at
once

1.97% 2.13% 2.33%

Change from
none to all
rules

1.66% 1.14% 1.08% Change from
none to all
rules

1.59% 1.04% 0.98%

This table shows average expected resale profits with 6% iBuyer margin and 4% convenience factor
The iBuyer margin represents the difference between the AVM predictions and the bids, while the conve-
nience factor represents the loss at which half of all bids are accepted
The top left panel is a market with no adverse selection, where all bids from the iBuyer is accepted
The remaining three panels show profits in markets with different assumed probabilities for accepting bids
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the iBuyer margin of 6%, with SVM and LAD giving a profit of 7.29% and 7.96%
respectively, and XGBoost 6.29%.

Before implementing any purchase rules, the test set contains 16,981 observations.
These observations represent the available apartments on which the iBuyer can bid
on. When implementing all the purchasing rules, specified in Table 7, the number of
apartments to bid on is decreased to 7142. In practice, this means that approximately
59% of all inquiries from homeowners wanting to receive an offer on their apartment
get rejected, creating a more homogeneous dataset. We only allow the iBuyer to
bid on apartments where we assume to have enough information, to avoid buying
lemons.

Not surprisingly applying all the purchasing rules, without adverse selection,
has little to no effect on the profit. The rules are intended to remove groups of
apartments the models struggle to predict accurately, whether the apartments are
over- or underpriced. Underpriced apartments are, however, profitable for the iBuyer
when assuming that all bids are accepted, as homeowners may sell their houses for
far below market value.

The top right panel in Table 8 gives the new average expected resale profits after
introducing adverse selection with the neutral probabilities. For now, we do not
consider the purchasing rules, but rather only the first rows in the top left and right
panels, without and with adverse selection, respectively. The profits in the latter
are 0.19%, 0.97%, and 1.21% for the LAD, the XGBoost, and the SVM models,
respectively. This corresponds to reductions of 7.77, 5.32, and 6.08 percentage points
compared to the scenario with no adverse selection. This sharp reduction implies
that adverse selection poses a threat to the hypothetical iBuyer, as a large proportion
of the iBuyer’s profit margin is lost. The positive scenario is slightly better, and the
negative scenario is slightly worse, but both are very similar to the neutral scenario.
This demonstrates how the iBuyer business model might look very profitable without
taking adverse selection into account, while it may explain some of the lack of
success of the business model so far.

Considering the reduced profits after introducing adverse selection, it is also in-
teresting to assess whether implementing the purchasing rules can help limit the
loss. The change in profits from none to all purchasing rules applied is displayed in
the bottom row in the top right panel of Table 8 with neutral accept probabilities.
The lower panels show the same effect in the pessimistic and optimistic probability
scenarios. The increase in profits surpasses 1 percentage point for practically all
models and scenarios, suggesting that implementing the purchasing rules will in-
crease the profits of the hypothetical iBuyer with a 6% margin and a 4% customer
convenience factor.

Furthermore, the purchasing rule based on living area gives the highest isolated
increase in profits out of all the individual rules. The price rule gives the second-
highest increase, followed by the district rule. However, a combination of the rules
improves the average profit per apartment further.
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6.3 Robustness tests

We have made several additional robustness checks. First, Fig. 3 of Appendix 3
displays the corresponding results with iBuyer margins of 3% and 9%. The 9%
margin overall generates higher profits than the lower margins, although such a high
margin leads to more bids being rejected. The 3% margin has the opposite effect,
with more bids being accepted and lower average resale profits. However, despite
differing profits, the panels show that both the higher and the lower margins give
similar results as the initial assumptions in Table 8. Profits drop noticeably when
adverse selection is implemented, and the purchasing rules improve the profits by
around 1%.

Figure 4 of Appendix 3 shows the results from calculating profits with 2% and
6% convenience factors, respectively. Both additional convenience factor values give

Table 9 iBuyer Average Profits—Repeat Sales

Without adverse selection With adverse selection, neutral probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 8.94% 7.03% 7.94% None 1.03% 1.42% 1.70%

Primary room 8.31% 6.92% 7.58% Primary room 1.72% 1.95% 2.07%

Price 7.77% 6.73% 7.25% Price 1.11% 1.66% 1.79%

District 8.42% 6.92% 7.75% District 1.04% 1.44% 1.73%

Primary room
and price

8.18% 7.00% 7.51% Primary room
and price

1.85% 2.10% 2.21%

All applied at
once

8.29% 6.96% 7.42% All applied at
once

1.94% 2.09% 2.24%

Change from
none to all
rules

–0.65% –0.07% –0.52% Change from
none to all
rules

0.91% 0.67% 0.55%

With adverse selection, pessimistic probability With adverse selection. optimistic probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 0.89% 1.31% 1.59% None Jan 19 1.54% 1.82%

Primary room 1.59% 1.86% 1.96% Primary room 1.87% 2.06% 2.19%

Price 0.98% 1.57% 1.69% Price 1.25% 1.78% 1.91%

District 0.90% 1.34% 1.62% District 1.20% 1.56% 1.86%

Primary room
and price

1.73% 2.02% 2.11% Primary room
and price

1.99% 2.20% 2.32%

All applied at
once

1.82% 2.00% 2.14% All applied at
once

2.08% 2.18% 2.35%

Change from
none to all
rules

0.93% 0.69% 0.55% Change from
none to all
rules

0.90% 0.65% 0.53%

This table shows average expected resale profits with a 6% iBuyer margin and a 4% convenience factor
Under these altered market assumptions, a repeat sales estimate is used as a proxy for the sellers’ own
valuations of the apartments
The top left panel is a market with no adverse selection, where all bids from the iBuyer is accepted
The remaining three panels show profits in markets with different assumed probabilities for accepting bids
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similar results as the benchmark model with 4%. The findings are thus robust to
changes in how much customers value the services of the iBuyer.

A final robustness check was implemented related to the perceived valuation of the
seller. In case the asking price does not serve as a realistic proxy for the actual seller
valuations, the profits were computed with a repeat sales proxy as an alternative. It
is reasonable to think that a homeowner will consider the price (s)he purchased the
dwelling for, adjusted for price development, when establishing a reservation price.
Repeat sales estimation thus offers another proxy for seller valuation, differencing
enough to serve as a suitable robustness check for asking price. Table 9 displays
the results from using the repeat sales. When introducing adverse selection, the
purchasing rules based on repeat sales have similar effects as under the asking price
assumption. However, with profits decreasing from 7.94 down to 1.38% on average
across the AVMs, the iBuyer is slightly more profitable with this seller estimate.
The effects of the purchasing rules are also lower.

One potential reason for being more profitable in the repeat sales case is that
around ¼ of the data is removed, due to not having any previous transactions. An
examination of the removed data points shows that these are apartments that the
AVMs generally struggle to price accurately. Furthermore, the repeat sales estimate
has a larger error compared to the actual sales price. Too-low seller valuations are
profitable for the company, while too-high ones do not affect the returns noticeably
as iBuyer bids are likely rejected. Despite these differences in profitability, the
general effects are similar as adverse selection largely reduces the profits while the
purchasing rules help limit this loss.

7 Conclusion

The use of AVMs in real estate has grown increasingly important in recent years.
Suddenly, homeowners can sell apartments in a matter of days rather than weeks and
months. In a market full of rich data, AVMs constantly improve to make the bids
as correct as possible. However, during the same period, several iBuyers reported
disappointing financial returns. One of the biggest actors, Zillow, recently pulled
out of the automated bid segment. Whereas these financial challenges are complex
and partly a result of external issues such as gearing of home purchase under falling
house prices, this paper hypothesized that adverse selection is a strong built-in
mechanism in the iBuyer business model and needs to be dealt with by companies.

In our study, we created three different AVMs, before we examined the predic-
tive performance of each of these models for different groups of apartments. These
groups were made based on the most important predictor variables. Consequently,
we introduced a set of simple purchasing rules to prevent iBuyers from purchasing
apartments in groups with bad performance. Thereafter, we examine a hypothet-
ical iBuyer case by using the AVMs, where average expected resale profits were
computed both with and without adverse selection and purchasing rules.

We find a sharp reduction in average expected resale profits per apartment when
introducing adverse selection to our hypothetic iBuyer, thereby suggesting that ad-
verse selection is problematic in the iBuyer business model. Furthermore, the intro-
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duction of simple purchasing rules can help improve the average profit, in our case
by around 1 percentage point. This is a noticeable increase, considering the low
initial profits with no rules. The suggested purchasing rules do not reduce or remove
adverse selection directly, but rather limit its negative impact by avoiding hard-to-
price dwellings where the risk of over and underpricing is higher. More advanced
purchasing rules might prove to increase the profits even more.

The findings confirm our hypothesis that adverse selection poses a potential no-
ticeable threat to the iBuyer business model (Buchak et al. 2020), a hypothesis that
may also be derived from the well-known theories of Akerlof (1970) and Genesove
(1993). Furthermore, Buchak et al. (2020) points out that iBuyers, in order to limit
these problems, might tend to purchase the most liquid and easy-to-price homes.

Based on previous literature, the purpose of this paper has been to examine the
effects of adverse selection for iBuyers and investigate whether simple strategic
changes in the use of AVMs can help reduce the potential threat. In addition to
the theoretical insights, our results have clear practical implications. iBuyers should
learn from our study and implement purchasing rules in their algorithms that take
adverse selections into consideration. iBuyers should not bid on apartments for
which they have only limited information in order to avoid buying lemons.
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8 Appendix

8.1 Literature on AVMs

Table 10 Previous Literature

Literature Findings

Zhang (2012) SVM predicts the value of houses in China with greater accuracy than ANN in a case
with small training data

Mu et al.
(2014)

SVM outperforms PLS for dealing with non-linearity in forecasting the value of
Boston suburb houses

Wang et al.
(2014)

Proposed SVM model shows good forecasting performance for real estate in
Chongqing, China

Huang (2019) SVM provides a “dramatic improvement” compared to linear regression and other
ML-methods (decision trees, boosting, and random forest) for predicting the value of
houses in California, US

Lam et al.
(2009)

SVM provides better property valuations than MRA and ANN in case studies of
Hong Kong real estate

Kontrimas and
Verikas (2011)

SVM clearly outperformed OLS- and MLP-based models for predicting real estate
values in Lithuania

Kok et al.
(2017)

XGBoost is superior to OLS and RF for predicting the value of multifamily homes in
California, Florida and Texas, US

Mayer et al.
(2019)

Gradient Boosting outperforms five other estimation methods (linear least squares,
robust regression, mixed-effects regression, random forests, and neural networks) in
terms of accuracy, for predicting the value of single-family houses in Switzerland

Ho et al.
(2021)

Gradient Boosting achieves better accuracy than SVM for appraisal of Hong Kong
propertya

Birkeland
et al. (2021)

XGBoost, Begging Regressor, Random Forest and Extra Trees are all superior to
OLS, but the ensemble learning techniques similar predictive power for dwellings in
Oslo, Norway

This table shows previous literature on the use of SVM and XGBoost for predicting housing prices
aHowever, Ho et al. (2021) still acknowledge SVM as a useful algorithm due to for instance its capability
to produce relatively accurate predictions within a tight time constraint
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8.2 ML model tuning and hyperparameters

Table 11 SVM Tuned Hyperparameters

Hyperparameter Description Value

Cost Penalty factor 148

" Width of insensitivity zone where classification errors are not
penalized

0.089

This table shows the optimal values of hyperparameters after tuning SVM

Table 12 XGBoost Tuned Hyperparameters

Hyperparameter Description Value

� Learning rate 0.1

Max depth Maximum depth of each tree 10

Nround Number of boosting iterations 560

min_child_weight Minimum number of observations needed in each node 10

Colsample_bytree Size of subsample of columns when training a new tree 0.95

Subsample Size of subsample of rows when training a new tree 0.60

This table shows the optimal values of hyperparameters after tuning XGBoost
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8.3 AVM performances in subgroups

Fig. 3 Predictive Performances
in Districts (This figure shows
the predictive performance for
the AVMs in different districts.
Red cells indicate that the group
is underperforming (MAPE is
more than 5% higher than the
average), yellow are around aver-
age (within ±5% of the average),
and green are overperforming
(MAPE more than 5% lower
than average))

District Number of 
observations

MAPE 
Hedonic 
model

MAPE 
XGBoost 

model
MAPE SVM 

model

Alna 4,344 0.114 0.067 0.075

Bjerke 2,647 0.140 0.074 0.096

Frogner 8,174 0.121 0.075 0.089

Gamle Oslo 9,537 0.094 0.073 0.078

Grorud 1,819 0.131 0.058 0.072

Grünerløkka 8,878 0.093 0.070 0.074

Nordre Aker 1,726 0.144 0.083 0.101

Nordstrand 3,360 0.122 0.083 0.097

Østensjø 2,861 0.098 0.073 0.086

Sagene 6,534 0.092 0.065 0.070

Søndre 

Nordstrand
2,265 0.131 0.089 0.100

St.Hanshaugen 7,594 0.104 0.077 0.086

Stovner 2,348 0.129 0.071 0.077

Ullern 3,124 0.136 0.076 0.091

Vestre Aker 2,713 0.138 0.077 0.093

Fig. 4 Predictive Performances
in Build Year Groups (This fig-
ure shows the predictive perfor-
mance for the AVMs on groups
of apartments built in different
years. Red cells indicate that
the group is underperforming
(MAPE is more than 5% higher
than the average), yellow are
around average (within ±5% of
the average), and green are over-
performing (MAPE more than
5% lower than average))

Build year Number of 
observations

MAPE 
Hedonic 
model

MAPE 
XGBoost 

model
MAPE SVM 

model
1 < 1880 898 0.109 0.074 0.084

2 1880-1889 1,132 0.095 0.070 0.076

3 1890-1899 7,038 0.101 0.070 0.076

4 1900-1909 1,862 0.103 0.074 0.079

5 1910-1919 1,192 0.117 0.073 0.092

6 1920-1929 1,981 0.117 0.073 0.088

7 1930-1939 4,659 0.107 0.072 0.081

8 1940-1949 1,656 0.091 0.066 0.076

9 1950-1959 8,280 0.108 0.071 0.081

10 1960-1969 6,080 0.107 0.066 0.076

11 1970-1979 5,250 0.143 0.072 0.084

12 1980-1989 5,560 0.126 0.084 0.097

13 1990-1999 3,723 0.107 0.075 0.082

14 2000-2009 12,319 0.105 0.075 0.084

15 2010 <= 6,294 0.117 0.077 0.090

K



Z Immobilienökonomie

Living area,
standard
deviation

Living area,
square meters

Number of
observations

MAPE Hedonic
model

MAPE
XGBoost model

MAPE SVM
model

1 < -1.5 < 29.6 1,668 0.158 0.075 0.088

2 - 1.5 to -1.0 29.6 to 42 6,543 0.093 0.064 0.070

3 -1.0 to -0.5 42 to 54.2 14,384 0.088 0.065 0.070

4 -0.5 to 0 54.2 to 66.6 15,593 0.094 0.072 0.077

5 0 to 0.5 66.6 to 78.9 12,789 0.107 0.078 0.087

6 0.5 to 1.0 78.9 to 91.2 8,268 0.134 0.079 0.094

7 1.0 to 1.5 91.2 to 103.6 4,034 0.147 0.083 0.098

8 1.5 to 2.0 103.6 to 115.9 2,026 0.156 0.085 0.106

9 2.0 to 2.5 115.9 to 128.2 1,134 0.177 0.093 0.115

10 2.5 to 3.0 128.2 to 140.6 550 0.183 0.088 0.123

11 3.0 < 140.6 < 935 0.284 0.071 0.129

Fig. 5 Predictive Performances in Size Groups (This figure shows the predictive performance for the
AVMs in different sizes in living area. Red cells indicate that the group is underperforming (MAPE is
more than 5% higher than the average), yellow are around average (within ±5% of the average), and green
are overperforming (MAPE more than 5% lower than average))

Price
prediction,
standard
deviation

Price prediction,
price in

thousands NOK

Number of
observations

MAPE Hedonic
model

MAPE
XGBoost model

MAPE SVM
model

1 < -1.0 < 1,954 4,168 0.130 0.082 0.095

2 -1.0 to -0.5 1,954 to 2,970 18,055 0.102 0.071 0.077

3 -0.5 to 0.0 2,970 to 3,985 20,489 0.100 0.069 0.076

4 0.0 to 0.5 3,985 to 5,001 10,945 0.105 0.076 0.083

5 0.5 to 1.0 5,001 to 6,017 6,035 0.119 0.079 0.091

6 1.0 to 1.5 6,017 to 7,033 3,523 0.128 0.077 0.093

7 1.5 to 2.0 7,033 to 8,048 1,954 0.138 0.075 0.097

8 2.0 to 2.5 8,048 to 9.065 1,123 0.164 0.078 0.109

9 2.5 to 3.0 9,065 to 10,080 593 0.174 0.077 0.113

10 3.0 < 10,080 < 1,039 0.234 0.071 0.133

Fig. 6 Predictive Performances in Price Groups (This figure shows the predictive performance for the
AVMs in different XGBoost predicted price groups. Red cells indicate that the group is underperforming
(MAPE is more than 5% higher than the average), yellow are around average (within ±5% of the average),
and green are overperforming (MAPE more than 5% lower than average))
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8.4 iBuyer profit

Table 13 iBuyer Average Profits—New iBuyer Margins

3% margin between predicted and bid price and 4% convenience factor, with list price as proxy for
seller valuation

Without adverse selection With adverse selection, neutral probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 4.61% 3.00% 3.98% None –1.25% –0.66% –0.33%

Primary room 4.53% 2.98% 3.71% Primary room 0.14% 0.25% 0.49%

Price 3.50% 2.61% 3.24% Price –1.11% –0.32% –0.14%

District 4.15% 2.92% 3.83% District –1.18% –0.61% –0.25%

Primary room
and price

4.43% 3.05% 3.66% Primary room
and price

0.20% 0.36% 0.59%

All applied at
once

4.57% 3.06% 3.61% All applied at
once

0.37% 0.40% 0.65%

Change from
none to all
rules

–0.04% 0.07% –0.36% Change from
none to all
rules

1.62% 1.07% 0.98%

9% margin between predicted and bid price and 4% convenience factor, with list price as proxy for
seller valuation

Without adverse selection With adverse selection, neutral probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 11.51% 9.79% 10.83% None 1.16% 2.10% 2.23%

Primary room 11.42% 9.77% 10.55% Primary room 2.53% 3.06% 3.09%

Price 10.32% 9.38% 10.05% Price 1.50% 2.53% 2.56%

District 11.01% 9.70% 10.68% District 1.24% 2.18% 2.34%

Primary room
and price

11.30% 9.85% 10.49% Primary room
and price

2.64% 3.14% 3.20%

All applied at
once

11.46% 9.86% 10.44% All applied at
once

2.74% 3.18% 3.27%

Change from
none to all
rules

–0.05% 0.07% –0.39% Change from
none to all
rules

1.58% 1.08% 1.04%

This table shows the iBuyer average profits with 3% and 9% margin between predicted and bid price

K



Z Immobilienökonomie

Table 14 iBuyer Average Profits—New Convenience Factors

6% margin between predicted and bid price and 2% convenience factor, with list price as proxy for
seller valuation

Without adverse selection With adverse selection, neutral probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 7.96% 6.29% 7.29% None –0.32% 0.48% 0.69%

Primary room 7.87% 6.27% 7.02% Primary room 1.02% 1.39% 1.51%

Price 6.80% 5.89% 6.54% Price –0.08% 0.85% 0.95%

District 7.47% 6.20% 7.14% District –0.25% 0.55% 0.79%

Primary room
and price

7.76% 6.33% 6.97% Primary room
and price

1.11% 1.48% 1.60%

All applied at
once

7.91% 6.35% 6.92% All applied at
once

1.24% 1.52% 1.68%

Change from
none to all
rules

–0.05% 0.06% –0.37% Change from
none to all
rules

1.55% 1.05% 0.98%

6% margin between predicted and bid price and 6% convenience factor, with list price as proxy for
seller valuation

Without adverse selection With adverse selection, neutral probability

Purchasing
rules applied

LAD XGB SVM Purchasing
rules applied

LAD XGB SVM

None 7.96% 6.29% 7.29% None 0.75% 1.50% 1.77%

Primary room 7.87% 6.27% 7.02% Primary room 2.21% 2.47% 2.65%

Price 6.80% 5.89% 6.54% Price 0.99% 1.90% 2.04%

District 7.47% 6.20% 7.14% District 0.84% 1.57% 1.87%

Primary room
and price

7.76% 6.33% 6.97% Primary room
and price

2.29% 2.58% 2.76%

All applied at
once

7.91% 6.35% 6.92% All applied at
once

2.45% 2.62% 2.84%

Change from
none to all
rules

–0.05% 0.06% –0.37% Change from
none to all
rules

1.70% 1.12% 1.07%

This table shows the iBuyer average profits with 2% and 6% convenience factor
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