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Abstract—With the prevalence of smart meter infrastructure,
data analysis on consumer side becomes more and more impor-
tant in smart grid systems. One of the fundamental tasks is to
disaggregate users’ total consumption into appliance-wise values.
It has been well noted that encoding of temporal dependency is
a key issue for successful modelling of the relations between
the total consumption and its decomposed consumption on an
appliance historically, and therefore has been implemented in
many state-of-the-art models. However, how to encode the varied
long-term and short-term dependency coming from different
appliances is yet an open and under-addressed question. In this
paper, we propose an attention-guided temporal convolutional
network (ATCN), which generates different temporal residual
blocks and provides an attention mechanism to indicate the
importance of those blocks with respect to the appliance. Ul-
timately, we aim to address these two questions: i) How to
employ both long-term and short-term temporal dependency to
better disaggregate future loads while maintaining an affordable
memory cost? ii) How to employ attention during the training of
an appliance to obtain a better representation of the consumption
pattern? We have demonstrated the effectiveness of our approach
through comprehensive experiments and show that our proposed
ATCN model achieves state-of-the-art performance, particularly
on multi-status appliances that are normally hard to cope with
regarding disaggregation accuracy and generalization capability.

Index Terms—energy disaggregation, non-intrusive load moni-
toring, deep learning, temporal convolutional network, attention
model

I. INTRODUCTION

Non-intrusive load monitoring (NILM), also referred to
as energy disaggregation, aims to disaggregate the power
consumption of a customer as a whole into detailed appliance-
level consumption [1]. It is considered as a promising tech-
nology to gain knowledge about disaggregated consumption
patterns and to identify active electrical appliances, and has

This project was partly supported by Equinor under the Academia Agree-
ment with UiT The Arctic University of Norway, and partly by Kristiania
University College under interdisciplinary research fund.

become one of the key tools to make effective use of the
emerging smart meter infrastructure. NILM has great potential
in applications such as energy awareness, energy conservation,
and identification of controllable loads [2]. Moreover, the
analysis on NILM may even affect smart grid management:
insight into consumption patterns and the amount of flexible
loads can be used to design incentives to motivate shifts
in consumer behavior and facilitate peak shaving, and even
potentially be used to shape the consumption behavior from
households to be environment friendly.

NILM has been framed historically both as classification
and regression problems. When regarded as classification
problem, the ON/OFF state of each appliance is classified
simultaneously at each time stamp and NILM as a whole
is considered as a multi-label classification task [3] [4].
However, this solution cannot derive the amount of power
consumption of each appliance at each time interval, which
makes it inadequate to meet the needs of power producers for
load planning. In comparison, treating NILM as a regression
problem provides the estimated consumption of individual
appliances from the mains signal. In order to capture all
distinct consumption patterns from all types of appliances,
NILM algorithms tend to adopt a training dataset with a long
time span (as long as memory permits) and attempt to learn
temporal dependencies for each appliance. The trend is that
recent work tends to utilize a range of deep neural network
architectures, such as encoder-decoder networks, long short-
term memory (LSTM) networks, bi-directional, sequence-to-
sequence, and sequence-to-point [5] [6] [7] based prediction
algorithms and their variants, including the very recent Bitcn-
NILM algorithm [8], which combines sequence-to-point with
bidirectional dilated convolution network. The key challenges
of the prediction strategy are these: if the time window is
too small, essential dependencies cannot be learned, e.g. if
an appliance has a cyclic consumption pattern and the time
window does not cover a full period. However, if it is too large,



the efficiency of the scheme can significantly degrade, since
loading long historical data burdens the memory requirement.
Additionally, it also requires a much longer prediction time,
and therefore cannot meet the needs of real applications.

Remark that different appliances exhibit vast difference
in their temporal dependencies. The relevant dependency
ranges are specific to each appliance and should be adapted
accordingly. Therefore, the ability to use both long-term
and short-term dependencies, while varying the attention
on them according to the appliance, is crucial in NILM
methodologies. How to accomplish this, therefore, is the key
question in our paper.

To the best of our knowledge, such adaptive attention is
still missing in the current literature and the question of how
to put varied attention on different appliances, i.e. short-term
or long-term dependency, has not been fully addressed. We
therefore propose an attention-guided temporal convolutional
network (ATCN) to encode such dependencies.

II. RELATED WORK

The revival of neural networks in the last decade has
produced many new deep neural network architectures, which
have been utilized to solve NILM problems. One commonly
used architecture is encoder-based structures, such as [9] [10]
[11]. The basic principle is to use the aggregated power
demand as a (noisy) input to the network, which is asked to
reconstruct the clean power demand of the target appliance.

Since energy consumption patterns are characterized by
inherently recurrent phases, most of the proposed energy
disaggregation models try to utilize this recurrence property.
Such models are either based on recurrent neural networks
(RNNs) or long short-term memory (LSTM) networks, such
as [12] and [5], where past predictions are used to predict the
current consumption levels. As a solution to solve the hard to
train problem caused by the vanishing gradient, GRU nodes are
used to replace hidden nodes in traditional RNNs [13], which
contain an update node and a reset node. The update mode
determines how much the units update the activation and the
reset node decides whether previous computed states should
be forgotten. As an alternative, bidirectionality was proposed
in [6], where the combination of a forward and a backward
pass of operations is employed, allowing for the consideration
of not only past instances, but also future ones. Nevertheless,
those models process the elements of the sequence succes-
sively, and are still constrained from maintaining a hidden state
of the past within a sequence, which consequently prevents
parallel computation.

Compared to recurrent layers, convolutions create represen-
tations for fixed size contexts, which can be effective and
easily achieved by stacking several layers on top of each
other. Convolutional neural networks (CNN) do not depend
on the computations of the previous time step and, therefore,
allow parallelization over every element in a sequence. A CNN
model inspired by Wavenet [14], which was first developed
for raw audio generation, is then adopted for energy disag-
gregation in [15] to capture patterns from long sequences.

Among various CNN based models, two recent architec-
tures have achieved state-of-the-art performance in NILM
tasks, namely sequence-to-sequence (seq2seq) [16] [6] and
sequence-to-midpoint (seq2point) [7]. Seq2seq defines a neural
network to map sliding windows of the input mains power to
corresponding windows of the output appliance power. Despite
the promising performance shown in the seminal paper, it
contains many issues in practice: A subset of all possible
windows is required during training and may increase com-
putational complexity. Moreover, each element of the output
signal is predicted many times, since each sliding window will
contribute to one prediction. As a result, a naturally adopted
averaging strategy on multiple predictions would smooth edges
and hence affect the precision. Seq2point [7] adopts a 6-layer
sequence-to-midpoint learning CNN model for the task and
achieves state-of-the-art performance. It defines a neural net-
work that maps sliding windows of the input to the midpoint
of the corresponding window of the output by assuming that
the midpoint element in the output is a nonlinear function of
the input data window. The intuition behind this assumption is
that the state of the midpoint element of a given appliance is
highly related to its temporal neighbors (both before and after
that midpoint) in the mains data.

As previously argued, different appliances have specific and
characteristic temporal dependencies and self-similarities in
their consumption patterns. Unfortunately, there is so far very
limited work on exploiting such dependencies. The studies
that are most relevant to this topic are SCANet [17] and
WaveNILM [15]. SCANet develops a multi-branch architec-
ture with multiple receptive field sizes and branch-wise gates
to connect the branches in the sub-networks and then builds
a self-attention module to integrate global context. However,
such self-attention is built on non-causal dilated convolutions,
which means that future elements are used during model
learning. This is prohibitive in most practical applications of
NILM algorithms. In contrast, WaveNILM presents a causal
1-D convolutional neural network inspired by WaveNet for
NILM on low-frequency data, which indicates that such scale
variation can be captured using a dilated neural network.

III. METHOD

Our proposed algorithm sequentially acquires the input and
actively attends relevant pieces of temporal information to re-
fine the target consumption estimate at each time step. The key
components are the casual dilation nature of the model and
the attention mechanisms, both of which we empirically show
the contribution to the appliance-wise consumption prediction.

A. Problem Definition

We follow the same NILM problem definition as in [18]:
Given the aggregated power consumption yt at time step t,
where 0 < t < T , we have a time series {y1, y2, ..., yt, ..., yT }.
The actual power consumption of M electrical appliances is
measured as [x

(1)
t , x

(2)
t , ..., x

(M)
t ]. Hence, the NILM problem

is to estimate the power consumption per appliance x̂
(i)
t



throughout time as [x̂
(i)
1 , x̂

(i)
2 , ..., x̂

(i)
T ], so that it satisfies:

min

T∑
t=1

[
M∑
i=1

∥x̂(i)
t − x

(i)
t ∥2 + ϵt

]
. (1)

Here, ϵt = yt −
∑M

i=1 x
(i)
t is an error term that represents the

potential noise in the system, caused either by corrupted data
due to sensor miscalculation or malfunction, sensor noise, or
discretization errors from the analog-to-digital conversion.

B. Attention-guided Temporal Convolutional Network (ATCN)

Sequence modelling has long been addressed via recurrent
and recursive networks. However, [19] suggested reconsid-
ering the habitual association between sequence processing
and recurrent networks. By conducting a systematic empirical
evaluation of convolutional and recurrent architectures on a
broad range of sequence modeling tasks, they concluded that
convolutional networks should be regarded as a natural starting
point for sequence modeling tasks. They also proposed a
generic temporal convolutional network (TCN) to represent
convolutional architectures. Inspired by their work, we use
the TCN as a backbone architecture to model a long history
of appliance profiles. On top of that, we propose employing
an attention mechanism on each dilation in order to capture
distinct information from dilated layers.

1) Temporal Convolutional Network (TCN): The essential
principle of the TCN is to adopt dilated convolution layers.
A dilated convolution is a convolution where the filter is
applied over a time window larger than its length by skipping
input values with a certain step, which effectively allows the
network to operate on a coarser scale than normal convolutions
[14]. By stacking dilated causal convolutions with increasing
dilation factors, a large receptive field with a limited number of
parameters can be achieved, while still maintaining causality.
This secures that there is no information “leakage” from
future to past. See a dilated network architecture in Fig. 1
for illustration.
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Fig. 1. Dilated casual convolutions, as used in the TCN.

Dilated convolution layers are able to extract local features
and represent local dependencies, capturing subtle information
that may occur for appliances such as a washing machine.
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Fig. 2. A representative residual block: z(l).

Therefore, enduring small fluctuations followed by a large step
change after a short period, which typically exists in multi-
status appliances, can be richly represented. In the meanwhile,
the dilation strategy looks back at historical data over a much
longer period to find a potential repeated consumption pattern
to better estimate the current consumption. Therefore, we are
inspired by this architecture and exploit the TCN to solve the
NILM problem.

Formally, for a univariate time series X(t) ∈ R of length
n, where 0 < t < n − 1 is a discrete time variable, and a
temporal filter f(t) ∈ R of length k, such that f(t) = 0 for
t < 0 and t ≥ k, the causal dilated convolution operation is
defined as:

F (t) = (x ∗d f)(t) =
k−1∑
i=0

f(i)X(t− id) . (2)

Here, d is the dilation factor and the values used in the TCN
layers are d ∈ {20, . . . , 2l, . . . , 2n−1}, where the index l of a
general layer is called the layer indicator. If TCN blocks are
stacked together to take account for long term historical data
(as we did in this paper), l is called the block indicator. k is
the filter size, therefore, i = {0, 1, ..., k − 1}.

2) Deep TCN: To facilitate training a deep TCN, a common
practice is to organize temporal convolutional layers into
blocks and add residual connections between blocks. Residual
blocks effectively allow layers to learn modifications to the
identity mapping rather than the entire transformation, which
has greatly improved stability in training of deep neural
networks [20]. The residual block z(l) from our model is
shown in Fig. 2. First, a dilated causal convolutional layer



is acting on the input of the block (noted as zl−1), which uses
operation F as in Eq. 2, where d = 2l. Then, ReLU activation
and spatial dropout have been applied. After another repetition
of causal dilated convolution, ReLU activation and spatial
dropout, a residual action is performed, where the output of
such a series of transformations (𭟋) is added to the input of
this block, and finally, the output of this block z(i) is formed by
Eq. 3. Be noted that we use an additional convolutional layer
on the input of the block to account for discrepant input-output
width.

z(i) = Add(Conv(z(i−1)) +𭟋(z(i−1))) (3)

Furthermore, we define a series of blocks, each of which
contains a sequence of layers, and then a series of the block
is illustrated in Fig. 2. The input of (l)th block is the output
of the previous (l − 1)th block, except for the first block in
which the input is the input data.

After stacking layers of various dilated blocks, we can
obtain a sequence of TCN encoders (z(1), z(2), ...z(L)), which
encode the input sequence into representations that capture
different dilated historical data.

3) Attention Mechanism: Through experiments we have
discovered that an aggressive increase of dilation factors fails
to aggregate local features of appliances with a short usage
time. This is a side-effect of the increased interval of the kernel
weights. Whereas increasing dilation factors is important in
terms of representing context in the long-term historical data,
it can be detrimental to local changes in a short period, which
is common in appliances such as microwaves. To address this
issue, we perform an attention mechanism to discover the
intrinsic relationships among consumption patterns and make
the prediction based on the most potential related behavior that
happened before.
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Fig. 3. Attention guided temporal convolutional networks.

Our attention mechanism does not attempt to encode a
whole input sentence into a single fixed-length vector. Instead,
it encodes the input sentence into a sequence of vectors based
on deep residual and temporal convolutional networks, and
then chooses a subset of these vectors adaptively (equivalent
to selecting a subset of residual blocks) while performing the
prediction. Inspired by the attention mechanism in WaveNet
model [14] that is designed for speech synthesis, we apply
a similar attention mechanism. Notably, our attention is put
on residual blocks, aiming to select the most representative
temporal convolutional neurons. Hence, an attention table is
learned through previous encoders (residuals) - different from
[14] where the attention was learned from both encoders and
the previous decoder result.

We define c as a vector generated from the sequence of the
blocks, such that

c =

L∑
l=1

αlz
(l), l = 1...L, (4)

We call c a context vector, where it depends on a sequence
of (z(1)t , ..., z

(L)
t ) - each component is an output of a residual

block with varied dilation and a context vector is a learned
representation of the weights of each residual block. With
deep TCN, we aim to learn each appliance i to minimize the
objective function in Eq. (1), i.e., for a given input of total
consumption {y1, ..., yt, ..., yT }, the prediction on the i(th)

appliance can be represented as a probability in:

p(x̂(i)|y1, y2, ...., yT ) = g(z(1), ..., z(L), c), i = 1....M (5)

The output (also the prediction of consumption per each
appliance) can be computed either as a linear or non-linear
combination (g) of these residual outputs.
αl is calculated in Eq. (6). We parametrize the alignment

model a as a feedforward neural network, similarly to align-
ment model in [14], which is also jointly trained with all the
other components of the proposed system.

αl =
exp(elj)∑L
j=1 exp(elj)

,where elj = a(z(l), z(j)). (6)

The associated energy elj to αl reflects the importance of
the residual block z(l) with respect to other existing residual
blocks. Our attention is computed in such a way that a residual
block which agrees with most of the residual blocks should
be given a high weight. Therefore, its block-wise output has
also been highlighted when it comes to a prediction. Such
a mechanism is based on the assumption that through those
blocks where varied dilations were applied, important and
representative characteristics could be finely expressed.

IV. EXPERIMENTAL SETUP

We first introduce the datasets and the evaluation metrics
we use throughout experiments, and later demonstrate the
performance and compared results with the state-of-the-art
under the unified settings for an impartial comparison.



A. Datasets

Three datasets have been used to evaluate the performance
of the proposed ATCN model and compared with the state-of-
the-art models: the REDD [21], UK-DALE [22], and DRED
[23] datasets. Four appliances (microwave, fridge, dish washer
and washer dryer) are trained on the REDD and UK-DALE
datasets, while two appliances (fridge and dish washer) are
trained on the DRED dataset due to availability.

The REDD dataset has been collected from six houses
in the state of Massachusetts, USA. It includes mains with 1
s sampling period and several appliances with 3 s sampling
period. High-frequency current and voltage measurements are
also available at 15 KHz sample frequency. The lengths of
observations were between 3 and 19 days.

The UK-DALE dataset contains 5 buildings in the U.K.
during the period from 2013 to 2015. The sampling periods
for mains and appliances were 1s and 6s from November 2012
to January 2015, respectively.

The DRED dataset includes both appliance-wise and
mains-wise consumption data from a household in the Nether-
lands. The objective of using this data was to measure the
generalization capability of the models trained from the REDD
and UK-DALE datasets.

B. Evaluation Metrics

Let x
(i)
t represents the ground truth for the ith appliance,

and x̂
(i)
t be the prediction at time stamp t. Three evaluation

metrics have been chosen to evaluate the results, as described
in Tab. I.

Metric Definition

MAE 1
T

∑T
t=1 |x̂

(i)
t − x

(i)
t |

RMSE
√

1
T

∑T
t=1(x̂

(i) − x
(i)
t )2

EAi 1−
∑T

t=1 |x̂(i)
t −x

(i)
t |

2
∑T

t=1 x
(i)
t

TABLE I
EVALUATION METRICS AND THEIR DEFINITIONS.

Mean absolute error (MAE) and root mean square error
(RMSE) are the most common performance measures among
NILM researchers. They evaluate the deviation between the
prediction x̂t and the observed signal xt at each timestamp.
In contract, EAi allows for reporting the EA of each appli-
ance. Aggregation over all target and non-target appliances
would unavoidably result in inflated values since non-target
appliances generally account for a large proportion of the
electricity consumption, the appliance-specific EAi evaluation
has a significant value in avoiding that.

V. QUANTITATIVE EXPERIMENTAL RESULTS

The most relevant work that also considers such a casual
dilated neural network to incorporate lengthy temporal rela-
tionships in data is the WaveNILM algorithm [15]. WaveNILM
concatenates blocks that consist of gated dilated layers, which
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Fig. 4. Comparison of ATCN (red) with TCN (green) algorithm per each
appliance on the REDD dataset (replace the last appliance.

impose heavy computations and become infeasible when cap-
turing long time dependencies. Therefore, we improve the
architecture by building residual blocks that employ a skipping
mechanism, which is closer to the deep TCN architecture illus-
trated in Sec. 3.2.2. Therefore, we refer to this improved model
as TCN in the following experiments and use it as a reference
to compare with our proposed ATCN algorithm. Specifically,
a detailed specification of hyperparameter settings, attention
contribution and appliance-level performance of our proposed
ATCN algorithm is provided in Sec. V-A; A comparative
study with state-of-the-art methodologies through performance
measures and visualized results in presented Sec. V-B; and
finally, an in-depth analysis of the generalization capability of
all models is shown in Sec. V-C.

A. ATCN model

There are several parameters affecting our ATCN model. A
long sequence as inputs with a large dilation rate and residual
blocks can provide rich context information, but is memory
demanding. Empirically, we have set the sequence length to
299, the dilation rate to 5, the number of residual blocks to 6,
and the number of attention states to 64.

To investigate the contribution of attention in the model, we
further compare the appliance-level prediction of the ATCN
with the standard TCN, where there is no attention mechanism,
and show the results in Fig. 4. The ATCN outperforms the
TCN on all appliances. Why does our attention mechanism
make a significant contribution? Through the stacks of residual
blocks, common information and local properties can be
conveyed through the learning process. A block in the topper
levels may indicate higher semantic meaning/representations
of appliance usage (in a similar way as an object in an image);
while lower levels of blocks may refer to lower signal patterns
(similar to geometry information in an image). An attention
table would guide a TCN model on which temporal residual



blocks an appliance should put emphasis on: the lower signal
pattern, or the higher semantic representation. We postulate
that a high attention block indicates that the future consump-
tion behavior has a high potential of repeating such a historical
behavior represented by this block, among all residual blocks,
and therefore, could achieve better performance.

B. Comparison with state-of-the-art models

To get a comprehensive understanding of how our proposed
model works on NILM tasks, we conduct a comparative study
and show resulting predictions in Fig. 5. For each appliance,
a comparison of predictions from six algorithms is shown
together with the real observations (ground truth). All models
perform reasonably well on the fridge, see upper-left in Fig.
5, mainly because the consumption pattern of fridge shows
apparent periodical repetitions. In contrast, the models do not
perform equally well for other appliances, and particularly for
microwave (lower-left), as most models fail to detect the ON-
status and falsely report the consumption as values close to
zero. A suspected reason is that the short time the microwave
is active provides insufficient information for the learning
process. Hence, appliances that behave similarly or exhibit
stages of similar consumption are comparatively hard to detect
and predict. Dish washer contains multi-modes, but the ON
status per each mode lasts longer than for the microwave.
Therefore, all models display better performance on average
for this appliance. In particular, Seq2Point and our ATCN
model outperform the others.

We show detailed performance measures in Table II. In over-
all, the RNN model provides the best performance with respect
to all five performance measures on the fridge; The ATCN
model is competitive with the other models on microwave and
dish washer, and outperforms them on washer dryer.

C. Generalization capability

Generalization is an important perspective in the NILM task.
Assuming the electricity consumption of an appliance can be
well represented from an available large dataset, generalization
capability refers to whether the learned model can predict the
consumption of the same appliance on another dataset, either
from a different country or population. Such generalization
capability is an important factor when considering the appli-
cability of different models. To investigate this property, we
train various models on one dataset (the UK-DALE dataset)
and test and show their performance on another (the DRED
dataset).

We have chosen the three best-performing models in the
previous experiments, i.e., Seq2Seq, Seq2Point and ATCN,
and then show their performance on fridge and washing
machine (due to the availability) in Fig. 6. Results show that
all of the compared models have demonstrated their general-
ization capability to some extent. The ATCN and Seq2Point
models are on par, while Seq2Seq tends to underestimate the
consumption. We also notice that the Seq2Point model more
often predicts an active status of an appliance, when it is off
(see e.g. the intervals between the working status of the fridge).

VI. CONCLUSION

As an important problem in smart home management,
NILM still remains a challenge with great potential for further
exploration and improvement. We propose a residual block
concatenation strategy and apply an attention mechanism
based on such residuals instead of dilated layers to im-
prove NILM performance. The essential dilation and temporal
convolution structure helps capture the long-term as well
as short-term dependencies in the consumption signatures,
while attention residuals ensure that the model’s emphasis on
relevant time scales is adapted to the appliance. Our proposed
ATCN algorithm outperforms state-of-the-art methodologies
on multi-status appliances, especially those with short usage
time, and has demonstrated excellent generalization capability.
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Fig. 5. Comparison with state-of-the-art models. Appliances from left to right, top to bottom: fridge, washer dryer, microwave, dish washer.

Models MAE RMSE EA
F M DW WD F M DW WD F M DW WM

RNN [5] 6.95 4.76 0.97 106.0 16.18 30.58 9.01 316.85 0.97 0.73 0.86 0.50
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ATCN NILM (Ours) 60.83 8.11 0.71 82.44 73.24 44.00 6.59 182.30 0.75 0.55 0.90 0.85

TABLE II
COMPARISON OF MAE (LEFT), RMSE (MIDDLE) AND EA (RIGHT) FOR VARIOUS MODELS.
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