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Abstract: Predicting the condition of sewer pipes plays a vital role in the formulation of predictive
maintenance strategies to ensure the efficient renewal of sewer pipes. This study explores the potential
application of ten machine learning (ML) algorithms to predict sewer pipe conditions in Ålesund,
Norway. Ten physical factors (age, diameter, depth, slope, length, pipe type, material, network type,
pipe form, and connection type) and ten environmental factors (rainfall, geology, landslide area,
population, land use, building area, groundwater, traffic volume, distance to road, and soil type)
were used to develop the ML models. The filter, wrapper, and embedded methods were used to
assess the significance of the input factors. A dataset consisting of 1159 inspected sewer pipes was
used to construct the sewer condition models, and 290 remaining inspections were used to verify the
models. The results showed that sewer material and age are the most significant factors, otherwise
the network type is the least contributor affecting the sewer conditions in the study area. Among
the considered ML models, the Extra Trees Regression (R2 = 0.90, MAE = 11.37, and RMSE = 40.75)
outperformed the other ML models and it is recommended for predicting sewer conditions for the
study area. The results of this study can support utilities and relevant agencies in planning predictive
maintenance strategies for their sewer networks.

Keywords: sewer network; condition assessment; machine learning; GIS

1. Introduction

A sewer network is one of the most important components of the urban water infras-
tructure [1]. This network plays a vital role in the collection and transport of wastewater
and stormwater from the urban landscape to reduce the incidence of flooding, mitigate
environmental pollution and protect public health [2,3]. However, sewer networks in
operation are subjected to different intrinsic and extrinsic factors that contribute to their
deterioration and failures [4], thereby preventing the network from realizing its intended
objectives. Failures in the sewer system often result in debilitating impacts on infrastruc-
ture, the environment, and public health with a significant economic burden on society [5].
Therefore, investments in maintenance programs that reduce the incidence of sewer pipe
failure are a priority in many countries [6,7].

Maintenance management approaches can be generally categorized into Reactive
Maintenance (RaM), Preventive Maintenance (PvM), and Predictive Maintenance (PdM) [8].
The RaM, or run-to-failure, is the simplest approach that is only implemented when break(s)
in sewer pipes occur. This reactive maintenance approach is also the least effective one.
The PvM, or proactive maintenance, is implemented based on predetermined intervals
(usually time or event-based triggers). This approach is more effective than the RaM
method because many failures can be prevented. However, several unnecessary corrective
actions are usually implemented [8]. The PdM approach mainly focuses on assessing sewer
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pipes based on condition assessment. In this way historical data are combined with analytic
and prediction tools to predict the condition of sewer pipes, and maintenance strategies
are scheduled.

A predictive maintenance strategy cannot be implemented effectively without a deep
understanding of the system, and an efficient water management strategy requires a
proper condition assessment framework [9]. Many condition assessment models have
been developed in literature and they can be divided into three main groups: physical,
statistical, and machine learning models [10]. The physical models assess the deterioration
process based on the influence of the physical properties and the mechanical processes in
the sewer pipes [11,12]. However, these types of models are suitable for the construction
period and initial operation, and data for the simulation of the deterioration mechanism
are not always available [13]. The statistical models (e.g., linear regression, cohort survival
model, or Markov chains) can produce good accuracy but they are limited in revealing
the physical relationship between limited physical factors and the target [14]. In recent
times, machine learning (ML) algorithms have been widely used to model sewer pipe
deterioration because they are capable of handling the complex non-linear interlinked
processes involved in the deterioration of sewer pipes [15]. However, a large number of
input factors and observations are needed to improve the accuracy of these models [6].

The output of a mathematical model in general, and an ML model in particular, sig-
nificantly depends on the quality of input data. Factors considered for building condition
assessment models can be divided into three groups: physical, operational, and environmental
factors [16]. In general, physical data on most sewer networks are readily available. The
same can be said about data on environmental factors. However, when it comes to oper-
ational data, it is most often scarce [9]. Therefore, considering the quality of input data
plays a vital role in improving the ML models’ predictive performance. The importance
of the input data should be assessed to prioritize inputs while collecting and preparing
data before building condition assessment models. Therefore, defining significant factors
for building condition assessment models is a key task to improve the efficiency of the
predictive models. This task is accomplished via feature selection methods that can be
grouped into filter, wrapper, and embedded methods [17]. The filter methods assess the
importance of input variables, mainly based on their statistical properties and relationship
with the output variable. The wrapper methods select a sensitive subset of features by
adding and removing subsets based on the performance of the model. In the embedded
methods, the effectiveness of input variables is assessed by tuning predictive models [17].
The important degree of different feature selection methods may be incompatible due
to randomness in selecting and combining subsets [18]. In this study, all three types of
feature selection are investigated, and the insignificant features are eliminated based on a
consensus of the three methods used.

Closed-circuit television (CCTV) is the most widely used method for assessing the
condition of the sewer network because it can directly provide sewer pipes statements with
very high accuracy [19]. To inspect the sewer pipes’ status, a camera is put inside pipelines
or drains without needing to conduct more invasive methods like digging, removing walls,
or flooring to gain access to plumbing. Based on the recovered CCTV videos, the trained
inspectors can monitor the status of sewers in real-time (while controlling the camera
inside pipes) or offline (after finishing the inspection). Depending on the status (e.g., roots,
sediments, cracks, deformations), the local and global damaged score can be assigned for
the particular sewer pipe and rehabilitation schedules and be prioritized [20]. However,
this method is time-consuming and expensive because workers need to inspect sewer
pipes individually. As a result, only a small fraction of all sewer pipes, depending on their
role and importance, are inspected during a specific period [21]. This data can be used to
construct sewer condition models using ML algorithms, and derived ML models can be
used to predict the sewer’s status for the entire network.

Although ML models used for regression problems have been successfully applied in
many fields [22,23], their application in sewer status prediction is still limited. Moreover,
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no ML model is the best in all cases for modeling sewer deterioration and a comprehensive
comparison of prediction performance between these models needs to be investigated.
In the literature the influence of factors on sewer condition is still controversial, and the
determination of the significance of these factors is valuable for local water utilities to
prioritize their maintenance and rehabilitation activities. This work is an attempt to partly
fill these gaps by developing ML models for sewer condition status prediction and assessing
the importance of factors affecting sewer condition. In this study, ten state-of-the-art ML
algorithms are explored to predict the damage score of the sewer network in Ålesund city,
Norway. Ten physical factors (i.e., age, diameter, depth, slope, length, pipe type, material,
network type, pipe form, and connection type) and ten environmental factors (i.e., rainfall,
geology, landslide area, population, land use, building area, groundwater level, traffic
volume, distance to road, and soil type) were used for training ML models. The best model
is selected to predict the sewer’s damage score and it can help water engineers/workers
predict sewer status on the large scale in a short time. Consequently, the model effectively
supports water network management and maintenance. The final condition assessment
model can help local water utilities/managers to have an overview of the status of the
sewer network and support maintenance strategies in the future.

The rest of the paper is organized as follows: Section 2 describes the study area
and data used. The overview of the feature selection techniques, the basic theory of
used algorithms, the criteria for evaluating the developed models, and the framework for
modeling the condition of sewer pipes are also discussed in this section. Section 3 presents
and discusses the results. Finally, Section 4 presents the conclusions of the work.

2. Materials and Methods
2.1. Sewer Network

The sewer network of Ålesund, which is a coastal city in the eastern part of Norway,
was used as a case study (Figure 1). The city is located between longitudes of 62◦25′07”
E and 62◦30′37” E and between latitudes of 6◦05′08” N and 6◦40′56” N, with an area of
607.3 km2 and a population of 66,600 in 2021 [24]. With the characteristics of an ocean
climate, the average annual rainfall in Ålesund city is 2100 mm with an average temperature
of 8.1 ◦C [25].

1 

 

 

Figure 1. Location of the study area and sewer network ((a) Location of Ålesund in Norway, (b) entire
sewer network in Ålesund city, and (c) sewer network in a selected area of Ålesund).
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The sewer network is located in the central area of the city where the elevation fluctu-
ates from 0 to 100 m. The western and eastern parts of the city are hilly and mountainous
areas with altitudes of 300 m and 500 m, respectively. As a coastal city, Ålesund has been
affected by consequences of the climate change such as extreme weather events and sea
level rise [26,27]. Figure 1a shows an overview of the study area in Norway, while Figure 1b
shows the entire sewer network in Ålesund city, and Figure 1c captures the sewer network
in a specific area.

2.2. Proposed Framework for Sewer Condition Assessment

The framework for the sewer condition assessment is shown in Figure 2. The main
steps for constructing the models include: (1) collecting and processing physical and
environmental data; (2) digitalizing data using Geographic Information System (GIS) tools;
(3) splitting the data into training and testing datasets; (4) determining feature importance
and removing redundant features; (5) constructing the ML models; and (6) validating and
selecting ML model for sewer condition assessment.
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Figure 2. The flowchart for sewer condition assessment modeling.

2.3. Data Used
2.3.1. Physical Factors

In this study, ten physical factors comprising age, diameter, depth, slope, length, pipe
type, material, network type, pipe form, and connection type of sewer network were used.
Seven of these factors including diameter, length, pipe type, material, network type, pipe
form, and connection type were obtained from the database of Ålesund Municipality.

The remaining factors (i.e., age, depth, and slope) were obtained by doing additional
computations. Specifically, the age of sewer pipes was calculated as the difference between
the installation and the inspection years [28]. The depth of pipes was computed as the
distance from the ground surface to the centroid of the pipe. The elevation of the ground
surface was obtained from a Digital Elevation Model (DEM) with pixels of 1 m × 1 m
received from the Norwegian Mapping Authority (NMA) (https://www.kartverket.no/
(accessed on 20 March 2020)). The slope of sewer pipes was computed from the eleva-
tion of the start point and the endpoint of each pipe. All the above computations were
implemented using the open-source QGIS software.

The processed data in the entire city consisted of 31,293 pipes with a total length of
703.0 km (Figure 1). In this dataset, the length and the number of wastewater, stormwater,
and combined pipes were 339.0 km, 276.6 km, 87.4 km and 15,409, 12,722, 3163, respectively.
After comparing the pipe index in this dataset with the corresponding pipes index in the

https://www.kartverket.no/
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inspected dataset, a total of 1449 sewer pipes were used to train and validate the condition
assessment models. The detail of the physical factors is summarized in Table 1.

Table 1. Summary of physical factors in this study.

Factor Type Min Max Average Std

Age (year) Numeric 1.0 104.0 34.4 25.3
Diameter (mm) Numeric 110.0 1000.0 248.4 98.6

Depth (m) Numeric −0.1 −7.8 −1.8 1.2
Slope (◦) Numeric −17.4 +34.6 +2.7 4.4

Length (m) Numeric 1.0 177.5 38.6 21.3
Pipe type Categorical
Material Categorical

Network type Categorical
Pipe form Categorical

Connection type Categorical

2.3.2. Environmental Factors

The environmental factors used in this study are presented in Table 2. The selection
of these environmental factors was based on the study of Hawari, Alkadour, Elmasry and
Zayed [10].

Table 2. Environmental factors in this analysis.

Factor Spatial Resolution GIS Type Source

Rainfall Point NCSC
Geology 1:50,000 Polygon NMA

Landslide area 1:5000 Polygon NMA
Population 250 m × 250 m Grid NMA
Land use 10 m × 10 m Grid Sentinel-2 Images

Building area 1:5000 Polygon NMA
Groundwater Point NGS
Traffic volume 5 m × 5 m Grid NPRA

Distance to road 5 m × 5 m Grid NMA
Soil type 1:50,000 Polygon NMA

The rainfall map was interpolated from the annual average rainfall provided by nine
weather stations (Table A1) inside and outside of the study area using the Inverse Distance
Weighting (IDW) method [29]. Data on annual average rainfall at the weather stations were
obtained from the Norwegian Climate Service Center (NCSC) (https://klimaservicesenter.
no/ (accessed on 14 February 2020)).

The land use map was obtained from the Sentinel-2 images Level 1C downloaded from
the website of Copernicus Open Access Hub (https://scihub.copernicus.eu/ (accessed
on 17 January 2020)). A Google background satellite image was superimposed on the
Sentinel-2 image to get the land use classifications (e.g., forest areas, roads, residential
areas, etc.). The samples of different land uses were taken and assigned specific values, and
different bands of the Sentinel-2 image overlapped. Finally, object-based classification was
applied to cluster areas in the image into different objects based on given land uses [30].

The groundwater map for the study area was interpolated from 31 drills received from
the Norwegian Geological Survey (NGS) (https://www.ngu.no/ (accessed on 24 April
2020)) using the IDW method. The map of traffic volume was received from the Nor-
wegian Public Roads Administration (NPRA) (https://www.vegvesen.no/en/ (accessed
on 13 February 2020)). Finally, the environmental factors maps were resampled to a spa-
tial resolution of 5 m× 5 m and transformed into a grid database using the QGIS before
developing ML models. Maps of the environmental factors are shown in Figure A1.

https://klimaservicesenter.no/
https://klimaservicesenter.no/
https://scihub.copernicus.eu/
https://www.ngu.no/
https://www.vegvesen.no/en/
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Categorical factors such as pipe type, material, network type, pipe form, connection
type, land use, road class, geology, building area, landslide area, and soil type were coded
by integer values before constructing ML algorithms and feature selection. Furthermore,
concrete, other, polypropylene, and polyvinyl chloride (PVC) pipes were coded by values
0, 1, 2, 3, and 4, respectively, for analysis in this study.

2.3.3. Sewer Damage Score

The damaged scores are obtained from CCTV datasets, and for this study damage
scores based on the CCTV dataset of 1449 pipes (55.8 km) provided by the Ålesund
Municipality were used for the condition assessment model. All damage score data were
processed and integrated into a GIS database.

2.4. Description of Feature Selection Methods
2.4.1. Pearson Correlation Method

Pearson correlation is a filter feature selection method that defines the linear rela-
tionship between independent variables and the output target (e.g., a higher correlation
value reflects a stronger relationship between input and output) [31]. Pearson’s correlation
coefficient (PR) falls between −1 and +1 to indicate the extent to which two variables are
linearly related. A value closer to 0 implies a weaker correlation, and a value closer to +1
(or −1) implies a stronger positive (or negative) correlation. In other words, the variables
that have PR closer to +1 (or −1) are more important than the variables closer to 0 [32].

The Pearson correlation is computed as follows [17]:

PRi =
Cov(xi, y)√

Var(xi)×Var(y)
, (1)

where xi is the ith variable, y is the output, Cov() and Var() are the covariance and
variance, respectively.

2.4.2. Boruta Method

Boruta works as a wrapper algorithm around Random Forest [33]. This method is a
suitable candidate for reducing the dimensionality of the data [34]. The Boruta algorithm
uses the Out-of-Bag (OOB) error to define the important score of the input features [33].
Steps for implementing the Boruta algorithm are shown in Figure 3.
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The Z-Score in the Boruta algorithm is computed by the following equation [33]:

Z− Score =
1

n× σ
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∑
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F(yi = f (xi))−∑i∈EOOB

F
(
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(

xj
i

))
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, (2)

where n is the number of decision trees, F(·) is the indicator function, yi = f (xi) and
yi = f

(
xj

i

)
are predicted values before and after permuting, EOOB is the prediction error
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of each of the training samples based on bootstrap aggregation, and σ is the standard
deviation of accuracy losses.

2.4.3. Random Forest Method

Random Forest is one of the most popular embedded feature selection methods [35].
For regression problems, the final value of the importance of variable i (Ii) can be computed
as follows [36]: 

Ii =
δbi

σδbi
/
√

B

δbi =
1
B

B
∑

b=1

(
MSEbe f ore −MSEa f ter

)
= 1

B

B
∑

b=1
δbi

, (3)

where δbi is the average importance of variable i (Ii) for each tree b, B is an average overall
tree, σδbi is the standard deviation of the δbi, and MSEbe f ore and MSEa f ter are mean squared
error before and after permuting and root mean squared error (RMSE).

Feature selection methods are implemented using the related packages in R software,
and the ML library Scikit-Learn is used to construct ML models. GIS is used to collect,
preprocess, and aggregate data before constructing condition assessment models. In this
paper, the libraries “corrplot”, “Boruta”, and “randomforest” in R were used to implement
the Pearson correlation, Boruta, and Random Forest feature selection methods, respectively.

2.5. Regression-Based Machine Learning Algorithms
2.5.1. Gaussian Process Regression

A Gaussian Process Regression (GPR) is a subset of Gaussian Processes used for
dealing with regression problems [37]. The GPR is an effective tool for interpolating data
points in high-dimensional input space and can be defined as follows [38]:

Y(X) = GP
(

M(Xi), Cov
(
Xi, Xj

))
+ ε(X), i, j = 1, ..., n, (4)

where n is the total number of inspected sewer pipes, Y is the damage score, ε(X) is the ob-
servation error, M(Xi) and Cov

(
Xi, Xj

)
are the mean and covariance functions, respectively.

In Gaussian Process, the covariance function is determined using a single or a com-
bination of kernel functions (i.e., Radial-basis function, Dot-Product, Matérn, Rational
Quadratic, Exp-Sine-Squared, and White kernels) and their hyperparameters (i.e., noise
level, length-scale, scale mixture, or periodicity) [39]. This method has been applied for
assessing sewer deterioration in previous studies but only for specific purposes such as
sediment-related blockage or corrosion [40,41].

2.5.2. K-Nearest Neighbor

A K-Nearest Neighbor (KNN) regression introduced by Lall and Sharma [42] is a
non-parametric method that approximates the association between factors (e.g., physical
and environmental factors) and the sewer damage score by averaging the observations in
the same neighborhood. The KNN model predicts the status of new sewer pipes based
on using the similarity of K neighbor pipes in the training dataset. Therefore, the main
advantages of KNN are the quick computational time, easy interpretability, versatility, and
no need for any assumptions [43]. However, this algorithm is sensitive to irrelevant features
which can be addressed by feature selection. Moreover, because it stores the distances from
the new test point to all the training data points during implementation, this algorithm can
be costly in the case of large datasets.

The basic steps for KNN implementation are as follows [44]:

• Step 1: Loading sewer inspection (training) dataset for constructing the KNN model;
• Step 2: Choose the value of K neighbors to define the nearest data points;
• Step 3: For each new sewer data point: (1) calculated distance between a new sewer

data point to the training data points; (2) sort calculated distances in ascending order;
(3) select the top K features from the sorted array; and (4) assign the sewer dam-
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age score to the new data point using weights calculated from distances neighbors’
data points;

• Step 4: Repeat steps 2 and 3 until all new sewer data points have been assigned
new values.

2.5.3. Classification and Regression Trees

A Decision Tree (DT) regression creates regression models in the form of a tree structure
in which the sewer training dataset is split into smaller and smaller subsets while at the
same time an associated decision tree is developed. The decision tree consists of four basic
components: root, internal nodes, leaf nodes, and branches. The root node contains all
the factors, an internal node can contain two or more branches that are associated with
a decision function, and the leaf node indicates the sewer damage score. A decision tree
can be constructed via several steps [45]: (1) assigning all observations in the root node;
(2) splitting the root node into branches based on the predicted sewer damage score using
the decision function; (3) distributing observations on the higher node to the lower nodes;
and (4) repeating the process until all sewer pipes have been processed.

A Classification and Regression Trees (CART) algorithm was used in this study. The
decision trees created by CART have two branches for each decision node. Difference
from the decision tree for classification, which uses Gini Impurity or Entropy values as
criteria for splitting root/decision nodes, the “goodness” criterion is applied in the CART
algorithm to split root/decision nodes and is computed as follows [46]:

f (s|t) = 2PLPR

n

∑
i=1
|P(i|tL)− P(i|tR)|, (5)

where n is the number of sewer inspections, f (s|t) is a measure of “goodness of fit”, tL and
tR are the left and right children of a candidate split s at node t, respectively, PL and PR are
the proportions of records at tL and tR, respectively, P(i|tL) and P(i|tR) are the proportions
of class i at tL and tR, respectively.

2.5.4. Random Forest

Random Forest (RF) regression is an ensemble learning method that uses multiple
decision trees as base learning models for regression problems. The bagging (or bootstrap
aggregation) algorithm is generally used to create the RF model. In this way, each decision
tree in the RF is created from different samples at each node and produces an individual
prediction. This model generates hundreds or thousands of regression decision trees
and the average sewer status predicted from the individual trees is calculated for the
final result [47]. As a result, the RF regression model generally has higher performance
compared to the DT because it can avoid the correlation of different trees and the final
results are obtained from the diversity of the trees [48].

2.5.5. Support Vector Regression

A Support Vector Regression (SVR) is one type of Support Vector Machine used
for regression problems. This algorithm creates and finds the best-fit hyperplane in n-
dimensional space that is close to as many of the data points as possible [49]. For regression
problems, the linear form of the hyperplane can be computed as follows [50]:

f (x) = wx + b, (6)

where f (x) is the predicted value, x is the input vector of the data point, w and b are the
slope and intercept.
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The goal function of the SVR model can be defined as follows [51]:
n
∑

i=1

(
αi − α∗i

)
K(xi, x) + b

subject to
n
∑

i=1

(
αi − α∗i

)
= 0, αi, α∗i ∈ [0, C]

, (7)

where f (x) is the predicted value, n is the number of sewer inspections, x is the input vector
of the data point, w and b are the slope and intercept, respectively, αi, α∗i are Lagrange mul-
tipliers, the constant C > 0 is the trade-off between the flatness of the f (x) and the amount
up to which deviations larger than the insensitive loss function, K(xi, x) is kernel function
(e.g., linear function, polynomial function, radial basis function, or sigmoid function).

2.5.6. Multi-Layer Perceptron Neural Network

A Multi-layer Perceptron Neural Network (MLP) is a fully connected class of feed-
forward artificial neural networks. This architecture normally consists of three or more
layers (i.e., an input layer, an output layer, and one or more hidden layers) and each layer
contains different neurons. In general, the number of neurons in the input layer is equal to
the number of input factors, the number of neurons in the output layer is equal to one for
the regression problem, and the number of hidden layers and hidden neurons fluctuates
depending on the complexity of the MLP architecture. Determining the number of hidden
layers and hidden neurons is generally implemented using a trial-and-error approach [52].

Each neuron j in the hidden layer computes its input signals xi and produces its output
yj based on the following equation:

yj = f

(
n

∑
j,i=1

wjixi + bi

)
, (8)

where n is the number of sewer inspections in the training dataset; f is an activation
function; wji and b are connection weight and bias, respectively.

In this study, a single-layer MLP architecture was used. The number of hidden neurons,
various activation functions in the hidden layer, and several optimization solvers were
tuned using the Scikit-learn ML library. The early-stopping technique was used to avoid
overfitting while training the model.

2.5.7. Extra Trees Regression

An Extra Trees Regression (ETR) is a tree-based structure ensemble learning algorithm
used for regression problems. This algorithm uses an entire learning sample (instead of a
bootstrap replica) to split nodes by choosing cut points entirely randomly. In the regression
problem, the result is obtained by averaging predictions from decision trees. The relative
variance reduction is used as the score measure in the regression problems for the ETR
algorithm [53]:

Score(s, D) =
Var(y|S)− |Sl |

|S| Var(y|Sl)−
|Sr |
|S| Var(y|Sr)

Var(y|S) , (9)

where Var(y|S) is the variance of the output y in the sample S, Sl and Sr are two subsets of
cases from the sample S corresponding to the two outcomes of a split s, respectively.

2.5.8. AdaBoost

An AdaBoost regression (AdaBoost) is an ensemble learning method that uses an
adaptive resampling approach to improve predictive performance from the mistakes of
the base algorithm [54]. The basic idea of the AdaBoost algorithm is to build models via
iterations in which models in the next iterations are built to rectify the errors present in the
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previous model. This process is ended when it reaches a terminated condition, and the
final model is obtained from a weighted sum of all the base models.

Although AdaBoost can be used to combine various weak base learners, a combi-
nation of AdaBoost with the decision tree is often referred to as the best out-of-the-box
classifier [55] and is used in this study.

2.5.9. Gradient Boosting

A Gradient Boosting Regression (GBR) improves predictive performance by combining
weaker learners with strong learners via the iteration approach [56]. The decision tree is
one of the most popular weak learners in the GBR [39]. The gradient boosting algorithm
suffers from over-fitting if the iteration process is not regularized properly [57].

The decision tree solves the problems by transforming the data into a tree represen-
tation. Each internal node of the tree denotes an attribute, and each leaf node denotes a
prediction. In the gradient boosting approach, decision trees have been added repeatedly
and the next decision tree will correct the previous decision tree error [58].

2.5.10. Histogram-Based Gradient Boosting

A Histogram-based Gradient Boosting regression (HGB) is a modified version of the
GBR to significantly increase the speed of decision tree split. During the training period of
the HGB, factors were divided into bins and a histogram of factors was constructed [59].
The number of histogram bins is significantly less than the number of sewer inspections in
the training set. The sewer damage score was predicted using the best split points based on
the feature histograms [60].

2.6. Model Implementation

An ML regression model tries to fit the data by drawing rule(s) that minimize the
difference between the actual value and the predicted value. The smaller the differences
are, the better the model behaved for the point. Different ML models effectively fit with
different hyperparameters to produce the optimal prediction. Therefore, the ML models
need to be tuned to find the sensitive hyperparameters for the specific dataset. In this
analysis, the Grid-Search (GS) method with a 5-fold cross-validation approach, which is
integrated into the Scikit-learn ML library, was used to tune parameters for developed
ML models.

The obtained GIS database was split into training and validation datasets to construct
and validate ML models. In general, there is no consensus on the ratio of training and
testing datasets when building an ML model. Choosing training and testing ratios mainly
depends on the particular study and the subjective opinion of researchers. For example, a
ratio of 80/20 was selected to build structural condition models in some studies [61]. In
contrast, a ratio of 70/30 was used to predict the sewer’s status [28]. In this study, the ratio
of 80/20 was used to split the dataset. Accordingly, a total of 1159 sewer pipes were used
to construct the ML models and 290 sewer pipes were used for model validation.

Feature selection methods were used to assess the significance of each factor. After
that, the least significant factors influencing the sewer damage score were eliminated from
the training data. The final data were used in the sewer condition models.

The constructed ML models were compared to select the best model for the sewer
condition prediction. In this study, the predictive performance of the ten ML regression
models was assessed using the coefficient of determination (R2), mean absolute error
(MAE), and root mean square error (RMSE) expressed as follows:

R2 = 1−
∑n

i=1

(
yact

i − ypred
i

)2

∑n
i=1
(
yact

i − y
)2 , (10)
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MAE =
1
n

n

∑
i=1

∣∣∣yact
i − ypred

i

∣∣∣, (11)

RMSE =

√
1
n

n

∑
i=1

(
yact

i − ypred
i

)2
, (12)

where n is the total number of measurements; y is the mean value of the actual measure-
ments; yact

i and ypred
i are the ith actual and predicted measurements.

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) was
applied to rank the ML models [62]. This method is a common approach for ranking
ML algorithms, using multiple criteria on a single dataset by choosing the alternatives
that have the shortest distance to the positive-ideal solution and the longest distance to
the negative-ideal solution [63]. These distances relate to the alternative weights that are
used to compute the overall performance score [64]. Interested readers can find more
detailed information on the TOPSIS in Behzadian, Khanmohammadi Otaghsara, Yazdani
and Ignatius [63]. In this study, the package “TOPSIS” in R was used to implement the
TOPSIS method [65].

3. Results and Discussions
3.1. Feature Selection

Results of feature selection using the filter, wrapper, and embedded methods are
shown in Figure A2. The results revealed slight differences in determining the most signifi-
cant factors by each feature selection method. For instance, while the RF feature selection
method identifies slope as the most significant factor, followed by length, both the Pearson
correlation and the Boruta methods identify age (PR = 0.30) and material (PR = −0.25)
as the most significant factors. The Boruta method also identifies age (Z-score = 12) and
material (Z-score = 10) as the most significant factors for sewer damage. In Figure A2a,
the negative values represent the inverse relationships between physical/environmental
variables and a sewer’s damaged scores, and vice versa. A positive correlation between a
continuous input variable and the output shows that when the values of the input increase,
the value of the output increase as well [66]. For example, the sewer’s age has a positive
correlation (PR = 0.30) with the sewer’s damaged score, showing that when the age of the
sewer pipe increases (old pipes) the damaged score of the sewer pipe will rises (worse con-
dition). Material has a negative correlation (PR = −0.25) with the damaged score indicating
that sewer pipes in concrete material are more durable than sewer pipes in polypropylene
and PVC materials.

In contrast, there is a less significant difference between the feature selection methods
in terms of the least important determinations of sewer condition. For example, the Pearson
correlation coefficients revealed network type and groundwater do not affect the sewer
pipe condition (PRs = 0.00). Two factors associated with distance to road (PR = 0.01), land
use and depth (PRs = −0.03), and diameter (PRs = 0.03) are the six lowest significant factors
(Figure A2a). For the Boruta method, landslide area, building area, pipe form, network
type, depth, and diameter were assessed as insignificant factors (Figure A2b). Network
type, pipe form, landslide area, geology, pipe type, and connection were identified as the
least significant factors in the RF feature selection method (Figure A2c).

Table 3 summarizes the importance of the factors from each feature selection method,
where the number represents the important degree (1: the highest importance, 20: the lowest
importance). The same important factors, which have similar PR values, are denoted by
the slash. For example, the rainfall factor and connection factor have the same importance.
In conclusion, all feature selection methods show that network type is the least significant
factor. Therefore, this factor was eliminated from the dataset before building the condition
assessment models.
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3.2. Model Comparison

The optimal hyperparameters used for tuning the ML models are shown in Table A2.
The performance of ten ML models was compared based on the training and validation
phases as presented in Table 4.

Table 3. Summary of feature selection.

Factor Pearson’s
Correlation Boruta Random Forest Selection

Material 2 1 9 4

Age 1 2 3 4

Rainfall 8/9 3 4 4

Traffic volume 12 4 8 4

Population 7 5 6 4

Connection 8/9 6 15 4

Soil type 10 7 11 4

Pipe type 4 8 16 4

Groundwater 19/20 9 7 4

Geology 13/14 10 17 4

Length 11 11 2 4

Slope 5/6 12 1 4

Distance to road 18 13 13 4

Land use 15/16/17 14 14 4

Diameter 15/16/17 15 10 4

Depth 15/16/17 16 5 4

Network type 19/20 17 20 ×
Pipe form 13/14 18 19 4

Building area 3 19 12 4

Landslide area 5/6 20 18 4

Table 4. Performance of the machine learning models in this analysis.

Model
Training Dataset Validation Dataset

R2 MAE RMSE R2 MAE RMSE

GPR 1.00 0.00 0.00 0.86 14.36 46.95
KNN 0.09 88.17 196.24 0.07 76.07 122.96

DT 1.00 0.00 0.00 0.76 15.19 69.96
RF 0.95 31.03 75.61 0.81 30.59 58.19

SVR 0.33 47.18 182.85 0.38 36.82 108.07
MLP 0.18 87.23 185.86 0.10 73.93 126.07
ETR 1.00 0.00 0.03 0.90 11.37 40.75

AdaBoost 0.15 75.23 189.93 0.20 58.86 113.15
GB 0.42 76.18 163.71 0.20 63.20 113.45

HGB 0.16 80.24 188.13 0.17 64.18 117.10

The results in Table 4 show that the GPR, DT, and ETR models fit very well with
the training dataset (the values of R2 and errors are equal to 1.0 and 0.0, respectively). In
contrast, the KNN model performed poorly in predicting the sewers’ damage scores (R2 is
almost equal to zero) indicating the worst ML model. The predictive capability of the ML
models on the testing dataset is presented in Figure A3.

In general, predictive models have been assessed as effective tools if they can effectively
predict unseen data that are not used for model construction. Therefore, the validation data
are used to assess the constructed ML models. In the validation phase, the ETR has the
best performance (R2 = 0.90, MAE = 11.37, RMSE = 40.75), followed by the GPR (R2 = 0.86,
MAE = 14.36, RMSE = 46.95) and the RF model (R2 = 0.81, MAE = 30.59, RMSE = 58.19).
The KNN (R2 = 0.07, MAE = 76.07, RMSE = 122.96) and MLP (R2 = 0.10, MAE = 73.93,
RMSE = 126.07) performed poorly in predicting the condition status of the sewer pipes.
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Even though all ensembles ETR, RF, HGB, AdaBoost, and GB use the DT as the base
learner, their predictive performance is significantly different. For instance, the ETR and
RF remarkably improve the predictive performance of the original DT algorithm (R2 = 0.76,
MAE = 15.19, RMSE = 69.96). In contrast, the HGB (R2 = 0.17, MAE = 64.18, RMSE = 117.10),
AdaBoost (R2 = 0.20, MAE = 58.86, RMSE = 113.15), and GB (R2 = 0.20, MAE = 63.20, and
RMSE = 113.45) significantly reduce the predictive capability of the DT algorithm. These
results show that the adaptive boosting and gradient boosting techniques are unsuitable
approaches for the dataset in the study area; in contrast, the randomly generated threshold
method (in the ETR algorithm) or the bootstrap aggregation method (in the RF algorithm)
is a more suitable option.

The prediction performance of the KNN model mainly depends on the number of
neighbors that were obtained based on similar characteristics [44]; limited data in the
study area may not provide enough information for the KNN algorithm to effectively
distinguish clusters resulting in the low prediction performance. The GPR model with high
interpolating ability can deal with high-dimensional input for the complex process of sewer
deterioration in the study area [38].

In this study, the MLP algorithm has a low prediction capability in modeling sewer
pipes’ damage scores. This agrees with a previous study in which the neural network-based
models have lower performance in regression problems [67]. Similarly, the prediction
capabilities of KNN, SVM, AdaBoost, GB, and HGB models were low in both training and
validation datasets. The reason is that there are several sewer pipes that have excessive
damage score values (over 1000); meanwhile, the majority of sewer pipes (approximately
90%) have damage score values below 1000. To test the prediction ability of ML algorithms
in distinguishing these values, we prioritized using the original dataset. The results
showed that the overmentioned models did not effectively distinguish the excessive values
of sewer pipes, indicating they are unsuitable for the study area. In conclusion, among the
constructed models, the ETR is the most suitable ML algorithm for modeling the sewer
conditions in the study area.

The constructed ML algorithms have been ranked using the TOPSIS method and the
results are shown in Table 5. According to these results, the ETR is the most suitable ML
algorithm and the KNN is the worst ML algorithm for modeling the sewer’s condition in
Ålesund city.

Table 5. The rank of the machine learning algorithm.

Model Score Rank

ETR 1.0000 1
GPR 0.9476 2
DT 0.8202 3

RFR 0.7961 4
SVR 0.4336 5

AdaBoost 0.1993 6
GB 0.1710 7

HGB 0.1432 8
MLP 0.0318 9
KNN 0.0147 10

Although sewer damage scores can be used to predict sewer status using regression-
based ML models they present varied levels of accuracy (Table 4). This can be attributed
to the skewness of damage score data, which affects the predictive performance of the
models due to the large variability [68,69]. To address this problem, sewer damage scores
are aggregated into classes and the regression problem is converted into a classification
problem. It is therefore recommended that future studies consider the classification-based
approach to ML models for sewer condition assessment.
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4. Conclusions

This paper investigated the potential application of ten state-of-the-art regression-
based machine learning algorithms to model sewer conditions in the city of Ålesund,
Norway. A dataset consisting of 1449 CCTV inspections and 20 physical and environmental
factors was considered to construct and verify the sewer condition assessment models.
Three feature-selection methods were applied to assess the importance of variables. The
study revealed that:

• Age and material are the most sensitive factors affecting the sewer condition, while
network type is the least contributor. Water utilities can refer to the age and material
of sewer pipes as the priority factors when building predictive maintenance strategies;

• The performance of the ML models used was affected by the skewness and variability of
the damage score data. Damage scores should be clustered into fewer condition classes
to make the predictive results more convergent and improve prediction performance;

• The ETR model outperformed other ML models and this algorithm should be consid-
ered for modeling the sewer pipe condition in the study area;

• The results from this study can be critical for local water managers or engineers
in assessing the condition of the entire sewer network. Based on the framework
developed in this work, future sewer conditions can be predicted if the input factors
are quantified. For instance, if rainfall/groundwater or population factors in the future
are computed based on climate projection or annual population increase, respectively,
the condition status of the sewer pipes in the corresponding time can be obtained. This
is very important because local water organizations not only assess the current status
of sewer pipes, but they also monitor the changes in the entire sewer network over
time. It is a very useful tool supporting rehabilitation and maintenance strategies;

• Another advantage of our work is that all software and packages used in this work
are open and free. Water engineers can easily add available observations and factors,
reimplement, and reproduce the results under different scenarios;

• A limitation of this study is the lack of operational factors which were not available
when undertaking the work. In the future, this limitation could be addressed by using
operational factors and more sewer pipe inspections.
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Abbreviations

Abbreviation Meaning
RaM Reactive Maintenance
PvM Preventive Maintenance
PdM Predictive Maintenance
CCTV Closed-Circuit Television
ML Machine Learning
GIS Geographic Information System
DEM Digital Elevation Model
NMA the Norwegian Mapping Authority
NCSC the Norwegian Climate Service Center
NGS the Norwegian Geological Survey
NPRA the Norwegian Public Roads Administration
IDW Inverse Distance Weighting
PVC Polyvinyl Chloride
PR Pearson’s Correlation Coefficient
OOB Out-of-Bag
RMSE Root Mean Squared Error
GPR Gaussian Process Regression
KNN K-Nearest Neighbor
DT Decision Tree
CART Classification and Regression Trees
RF Random Forest
SVR Support Vector Regression
MLP Multi-layer Perceptron Neural Network
ETR Extra Trees Regression
GB Gradient Boosting
HGB Histogram-based Gradient Boosting
R2 coefficient of determination
MAE Mean Absolute Error
TOPSIS Technique for Order Preference by Similarity to Ideal Solution
lGPR length-scale
nGPR smoothness function
Kneighbor the number of neighbors
ball_tree ball tree nearest neighbors search algorithm
squared_error mean squared error
n f eature the number of features to choose the best subset
ntree the number of trees
rbf Radial basis function
C regularization parameter
γ kernel width
relu Rectified Linear Unit
lbfgs Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm
nneuron the number of neurons in the hidden layer
niteration the maximum number of iterations of the boosting process
ndepth the maximum depth of each tree
nboosting the number of boosting iterations



Water 2022, 14, 3993 16 of 21

Appendix A

Table A1. The weather stations used in this analysis.

Weather Station Latitude Longitude Average Rainfall (mm) Period

Brusdalsvann 62◦27′59.8” 6◦27′45.4” 157.0 01.1907–12.1972
Brusdalsvann II 62◦27′55.4” 6◦24′04.7” 152.1 01.1973–12.2014

Skodje 62◦30′00.0” 6◦42′01.4” 139.8 01.1961–12.1979
Ålesund 62◦28′31.1” 6◦09′04.0” 105.8 01.1895–12.1930

Ålesund II 62◦28′25.3” 6◦10′22.4” 95.5 01.1908–12.1954
Ålesund III 62◦28′31.4” 6◦12′06.1” 125.9 01.1955–12.2004

Ørskog 62◦28′39.0” 6◦49′00.1” 130.7 01.1896–12.2019
Hildre 62◦36′05.8” 6◦19′07.0” 125.5 01.1970–12.2018
Vigra 62◦33′40.7” 6◦06′40.7” 113.7 01.1959–12.2019

Table A2. Tuned hyperparameters for machine learning models.

Model Range of Hyperparameters Tuned Hyperparameters

GPR
- Kernel Function: RationalQuadratic, RBF(),

DotProduct(), Matern(), WhiteKernel(),
ExpSineSquared()

- Kernel Function:

- RationalQuadratic

- lGPR = 1.0

- αGPR = 1.0

KNN

- Kneighbor = 1, 2, . . . , 99, 100

- Weight function: ball_tree, kd_tree, brute

- Metric: manhattan, minkowski, euclidean

- Search algorithm: uniform, distance

- Kneighbor = 90

- Weight function: ball_tree

- Metric: manhattan

- Search algorithm: uniform

DTR
- Split criteria: squared_error, friedman_mse,

absolute_error

- n f eature = 1, 2, . . . , 19, 20

- Split criteria: squared_error

- n f eature = 4

RFR
- n f eature = 1, 2, . . . , 19, 20

- ntree = 1, 2, . . . , 99, 100

- n f eature = 2

- ntree = 96

SVR

- Kernel function: rbf, linear, poly, sigmoid

- C = 2−5, 2−4, . . . , 214, 215

- γ = 2−15, 2−14, . . . , 24, 25

- Kernel function: rbf

- C = 27

- γ = 2−10

ETR
- n f eature = 1, 2, . . . , 19, 20

- ntree = 1, 2, . . . , 99, 100

- n f eature = 1

- ntree = 84

MLP

- Activation function: relu, logistic, tanh

- Solver: lbfgs, sgd, adam

- nneuron = 1, 2, . . . , 199, 200

- Activation function: relu

- Solver: lbfgs

- nneuron = 170

AdaBoost
- nboosting = 10, 11, . . . , 29, 30

- Learning rate: 0.001, 0.002, . . . , 0.0099

- nboosting = 10

- Learning rate: 0.0076

GBR
- nestimator = 1, 2, . . . , 9, 10

- Learning rate: 0.01, 0.02, . . . , 1.09, 1.10

- nestimator = 10

- Learning rate: 0.16

HGBR
- niteration = 1, 2, . . . 29, 30

- ndepth = 1, 2, . . . , 19, 20

- niteration = 5

- ndepth = 1
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References 

Figure A2. The features’ importance: (a) Pearson’s correlation, (b) Boruta, and (c) Random Forest.

Water 2022, 14, x FOR PEER REVIEW 20 of 23 
 

 

 

 
Figure A2. The features’ importance: (a) Pearson’s correlation, (b) Boruta, and (c) Random Forest. 

 
Figure A3. R2 of the constructed machine learning models using the test dataset: (a) Gaussian Pro-
cess Regression, (b) K-Nearest Neighbor, (c) Classification and Regression Trees, (d) Random For-
est, (e) Support Vector Regression, (f) Multi-layer Perceptron Neural Network, (g) Extra Trees 
Regression, (h) AdaBoost, (i) Gradient Boosting, and (j) Histogram-Based Gradient Boosting. 

References 

Figure A3. R2 of the constructed machine learning models using the test dataset: (a) Gaussian Process
Regression, (b) K-Nearest Neighbor, (c) Classification and Regression Trees, (d) Random Forest,
(e) Support Vector Regression, (f) Multi-layer Perceptron Neural Network, (g) Extra Trees Regression,
(h) AdaBoost, (i) Gradient Boosting, and (j) Histogram-Based Gradient Boosting.
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