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Abstract

Adding random noise to database query results is an important tool for achieving privacy.
A challenge is to minimize this noise while still meeting privacy requirements. Recently,
a sufficient and necessary condition for (ϵ, δ)-differential privacy for Gaussian noise was
published. This condition allows the computation of the minimum privacy-preserving scale
for this distribution. We extend this work and provide a sufficient and necessary condition for
(ϵ, δ)-differential privacy for all symmetric and log-concave noise densities. Our results allow
fine-grained tailoring of the noise distribution to the dimensionality of the query result. We
demonstrate that this can yield significantly lower mean squared errors than those incurred
by the currently used Laplace and Gaussian mechanisms for the same ϵ and δ.

1 INTRODUCTION

The Hippocratic oath, estimated to be about 2500 years old, mentions patient privacy. Privacy
is also recognized as a fundamental human right (The United Nations, 1948) and is featured in
some form in the constitutions of more than 180 countries (Elkins et al., 2013). Still, privacy,
and data privacy in particular, is very much an unsolved problem.

Data privacy rests on keeping the data itself confidential as well as controlling information
leakage by processes that have access to the data. In the following we consider leakage from
database query results. A problem is that the result of a database query can be highly revealing
about an individual. For example, consider the case where all records except one are known to
an adversary. Now, any result of any linear query immediately reveals the query value of the
unknown record.

The definition of (ϵ, δ)-differential privacy (Dwork et al., 2006b,a) addresses the problem of
revealing query responses by requiring query response algorithms to be insensitive to single
record changes. This insensitivity is achieved by random perturbations in the computation of
query results and is quantified by that any single record change is not allowed to change the
likelihood of any output event by more than a multiplicative factor eϵ plus a small additive term
δ. For small ϵ and very small δ, this provides a strong form of privacy but still allows producing
high quality statistics, particularly when they are informative and the data is representative
(Dwork and Lei, 2009).

For real-valued queries, the prototypical differentially private response algorithms add noise
distributed according to either the Laplace or Gaussian distributions to the real query answer.
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These algorithms are called the Laplace and Gaussian mechanisms, respectively (see e.g., Dwork
and Roth (2014)).

For these mechanisms that add symmetric noise to query results, differential privacy places a
condition on the scale parameter of the noise distributions. More privacy requires larger scale.
Of course, a larger scale decreases the concentration of the now noisy query result around its true
value. Therefore, a goal is to find the minimal scale that meets the requirement of differential
privacy.

Pursuing this goal, there exists a line of work into sufficent conditions on the scale for the (ϵ, δ)-
differentially private Gaussian mechanism, starting with what could be called the standard closed
form scale bound for the Gaussian mechanism noted in Dwork et al. (2006b) (and also discussed
in Dwork and Roth (2014)), via an improvement in the underlying analytic sufficient condition
by Le Ny and Pappas (2014), to the analytic sufficient and necessary condition by Balle and
Wang (2018). To our knowledge, the Gaussian distribution is the only continuous distribution
for which a necessary and sufficient condition for (ϵ, δ)-differential privacy has been described so
far.

Inspired by the above, we extend the line of work by a sufficient and necessary condition for
(ϵ, δ)-differential privacy for mechanisms that add noise distributed according to log-concave and
symmetric densities.

Our results allow us to demonstrate the optimization of utility by not only minimizing the scale
of a fixed mechanism’s perturbations to meet the privacy requirements, but also simultaneously
choose the mechanism itself by taking the dimensionality of the query function into account.

More background and other related works are described in Section 5.

1.1 Summary of findings

Let d be a database, q be a real-valued query function on databases, s ≥ 0, and X be a random
variable distributed according to density f . We will call an algorithm that returns a variate of
the random variable q(d) + sX a “mechanism” and often identify the mechanism by its random
variable. When f = e−ψ where ψ is even and convex, we call the associated mechanism symmetric
log-concave.

Our main theoretical findings are

• Lemma 1 that states a sufficient and necessary condition for (ϵ, δ)-differential privacy for
symmetric log-concave mechanisms for real valued query functions, and

• Lemma 8 that states that the condition in Lemma 1 can be extended naturally to query
functions with values in Rn for n ≥ 1 and mechanisms that add noise vectors distributed
according to spherically symmetric log-concave distributions that are spherical with respect
to the norm used to define the global sensitivity of the query. In particular, this is the case
for noise vectors of iid Subbotinp random variables and p-norms for p ≥ 1 as described in
Theorem 9, giving rise to an infinite family of mechanisms containing both the Laplace and
the Gaussian mechanisms.

These results enable maximizing utility by not only finding the optimal member of a fixed
noise scale family such as the Gaussian, but also simultaneously selecting the scale family itself
depending on the query response dimensionality. In our case, given the one-to-one correspondence
between vector valued Subbotinp mechanisms and the p-norm used to define the global sensitivity
∆ of the query function, we select the scale family by including the parameter p into the parameter
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optimization process. We demonstrate this idea by empirically showing that depending on the
number of columns in a real valued data table, there are different Subbotinp mechanisms that
yield the smallest l2-error for estimating the average row under given privacy constraints. As the
number of columns increases, the error of the selected mechanism becomes much smaller than if
just considering the Laplace or Gaussian scale families.

In addition, we show that a minimum scale bound that fulfills the condition in Lemma 1 is linear
in ∆ (Lemma 2), we produce closed form necessary and sufficient conditions for (ϵ, δ)-differential
privacy and scale s

s ≥ ∆

ϵ− 2 log (1− δ)
, and

s ≥ ∆

2 log

(
e

ϵ
2 +

√
δ(eϵ+δ−1)

1−δ

) ,
for the Laplace and Logistic mechanisms, respectively (Theorems 3 and 4). In the case of
mechanisms supported on R, we prove that one-dimensional mechanisms that can achieve (ϵ, 0)-
differential privacy can exhibit arbitrarily smaller variances than those that that cannot for small
enough δ (Theorem 6). We demonstrate that this δ need not be very small by numerically showing
that the Laplace and Logistic mechanisms, which can achieve (ϵ, 0)-differential privacy, exhibit
smaller variance than the Gaussian, that cannot, for a significant range of privacy parameters,
for example when ϵ ≥ 0.05 and δ ≤ 0.001.

2 PRELIMINARIES

We briefly recapitulate select definitions and known results.

2.1 Subbotin densities

Let C(r) := 2Γ
(
1
r

)
r

1
r−1 where Γ denotes the gamma function, and let

fr(x) :=
e−

|x|r
r

C(r)
.

The family of densities fr for r > 0 are called Subbotin (Subbotin, 1923) densities, exponential
power distribution densities, or the generalized normal distribution (Nadarajah, 2005) densities.
This family includes the standard Laplace density as f1, the standard Gaussian density as f2, and
the uniform density on (−1, 1) in the limit as r → ∞. Let Γ(s, x) denote the upper incomplete
gamma function. Then,

Fr(x) :=

∫ x

−∞
fr(w)dw

=
1

2
+ sign (x)

1

2
−

Γ
(

1
r ,

|x|r
r

)
2Γ
(
1
r

)
 ,

F−1
r (p) = sign

(
p− 1

2

)
F−1
Γ

(
2|p− 1

2
|, 1
r
,
1

r

) 1
r

,
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where F−1
Γ (p, α, β) is the inverse CDF of the Gamma distribution with density fΓ(x) =

βαxα−1e−βx

Γ(α) .

For a random variable X distributed according to fr,

Var(X) = r
2
r
Γ
(
3
r

)
Γ
(
1
r

) .
We will denote the Subbotin distribution with density fr as Subbotinr.

The function

ψr(x) :=
|x|r

r
+ log(C(r)) = − log(fr(x))

is even as x only enters as |x|, and also convex for r ≥ 1 as ψ′′
r (x) = |x|r(r−1)

x2 ≥ 0 then.
Consequently, the Subbotin densities are even and log-concave for r ≥ 1.

2.2 Differential privacy

Formally, let a database d be a collection of record values from some set V . Two databases d
and d′ are neighboring if they differ in one record. Let N be the set of all pairs of neighboring
databases.

Definition 1. The global sensitivity of a real-valued function q on databases is

∆ := sup
(d,d′)∈N

|q(d)− q(d′)|.

Definition 2 ((ϵ, δ)-differential privacy Dwork et al. (2006b,a)). A randomized algorithm M is
called (ϵ, δ)-differentially private if for any measurable set S of possible outputs and all (d, d′) ∈ N

Pr(M(d) ∈ S) ≤ eϵ Pr(M(d′) ∈ S) + δ,

where the probabilities are over randomness used in M . By ϵ-differential privacy we mean (ϵ, 0)-
differential privacy.

We are now ready to develop our results.

3 THE ONE-DIMENSIONAL CASE

3.1 A condition for real-valued mechanisms

The following is our first main result.

Lemma 1. Let X be a random variable distributed according to density f(x) = e−ψ(x) where
ψ : R → (−∞,∞] is convex and even, with f having support (−a, a) for a ∈ (0,∞]. Then for a
real-valued function q on databases with global sensitivity ∆ ≥ 0 and a database d, the mechanism
returning a variate of q(d) + sX is (ϵ, δ)-differentially private for ϵ ≥ 0 and δ ≥ 0 if and only if
for F (x) =

∫ x
−∞ f(u)du

F

(
∆− t

s

)
− eϵF

(
− t

s

)
≤ δ (1)
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where

t := sup

{
z < as | ψ

(z
s

)
− ψ

(
z −∆

s

)
≤ ϵ

}
. (2)

Furthermore, if the above holds for scale s > 0, then it also holds for scales s′ > s.

Remark 1. Whenever t = as, the criterion (1) reduces to F
(
∆
s − a

)
≤ δ. When in addition

a = ∞ and therefore t = ∞, then the mechanism is (ϵ, δ)-differentially private for all δ ≥ 0.

When a < ∞ and ∆ ≥ 2as, we get that f((x − ∆)/s)/f(x/s) = 0 for all x ∈ (−as, as) and
therefore the mechanism is not (ϵ, δ)-differentially private for any δ < 1. ◁

The smallest finite scale s for which (1) holds is monotone in ϵ, δ, and ∆. We make this precise
in the following.

Lemma 2. Let s(ϵ, δ,∆) be the smallest s such that (1) holds for log-concave and even density
f and real valued function q on databases with global sensitivity ∆ > 0. Then s(ϵ, δ,∆) =
∆ s(ϵ, δ, 1), and s(ϵ, δ,∆) is non-increasing in both ϵ and δ.

Unless otherwise evident, let in the following s(ϵ, δ,∆) be defined as Lemma 2.

3.2 Selected analytic conditions

The following closed form condition is a tightening of Proposition 1 in Dwork et al. (2006b).

Theorem 3. Let X be a standard Laplace variable, and let q be a real valued function on
databases with global sensitivity ∆. Then the mechanism that returns a variate of q(d) + sX is
(ϵ, δ)-differentially private if and only if s ≥ s1(ϵ, δ,∆) := ∆

ϵ−2 log(1−δ) .

Remark 2. An example of a mechanism that adds symmetric truncated log-concave noise is the
truncated Laplacian mechanism (Geng et al., 2020) which Geng et al. use to establish upper and
lower error bounds for (ϵ, δ)-differential mechanisms. Given a standard Laplace variable Y , this
mechanism is constructed by truncating the support of (∆ϵ )Y to (−A,A). The way this is done
makes this mechanism meet the criterion (1) in Lemma 1 with equality. ◁

The following closed form condition is to our knowledge new.

Theorem 4. Let X be a standard Logistic variable having density flog(x) :=
e−x

(1+e−x)2
, and let q

be a real valued function on databases with global sensitivity ∆. Then the mechanism that returns
a variate of q(d) + sX is (ϵ, δ)-differentially private for δ < 1 if and only if s ≥ slog(ϵ, δ,∆) :=

∆

2 log

(
e
ϵ
2 +

√
δ(eϵ+δ−1)

1−δ

) .

Remark 3. We have that s1(ϵ, 0,∆) = slog(ϵ, 0,∆) = ∆
ϵ , s1(0, δ,∆) = ∆

2 log( 1
1−δ )

, and slog(0, δ,∆) =

∆

2 log( 1+δ
1−δ )

. The Logistic mechanism serves as a second example besides the Laplace mechanism

that can achieve ϵ-differential privacy. Both can also achieve (0, δ)-differential privacy. Fur-
thermore, letting ϵ1(ϵ, δ) := ∆/s1(ϵ, δ,∆) = ϵ − 2 log (1− δ), and ϵlog(ϵ, δ) := ∆/slog(ϵ, δ,∆) =

2 log

(
e

ϵ
2 +

√
δ(eϵ+δ−1)

1−δ

)
, we get that for given ϵ and δ, the Laplace and Logistic mechanisms are
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(ϵ1(ϵ, δ), 0)- and (ϵlog(ϵ, δ), 0)-differentially private, respectively. The difference between ϵ1(ϵ, δ)
and ϵlog(ϵ, δ) can be interpreted as a mechanisms sensitivity to δ. In practice, this translates to
the change in scale as δ changes. ◁

The following condition appears in Theorem 8 in Balle and Wang (2018).

Theorem 5. Let Z be a standard Gaussian variable, and let q be a real valued function on
databases with global sensitivity ∆. Then the mechanism that returns a variate of q(d) + σZ is
(ϵ, δ)-differentially private if and only if

Φ

(
∆

2σ
− ϵσ

∆

)
− eϵΦ

(
− ∆

2σ
− ϵσ

∆

)
≤ δ. (3)

3.3 A benefit of achieving ϵ-differential privacy

The well known Laplace and Gaussian mechanisms are both supported on R, i.e., the noise
densities are are supported everywhere, which for us means that ψ : R → R as the only time
e−ψ = 0 is if ψ = ∞. As we will see, whether a symmetric log-concave mechanism supported
everywhere can achieve ϵ-differential privacy or not has consequences for its utility.

Remark 4. In this work, we rely heavily on that for log concave densities f , the likelihood ratio
f((z −∆)/s)/f(z/s) is monotone and non-decreasing in z. A mechanism that returns a variate
q(d) + sX where X ∼ f can achieve (ϵ, 0)-differential privacy when the likelihood ratio above is
bounded from above as z goes to infinity. The usual proof of ϵ-differential privacy for the Laplace
mechanism essentially shows that for s = ∆

ϵ , this bound is eϵ. ◁

We now distinguish between those that are bounded and not bounded.

Definition 3 (MLR-boundedness). Let ψ : R → R be convex and even, and let f(x) = e−ψ(x).
If for all ∆ > 0 and s > 0

lim
z→∞

log

(
f( z−∆

s )

f( zs )

)
= lim
z→∞

ψ
(z
s

)
− ψ

(
z −∆

s

)
= ∞,

we say that ψ and f are monotone likelihood ratio-unbounded (MLR-unbounded). If f is not
MLR-unbounded it is MLR-bounded.

We can show the following.

Theorem 6. Let X be a random variable distributed according to density f(x) = e−ψ(x) where
ψ : R → R is convex, even, and MLR-unbounded. Then, s → ∞ as δ → 0 for the (ϵ, δ)-
differentially private mechanism that returns a variate of q(d) + sX.

Remark 5. Let Mδ=0 and Mδ>0 be symmetric log-concave mechanisms with noise that is sup-
ported everywhere such that Mδ=0 can achieve ϵ-differential privacy and Mδ>0 can only achieve
(ϵ, δ)-differential privacy for δ > 0. If we fix ϵ, then what Theorem 6 means is that for any utility
that is unbounded and strictly decreasing in the scale of the added noise, we can choose a small
enough δ such that the utility of Mδ=0 is better by an arbitrary amount. In this sense, Theorem
6 is a utility separation theorem for log-concave mechanisms. ◁
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Specifically, for the Logistic and log-concave Subbotin densities,

lim
z→∞

ψ
(z
s

)
− ψ

(
z −∆

s

)
=

{
∆
s , ψ ∈ {ψlog, ψ1},
∞, ψ ∈ {ψr | r > 1}

for s > 0. This means that for fixed ϵ we can always choose δ small enough such that the Laplace
and Logistic mechanisms have arbitrary smaller variances than mechanisms that add Subbotinr
noise for r > 1, which includes the Gaussian at r = 2.

3.4 Mechanism variance ratios

We now empirically investigate the last paragraph in the previous Section. We choose the Laplace
and Logistic mechanisms as representatives of MLR-bounded mechanisms and the popular Gaus-
sian mechanism as the representative of the MLR-unbounded mechanisms that add Subbotinr
noise.

Let Xi ∼ fi be a random variable distributed according to symmetric log-concave density fi,

and let Yi = q(d)+ siXi for si = si(ϵ, δ,∆). For two mechanisms Ya and Yb, let va,b :=
Var(Ya)
Var(Yb)

=(
sa
sb

)2
Var(Xa)
Var(Xb)

. Now, va,b ≤ 1 if and only if

ρa,b :=
sa
sb

≤

√
Var(Xb)

Var(Xa)
. (4)

From Lemma 2 we get that for any ∆ > 0

ρa,b(ϵ, δ) =
sa(ϵ, δ,∆)

sb(ϵ, δ,∆)
=
sa(ϵ, δ, 1)

sb(ϵ, δ, 1)

for a, b ∈ {log} ∪ {r | r ≥ 1}. From condition (4), we note that the curve given by ρa,b(ϵ, δ) =√
Var(Xb)
Var(Xa)

, acts as a separator on the (ϵ, δ)-space where one or the other mechanism exhibit

smaller variance. We will now compare the selected mechanisms pairwise.

3.4.1 Logistic vs. Laplace mechanisms

For completeness, we first compare the MLR-bounded mechanisms.

From Theorems 3 and 4 we can state ρ1,log(ϵ, δ) in closed form. We start by exploiting this to
prove some specifics about ρ1,log(ϵ, δ).

Theorem 7. Let ∆ > 0, ϵ ≥ 0, 1 > δ ≥ 0, and

ρ1,log(ϵ, δ) :=
s1(ϵ, δ,∆)

slog(ϵ, δ,∆)
.

Then,

ρ1,log(ϵ, δ)

=
2 log

(√
δ
√
eϵ + δ − 1 + e

ϵ
2

)
− 2 log (1− δ)

ϵ− 2 log (1− δ)
,

and 2 > ρ1,log(ϵ, δ) ≥ 1 is sharp.
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(a) v1,log (b) v1,2 (c) vlog,2

Figure 1: For pairs of Logistic(log), Laplace (1), and Gaussian (2) distributions: plots of variance
ratios va,b and contours where the resulting variances are equal.

An immediate consequence is the following.

Corollary 1. Let X1 and Xlog be random variables distributed according to f1 and flog, respec-
tively. Then,

2.44 >
24

π2
>

Var(s1(ϵ, δ,∆)X1)

Var(slog(ϵ, δ,∆)Xlog)
≥ 6

π2
> 0.6,

and
Var(s1(ϵ, δ,∆)X1)

Var(slog(ϵ, δ,∆)Xlog)
≤ 1

when ρ1,log(ϵ, δ) ≤
√

π2

6 .

Remark 6. Combining Theorem 7 with Remark 3, we see that ϵ1(ϵ, δ) ≤ ϵlog(ϵ, δ). ◁

A plot of v1,log(ϵ, δ) can be seen in Figure 1a. The plot shows the contour line where v1,log(ϵ, δ) =
1. In the ϵ and δ region where v1,log(ϵ, δ) < 1, the Laplace mechanism exhibits smaller variance
than the Logistic mechanism. From Corollary 1, we have that this region is determined by

ρ(ϵ, δ) <
√

π2

6 . As an example, for δ ≤ 10−4, the Laplace mechanism variance is smaller as long

as ϵ ≥ 0.0047.

3.4.2 Laplace and Logistic vs. Gaussian mechanisms

When comparing Laplace and Logistic mechanisms above, we were able to take advantage of s1
and slog having closed forms, and consequently also ρ1,log having a closed form. Unfortunately,
we only have access to values for the Gaussian scale s2 through numeric computations. The plots
of v1,2(ϵ, δ) and vlog,2(ϵ, δ) with the respective unit contours are given in Figure 1b and Figure
1c, respectively. The regions where the Laplace and Logistic exhibit lower variance are given by

ρ1,2(ϵ, δ) <
√

1
2 and ρlog,2(ϵ, δ) <

√
3
π , respectively. In the plots, these are the regions where the

respective surfaces have values smaller than 1.

Numeric computations yield that for ϵ ≥ 0.05, the Laplace mechanism yields smaller mean
squared error than both the Logistic and the Gaussian mechanisms as long as δ ≤ 0.001, and
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the Logistic mechanism yields smaller squared error than the Gaussian mechanism as long as
δ ≤ 0.002.

The variance is unbounded and strictly increasing in the scale for the Logistic distribution as
well as all Subbotinr≥1 distributions. From Section 3.3 we have that since both the Laplace
and Logistic noise is MLR-bounded, while the Gaussian is MLR-unbounded, the ratios v1,2
and vlog,2 go to 0 as δ → 0 for any ϵ. Furthermore, for all symmetric densities, we have that
the mechanism that add noise according to these exhibit a mean squared error (MSE) that is
equivalent to the variance. Consequently, the variance comparisons above hold for the MSE as
well. This is particularly relevant for histogram queries, since each individual histogram count
can be computed using a one-dimensional mechanism.

4 THE MULTIDIMENSIONAL CASE

So far, we discussed (ϵ, δ)-differential privacy for real-valued database queries q, i.e., q(d) ∈ R for
database d. In order to generalize our results regarding one-dimensional mechanisms to queries in
Rn, we generalize a symmetric log-concave density f to a ∥ · ∥-spherically symmetric log-concave
density Cf(∥x∥) for a normalization constant C ∈ R. For this generalization, the isodensity
surfaces are spherical with respect to the norm ∥ · ∥. If n = 1, this density coincides with f and
we will simply write f also for n > 1.

Furthermore, in our above discussion of adding real-valued noise, a critical parameter was the
global sensitivity ∆. This maximal change was defined in terms of the absolute value | · |. In the
multidimensional case we generalize this as

∆ := max
(d,d′)∈N

∥q(d)− q(d′)∥

where ∥ · ∥ is a norm in Rn.

Our second main result comes in two parts. The first of these, Lemma 8 below, essentially
extends Lemma 1 to the case of ∥ · ∥-spherically symmetric log-concave densities when the global
sensitivity is defined using the same norm ∥ · ∥. The second part, Theorem 9 below, in turn
specializes Lemma 8 to a case where the noise can be represented by a vector of iid random
variables.

Lemma 8. Let X ∈ Rn for n ≥ 1 be distributed according to ∥ · ∥-spherically symmetric log-
concave density f . Then, if q and w are Rn and R valued functions on databases, respectively,
both with global sensitivity ∆ = max(d,d′)∈N ∥q(d) − q(d′)∥ = max(d,d′)∈N |w(d) − w(d′)|, then
for s > 0, the mechanism q(d) + sX is (ϵ, δ)-differentially private if and only if the mechanism
w(q) + sY for Y ∼ f is.

Let ∥(v1, v2, . . . , vn)∥p := (
∑n
i=1 |vi|p)1/p for p ∈ R, p ≥ 1 denote the p-norm on Rn. Using

particulars of the multivariate Gaussian density, Balle and Wang (2018) show that for ∆ defined
in terms of the Euclidean norm ∥ · ∥2, the condition (3) is sufficient and necessary for the mech-
anism that adds s(Z1, Z2, . . . , Zn) where the Zi are independent standard Gaussian variables.
Osiewalski and Steel (1993) show that when the independent Xi ∼ fp, where fp is the Subbotinp
density, the variable (X1, X2, . . . , Xn) has a ∥ · ∥p-spherical distribution. Using this result, we
specialize Lemma 8 to pairings of Subbotinp variables and p-norms for p ≥ 1 in the following
Theorem.
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Theorem 9. Let n ∈ N, n ≥ 1, p ≥ 1, X1, . . . , Xn be independent Subbotinp random variables,
and X = (X1, X2, . . . , Xn). Then for a Rn-valued function q on databases with global sensitivity
∆ = max(d,d′)∈N ∥q(d)−q(d′)∥p and a database d, the mechanism returning a variate of q(d)+sX
is (ϵ, δ)-differentially private if and only if

Fp

(
∆− t

s

)
− eϵFp

(
− t

s

)
≤ δ

where

t := sup

{
z ∈ R | ψp

(z
s

)
− ψp

(
z −∆

s

)
≤ ϵ

}
.

Furthermore, if the above holds for scale s > 0, then it also holds for scales s′ > s.

We will call the mechanism from Theorem 9 the Subbotinr mechanism and let sr(ϵ, δ,∆) denote
the minimum scale s for which the condition in Theorem 9 holds for the Subbotinr mechanism.

Remark 7. Combining Theorem 9 with Theorem 3, we get that the vector Laplace mechanism
q(d)+(sX1, sX2, . . . , sXn) where the independent Xi ∼ f1 and the global sensitivity ∆ is defined
in terms of ∥ · ∥1 is (ϵ, δ)-differentially private if and only if

s ≥ ∆

ϵ− 2 log (1− δ)
. ◁

4.1 Optimizing query responses using subbotin noise

Let R be a set of record values let q : Rn → Rm be a query function on length n databases
d. An important problem is to minimize the MSE m−1 E[∥M(d)− q(d)∥22] for multidimensional
mechanisms M . Given a choice between different mechanisms, a question is then which one
minimizes the MSE. We now look at this question for the family of Subbotinr mechanisms Mr.
Let ∆r denote the global sensitivity of q defined using the r-norm. Then, using definitions
from Theorem 9, m−1 E[∥Mr(d) − q(d)∥22] = m−1 E[∥sX∥22] = s2 Var(X) for X ∼ fr and s =
sr(ϵ, δ,∆r). We can minimize this over the choices of r by letting

r = argmin
p≥1

sp(ϵ, δ,∆p)
2

(
p(2/p)

Γ(3/p)

Γ(1/p)

)
. (5)

The optimization (5) requires determining ∆r. This can be difficult. For particular classes of
queries, we can make it a little easier. We call query function q linear if there exist linear function
f : R → Rm and function ν : N → R such that q(r1, r2, . . . , rn) = ν(n)

∑n
i=1 f(ri). To clarify

which f and ν we associate with linear q, we write qν,f . Let ∥S∥∞ := sup{∥x− y∥∞ | x, y ∈ S}
denote the l∞ diameter of a set S ⊆ Rm. Then, if ∥f(R)∥∞ is easier to determine or bound than
∆r the following can help.

Theorem 10. Let qν,f : Rn → Rm be a linear database query function for some integers m > 0
and n > 0. Then ∆p ≤ m1/p |ν(n)| ∥f(R)∥∞ with equality if f(R) is an l∞-ball.

A natural evaluation of optimizing (5) is to compare with the go-to Gaussian mechanism. We
therefore essentially replicate the estimation of the mean m-dimensional vector experiment per-
formed by Balle and Wang (2018). We also chose this experiment because Balle and Wang use
this to evaluate two de-noising post-processing methods for the Gaussian mechanism that we
also want to compare with.
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(a) Mean squared errors
for ϵ = 1

(b) l2 errors for ϵ = 1 (c) l2 errors for ϵ = 0.1 (d) l2 errors for ϵ = 0.01

Figure 2: Graphical summary of the mean estimation experiments.

Let the mean vector query be the linear query q = qν,f for f(x) := x and ν(n) := 1/n. Sup-
pose y is the output of the Gaussian mechanism with scale s for query q. Then, the first of

the de-noising methods is the adaptive James-Stein estimator yJS :=
(
1− (m−2)s2

∥y∥2
2

)
, with the

underlying assumption that the query response is a random Gaussian vector with iid dimen-
sions. The second is the soft-thresholding proposed by Donoho et al. (1994; 1995) given by
yth := sign(y)max(0, |y| − t) where t := s

√
2 log(m). For this method, ideally t is chosen such

that it defines an ∞-ball containing the noise. We recognize t as a standard upper bound for the
expected maximum of m iid scale s Gaussian random variables, so the defined ∞-ball contains
the noise in expectation. We adapt the soft thresholding to scale s Subbotinr mechanism output
by letting t = s/300

∑300
i=1 max(xi) where the m elements in xi ∈ Rm are independent standard

Subbotinr variates.

Like Balle and Wang, we require that records lie in the unit l∞-ball R = v + [−1/2, 1/2], where
the vi in v = (v1, v2, . . . , vm) are standard normal variates, let databases be length n = 500
sequences of elements from R chosen uniformly at random, and performed our experiments
with fixed δ = 10−4 and errors measured by the l2-error. For each pair (ϵ,m) in {0.01, 0.1, 1} ×
{10, 100, 500, 1000, 2000} we numerically optimized (5) on a regular grid (1, 1.5, 2, . . . , 14) yielding
rϵ,m and generated 100 databases. For each of the databases from we then computed the l2-error
of the Gaussian mechanism (Gauss), the Subbotinrϵ,m mechanism (Sub(r)), their soft-thresholded
versions (Gauss-t, Sub(r)-t), the James-Stein denoised Gaussian mechanism (Gauss-JS), after
which we computed the average for each of the five mechanisms for the 100 databases. These
averages can be seen in Figures 2b – 2d. In Figure 2d the Gauss errors were much larger than
all the others and were truncated to allow details to be seen for the other error series. Figure 2a
shows the mean squared errors s2 Var(X) computed during the optimization of (5) for ϵ = 1 and
all values m.

Since the optimal scale for the Subbotinr mechanisms is generally not available analytically,
neither is the optimal r as a function of m. Therefore, we optimized r numerically on a grid
of r values as described above. The maximum grid value r = 14 was chosen to contain a local
optimum for all m, which are listed below. The grid points are shown as dots in Figure 2a.

For ϵ = 1, ϵ = 0.1, and ϵ = 0.01, the selected rϵ,m values were (2,4,6,7,7.5), (2.5, 5, 7.5, 8.5, 9),
and (3.5, 7, 10.5, 11.5, 13), respectively. The corresponding Subbotinr scales rounded to two
decimal places were (0.02, 0.06, 0.08, 0.09, 0.10), (0.16, 0.37, 0.52, 0.58, 0.63), and (1.14, 2.07,
2.63, 2.84, 3.04), respectively. The corresponding Gaussian mechanism scales were (0.02, 0.06,
0.14, 0.20, 0.28), (0.16, 0.49, 1.10, 1.55, 2.19), and (1.09, 3.45, 7.72, 10.91, 15.44), respectively.

We make the following observations. Optimizing (5) is relevant for minimizing the l2-error
because of the monotone relationship between the MSE and the l2-error. Doing so consistently
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produced smaller l2-errors over the Gaussian mechanism and its denoised versions. It is well
known that m√

m+1
≤ E[∥Z∥2] ≤

√
m for a length m vector Z of iid standard Gaussian random

variables. Also knowing that ∆ ∝
√
m, we can apply Lemma 2 to explain why the l2-error of

the Gaussian mechanism in our experiments appears linear in the query dimension m. This
application of Lemma 2 may be of independent interest. The James-Stein estimator always
improved on the unprocessed Gaussian mechanism (we refer the reader to Balle and Wang
(2018) for an analysis). The soft-thresholded mechanisms were better than their unprocessed
counterparts when the scale was large, while the opposite was true when the scale was smaller.
Empirically, for Gaussian mechanism in our experimental setting, the changeover happens close
to scale s = 1, for which the v and noise distributions are equal. When the scale becomes large
as ϵ becomes small and m large, almost all of the entries in the thresholded estimates are 0,
which suggests why the errors of the thresholded Gaussian and Subbotinrϵ,m mechanisms for
ϵ = 0.01 are very similar and their comparison might be less informative. Also, when considering
the results, it might be helpful to remember that we chose the experimental setup to favor the
James-Stein estimator for Gaussian noise.

5 BACKGROUND AND OTHER RELATED WORKS

Adding randomness to the computation of query results in order to protect privacy has a long
history (see e.g., Dalenius (1978), Section 13 or Denning (1980)). The definitions of privacy in
these works differed and were often concerned with disallowing the variance in the query answers
resulting from the randomness to be reduced too much by repeated queries. Following work by
Dinur and Nissim (2003), noting that a “succinct catch-all definition of privacy is very elusive”,
Dwork et al. published (2006b) a definition of privacy that would become known as ϵ-differential
privacy. This definition has three important properties: quantification of a strong form of privacy,
can be composed across queries types and databases, and is immune to post-processing. The
latter meaning that no amount of processing after the fact will change the guarantees. The defini-
tion of ϵ-differential privacy was soon extended to (ϵ, δ)-differential privacy (Dwork et al., 2006a),
which allowed the use of, among others, output perturbation by Gaussian noise, and turned out
to improve the compositional properties (Dwork et al., 2010; Kairouz et al., 2017) and thereby
the utility–privacy trade-off over multiple queries. However, the extension to (ϵ, δ)-differential
privacy represents a weakening of the privacy guaranteed over pure ϵ-differential privacy that is
not uncontroversial (McSherry, 2017). In a machine learning context, compositional properties
received much attention for establishing end-to-end privacy, particularly when using tools for
private optimization (Bassily et al., 2014; Abadi et al., 2016). Partially as a result of this, sev-
eral similar relaxations of ϵ-differential privacy have been proposed that improve compositional
properties over their predecessors. These include Concentrated differential privacy (Dwork and
Rothblum, 2016; Bun and Steinke, 2016), Rényi differential privacy (Mironov, 2017), and Gaus-
sian differential privacy (Dong et al., 2019). Similarly to the work of Balle et al. (2018), our
work can be seen as complementary to these efforts in that we concentrate on optimizing privacy
parameters for single applications of a particular class of mechanisms under (ϵ, δ)-differential
privacy. Liu (2019) defines the Generalized Gaussian mechanism that is effectively equivalent to
the Subbotinr mechanism. However, only a sufficient criterion for (ϵ, δ)-differential privacy for
this family is developed. For the Gaussian case, this criterion reduces to a criterion inferior to
the one described by Le Ny and Pappas (2014). They also do not consider a systematic search
among members in this family for optimizing utility. Optimality with respect to different utilities
has been shown for ϵ-differentially private mechanisms such as the staircase mechanism (Geng
et al., 2015) and randomized response in a multi-party setting (Kairouz et al., 2015).
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6 SUMMARY AND DISCUSSION

We provided a necessary and sufficient condition for (ϵ, δ)-differential privacy for mechanisms that
add noise from a symmetric and log-concave distribution (Lemma 1). This condition is given
directly in terms of the standard distribution function, the needed scale of the distribution, ϵ,
δ, and the global sensitivity ∆ of the query in question. Previously, such a condition was only
known for the Gaussian distribution (Balle and Wang, 2018) and was shown to be essentially
identical for the discrete Gaussian distribution (Canonne et al., 2020).

Importantly, we show that our necessary and sufficient condition extends naturally to multidi-
mensional query responses. Key to this extension is that the noise distribution is spherically
symmetric log-concave and is spherical with respect to the norm used to define the query global
sensitivity. We are able to show that this holds for mechanisms where the noise vector consists
of independent Subbotinr random variables and the query sensitivity is assessed using the corre-
sponding lr-norm for r ≥ 1 (Theorem 9). This infinite family of Subbotinr mechanisms contains
the prototypical Laplace and Gaussian mechanisms with r = 1 and r = 2, respectively.

In the one-dimensional query case, we show that for symmetric log-concave mechanisms sup-
ported everywhere that cannot achieve pure ϵ-differential privacy, the scale grows to infinity as δ
goes to 0 (Theorem 6). Since this is not the case when the mechanism can achieve ϵ-differential
privacy, we achieve a separation of these two types of symmetric log-concave mechanism for any
utility that is decreasing and unbounded in the noise scale. We demonstrate this utility sepa-
ration by showing that the Laplace and Logistic mechanisms exhibits smaller variance than the
Gaussian mechanism for a large and relevant range of values for ϵ and δ.

We further showed that the optimal scale for log-concave noise mechanisms is proportional to
the query sensitivity ∆ (Lemma 2). This means that the optimal noise scale is proportional to
the behaviour of the norm used for the query sensitivity. As a consequence of this and having
access to a Subbotinr mechanism for every lr-norm for r ≥ 1, we were able to demonstrate
that optimizing the choice of r for the multidimensional case can significantly improve the mean
squared error and any similar utility such as the l2-error over any fixed choice of mechanism such
as the Gaussian.

Consider that a high-dimensional random vector X with iid components appears to be concen-
trated on a sphere (see e.g., Biau and Mason (2013)), a phenomenon that Dong et al. (2021)
state as that the mechanism adding X essentially behaves like a Gaussian mechanism. So, for
a fixed high-dimensional query and given privacy parameters ϵ and δ, two different Subbotin
mechanisms can essentially behave like two Gaussian mechanisms that differ in the noise scale.
This suggests a “Gaussian lens” through which to interpret a choice of norm. However, such
an interpretation cannot be strict: even though the Laplace mechanism essentially behaves like
a Gaussian mechanism in high dimensions, it differs in the type of privacy guarantee it affords
since the Gaussian mechanism cannot achieve (ϵ, 0)-differential privacy for any ϵ.

Dwork and Roth (2014) warn that claims of differential privacy should be seen in relation to
the granularity of data, essentially reflected in the neighborhood relation used to define privacy.
Similarly, the choice of norm affects sensitivity and the warning could be considered to apply
here as well, particularly in light of the preceding paragraph. We recommend taking this into
account when, for example, considering the range of r to optimize Subbotin mechanisms over.

As mentioned in Section 5, other members in the family of differential privacy definitions exhibit
better composition properties and can be attractive alternatives to (ϵ, δ)-differential privacy.
They have in common that the query sensitivity is defined by some norm and that an increase
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in the sensitivity yields an increase in the scale of the noise. For example, in the Concentrated
differential privacy case, the sensitivity enters the scale of the Gaussian mechanism as a mul-
tiplicative factor for a given level of privacy. Furthermore, the extension of a scale bound for
univariate unimodal and symmetric distributions to the multidimensional spherical case appears
quite general. Therefore, we consider our results regarding Subbotinr mechanisms and optimiz-
ing the choice of distribution in terms of query response dimensionality as an example of how to
implement a general method under (ϵ, δ)-differential privacy.
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A POSTPONED PROOFS

After recapitulating some known material, we present postponed proofs section-wise.

A.1 Important known results we use

For completeness, we include the proofs of the following known results we rely on. Their presen-
tation is tailored to our needs.

We will be using the following result repeatedly. The formulation and proof is taken from
Saumard and Wellner (2014).

Lemma 11 (Monotone likelihood ratio). A density f on R is log-concave if and only if the
translation family {f(· − θ) | θ ∈ R} has monotone likelihood ratios: i.e., for every θ ≤ θ′ the
ratio f(x− θ′)/f(x− θ) is a monotone nondecreasing function of x.

Proof of Lemma 11. First note that for all x < x′ and θ < θ′

f(x− θ′)

f(x− θ)
≤ f(x′ − θ′)

f(x′ − θ)
(6)

iff

log f(x− θ′) + log f(x′ − θ) ≤ log f(x′ − θ′) + log f(x− θ). (7)

Let t = (x′ − x)/(x′ − x+ θ′ − θ) and note that

x− θ = t(x− θ′) + (1− t)(x′ − θ)

x′ − θ′ = (1− t)(x− θ′) + t(x′ − θ).

Log-concavity of f implies that

log f(x− θ) ≥ t log f(x− θ′) + (1− t) log f(x′ − θ)

log f(x′ − θ′) ≥ (1− t) log f(x− θ′) + t log f(x′ − θ).

Adding these yields (7), and we can conclude that f being log-concave implies (6).

Now, suppose that (6) holds. Then, (7) holds, and does so in particular if x, x′, θ, θ′ satisfy
x−θ′ = a < b = x′−θ and t = (x′−x)/(x′−x+θ′−θ) = 1/2, so that x−θ = (a+b)/2 = x′−θ′.
Then (7) becomes

log f(a) + log f(b) ≤ 2 log f((a+ b)/2).

This, together with measurability of f , implies that f is log-concave.

Lemma 12 (Translation invariance). Let X be a random variable taking values in Rn for natural
number n ≥ 1. For arbitrary but fixed x, y, z ∈ Rn we have that Pr(X + (x − z) ∈ S) ≤
eϵ Pr(X+(y−z) ∈ S)+δ for all measurable S ⊆ Rn implies Pr(X+x) ∈ S) ≤ eϵ Pr(X+y ∈ S)+δ
for all measurable S ⊆ Rn.

Proof of Lemma 12. Follows directly from that if S ⊆ Rn is measurable, so is r + S for any
r ∈ Rn, including r = −z.
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Lemma 13 (Symmetry of distance). Let f be an even density and let X ∼ f , let S be the
measureable sets S ⊆ Rn for some positive integer n, d ≥ 0, ϵ ≥ 0, δ ≥ 0. Then

(∀S ∈ S) Pr(d+X ∈ S)− eϵ Pr(X ∈ S) ≤ δ

⇐⇒
(∀S ∈ S) Pr(−d+X ∈ S)− eϵ Pr(X ∈ S) ≤ δ.

Proof of Lemma 13. Note that for S ∈ S

S ∈ S ⇐⇒ −S ∈ S (8)

x ∈ S ⇐⇒ −x ∈ −S (9)

X
d
= −X (10)

where
d
= means equal in distribution. Now,

(∀S ∈ S) Pr(d+X ∈ S)− eϵ Pr(X ∈ S) ≤ δ

(by (8))⇐⇒
(∀S ∈ S) Pr(d+X ∈ −S)− eϵ Pr(X ∈ −S) ≤ δ

(by (9))⇐⇒
(∀S ∈ S) Pr(−(d+X) ∈ S)− eϵ Pr(−X ∈ S) ≤ δ

(by (10))⇐⇒
(∀S ∈ S) Pr(−d+X ∈ S)− eϵ Pr(X ∈ S) ≤ δ.

The result below appears in the proof of Theorem 5 in Balle and Wang (2018).

Lemma 14 (Removal of quantifier). Let random variables Y+ and Y− taking values from Rn
be distributed according to densities f+ and f−, respectively. Let S denote the collection of all
measurable sets of elements in V , and let Ac = {x | f+(x) > eϵf−(x)}. Then,

∀S ∈ S Pr(Y+ ∈ S)− eϵ Pr(Y− ∈ S) ≤ δ

⇐⇒
Pr(Y+ ∈ Ac)− eϵ Pr(Y− ∈ Ac) ≤ δ.

Proof of Lemma 14. Let A = {x | f+(x) ≤ eϵf−(x)} and note that Ac is the complement of
A. Then,

Pr(Y+ ∈ S ∩A) =
∫
S∩A

f+(x)dx

≤
∫
S∩A

eϵf−(x)dx

= eϵ Pr(Y− ∈ S ∩A).
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Using this, we get

Pr(Y+ ∈ S)− eϵ Pr(Y− ∈ S)

= Pr(Y+ ∈ S ∩A) + Pr(Y+ ∈ S ∩Ac)
− eϵ (Pr(Y− ∈ S ∩A) + Pr(Y− ∈ S ∩Ac))

≤ Pr(Y+ ∈ S ∩Ac)− eϵ Pr(Y− ∈ S ∩Ac)

≤
∫
S∩Ac

(f+(x)− eϵf−(x)) dx

≤
∫
Ac

(f+(x)− eϵf−(x)) dx

= Pr(Y+ ∈ Ac)− eϵ Pr(Y− ∈ Ac).

The last inequality comes from f+(x) > eϵf−(x) for x ∈ Ac, so f+(x)− eϵf−(x) ≥ 0 for x ∈ Ac.

Since Pr(Y+ ∈ S) − eϵ Pr(Y− ∈ S) ≤ Pr(Y+ ∈ Ac) − eϵ Pr(Y− ∈ Ac) the Lemma follows from
Pr(Y+ ∈ Ac)− eϵ Pr(Y− ∈ Ac) ≤ δ implies Pr(Y+ ∈ S)− eϵ Pr(Y− ∈ S) ≤ δ.

A.2 Proofs from Section 3.1

This section contains the proof of the first of our main results given in Lemma 1 regarding the
privacy of the mechnism M(d) = q(d) + sX.

The proof can be outlined as follows. Letting S denote the measureable sets, the first step in
the proof is the removal of the quantifier over S in the privacy criterion

(∀S ∈ S) Pr(M(d) ∈ S)− eϵ Pr(M(d′) ∈ S) ≤ δ (11)

given by Lemma 14 above. This removal shows that that there exists a partition of the sample
space into regions A and Ac such that

Pr(M(d) ∈ S) > eϵ Pr(M(d′) ∈ S)

if and only if S ∩ Ac ̸= ∅. The next step uses log-concavity of the density f of X, particularly
the monotonicity of likelihood ratios in the translation family of f given in Lemma 11, to show
in Lemma 17 that we can treat Ac as an interval (t,∞) where threshold t depends on ϵ, s and
d = |q(d)− q(d′)|. This allows stating the criterion (11) above in terms of

Pr(d+ sX > t)− eϵ Pr(sX > t) ≤ δ,

which is equivalent to the statement in Lemma 1. The proof of Lemma 1 is completed by showing
monotonicity of the right hand side in the above display in Lemma 18.

The above steps are shown using elementary means and their demonstrations are relatively self-
contained, which we consider a benefit. Alternatively, machinery based on conjugate duality
and hypothesis testing as employed by Dong et al. (2019) (possibly using a combination of
Propositions A.3 and 2.12 as a starting point) could be employed. Our elementary analysis,
particularly the monotonicity Lemma 18, suggests a strategy for numerically computing scales for
given privacy parameters.1 Furthermore, it allows for the simple reduction to the one dimensional
case employed in the proof of the extension to the multidimensional case in Lemma 8.

1Implemented in https://github.com/laats/SubbotinMechanism
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Remark 8 (Setup). Throughout this section, we let f(x) = e−ψ(x) be a probability density where
ψ : R → (−∞,∞] is convex and even, which we can take as a definition of log-concavity of f .
We will adopt the convention that f lower semi-continuous, i.e., the set {x ∈ R | f(x) > t} for
some threshold t is open, and the set {x ∈ R | f(x) ≤ t} is closed. Now, Supp(f) = (−a, a) for
some a ∈ (0,∞] where Supp(f) := {x ∈ R | f(x) > 0} denotes the support of f . ◁

We first prove a small technical result we rely on later.

Lemma 15. Let f with support (−a, a) be as in the setup Remark 8, ∞ > d ≥ 0, and let
f+(x) := f(x− d). Then

d ≥ 2a =⇒ Supp(f) ∩ Supp(f+) = ∅

d < 2a =⇒
[
d

2
, a

)
∈ Supp(f) ∩ Supp(f+)

both hold.

Proof of Lemma 15. Note that Supp(f) = (−a, a) and Supp(f+) = (−a + d, a + d). When
d ≥ 2a, then −a + d ≥ a, so Supp(f) ∩ Supp(f+) = ∅. On the other hand, when d < 2a,
then d/2 < a, so {−d/2, d/2} ⊆ Supp(f). From f(−d/2) = f(d/2 − d) = f+(d/2), we get that
d/2 ∈ Supp(f) ∩ Supp(f+). From the overlap of supports we can conlude [d/2, a) ∈ Supp(f) ∩
Supp(f+).

We now follow the proof outline and show that the set Ac can be expressed in terms of a threshold.

Lemma 16 (Thresholding). Let f with support (−a, a) be as in the setup Remark 8, ∞ > d ≥ 0,
ϵ ≥ 0, and let f+(x) := f(x− d). Then for

Ac := {z ∈ R | f+(z) > eϵf(z)}
Ac− := Ac ∩ Supp(f)

Ac+ := Supp(f+)− Supp(f)

each of the following hold.

1. Ac− ∩Ac+ = ∅
2. Ac = Ac− ∪Ac+
3. if d ≥ 2a then Ac− = ∅ and Ac+ = Supp(f+)
4. if d < 2a then,

Ac− = ∅ =⇒ Ac = {z ∈ Supp(f+) | z ≥ a},

Ac− ̸= ∅ =⇒ Ac =

{
z ∈

(
d

2
, a

)
| z > z∗

}
where

z∗ = max

{
z ∈

(
d

2
, a

)
| f(z − d) = eϵf(z)

}
.

Proof of Lemma 16. Note

a. Necessarily, Ac+ ∩ Supp(f) = ∅.
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b. z ∈ Ac =⇒ z ∈ Supp(f+) since we need f+(z) > 0 for f+(z) > eϵf(z).
c. z ∈ Ac+ =⇒ z ∈ Ac since here f(z) = 0 and f+(z) > 0.

We conclude 1. from a. and Ac− ⊆ Supp(f).

We conclude 2. from b. and c. together with 1.

When d ≥ 2a, we have from Lemma 15 that Supp(f) ∩ Supp(f+) = ∅. From b. and c. we then
conclude 3.

When d < 2a, the first implication of 4. follows from 2. Now assume Ac− ̸= ∅. We can then write

Ac− =
{
z ∈ Supp(f) | f+(z)

f(z) > eϵ
}
. From Lemma 15 we have that d/2 ∈ Supp(f) ∩ Supp(f+).

Since f+(d/2)
f(d/2) = 1 ≤ eϵ, we have that d/2 ̸∈ Ac−. By Lemma 11 we then get x ∈ Ac− =⇒ x > d/2.

Since Ac− ̸= ∅, there exists a z ∈ (d/2, a) such that f+(z) > eϵf(z). Therefore, by lower semi-
continuity of f we have supA = maxA for A = {z ∈ (d/2, a) | f+(z) = eϵf(z)}. From this, we
conclude the second implication in 4.

Lemma 17 (Privacy criterion). Let f with support (−a, a) be as in the setup Remark 8, ∞ >
d ≥ 0, ϵ ≥ 0, and let f+(x) := f(x − d). Furthermore, let Ac = {z ∈ R | f+(z) > eϵf(z)}, and
let Y+ ∼ f+ and Y ∼ f be two random variables. Then both the following hold.

1. If d ≥ 2a, then
P (Y+ ∈ Ac)− eϵP (Y ∈ Ac) = P (Y+ ∈ Ac) = 1.

2. If d < 2a, then for δ ≥ 0

P (Y+ ∈ Ac)− eϵP (Y ∈ Ac) ≤ δ

⇐⇒
P (Y+ > t)− eϵP (Y > t) ≤ δ

where
t := sup{z < a | f+(z) ≤ eϵf(z)}.

Proof of Lemma 17. Let Ac− and Ac+ be defined as in Lemma 16.

Point 1. follows directly from points 2. and 3. in Lemma 16.

From points 1. and 3. in Lemma 16 we have that

P (Y ∈ Ac) = P (Y ∈ Ac−) + P (Y ∈ Ac+) = P (Y ∈ Ac−).

Also, note that Ac− = ∅ ⇐⇒
(
∀z ∈ (d2 , a)

)
f+(z) ≤ eϵf(z).

If Ac− = ∅ then, by the above,

P (Y+ ∈ Ac)− eϵP (Y ∈ Ac) ≤ δ

⇐⇒
P (Y+ ∈ Ac) ≤ δ

⇐⇒
P (Y+ ≥ a) ≤ δ
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where the last equivalence is due to Lemma 16 point 4. Since P (Y− ≥ a) = 0 always, we conclude
that if Ac− = ∅, then

P (Y+ ∈ Ac)− eϵP (Y ∈ Ac) ≤ δ

⇐⇒
P (Y+ ≥ a)− eϵP (Y ≥ a) ≤ δ.

If Ac− ̸= ∅, then by Lemma 16 point 4.

P (Y+ ∈ Ac) = P (Y+ > z∗)

P (Y− ∈ Ac) = P (Y− > z∗)

for z∗ = max
{
z ∈

(
d
2 , a
)
| f+(z) ≤ eϵf(z)

}
. We note that in both cases above, the thresholds a

and z∗, respectively, can be expressed as sup{z < a | f+(z) ≤ eϵf(z)}.

We conclude the proof by noting that P (Y+ ≥ a) = P (Y+ > a).

Lemma 18 (Monotonicity of privacy criterion). Let f with support (−a, a) be as in the setup
Remark 8, ∞ > d > 0, ϵ ≥ 0, s > 0. Also, let F (x) =

∫ x
−∞ f(y)dy. Then, the function

g(ϵ, d, s) := F

(
d− t

s

)
− eϵF

(
− t

s

)
for

t := sup

{
z < as | f

(
z − d

s

)
≤ eϵf

(z
s

)}
is

a. increasing in d and strictly so if t < as
b. decreasing in s and strictly so if t < as
c. decreasing ϵ and strictly so if t < as
d. non-negative, and
e. zero if and only if t = ∞.

Proof of Lemma 18. We can partition the parameter region W ⊆ [0,∞)2 × (0,∞) into two
disjoint regions: W= when t = as and W< when t < as.

First assume (ϵ, d, s) ∈W=. If a = ∞, then g = 0, and a. – e. hold. Now, assume a <∞. Then
g(ϵ, d, s) = F

(
d−as
s

)
and does not depend on ϵ, i.e., g is increasing (but not strictly) in ϵ. Note

F (z) is increasing in z. Therefore, since d−as
s = d

s − a is increasing in d and decreasing in s, we
have that g is increasing in d and decreasing in s. Since F is non-negative, g is also non-negative,
and also zero only if d = 0. Consequently, a. – e. all hold in this case.

Now assume (ϵ, d, s) ∈ W<. Let α = t−d
s and β = t

s . Then viewing t = t(ϵ, d, s) < as and
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applying the chain rule for differentiation and rearranging, we get

∂

∂d
g =− 1

s
(f (α)− eϵf (β))

(
∂

∂d
t (ϵ, d, s)

)
+
f (α)

2s
+
eϵf (β)

2s
∂

∂s
g =

1

s2
(f (α)− eϵf (β)) t (ϵ, d, s)

− 1

s
(f (α)− eϵf (β))

(
∂

∂s
t (ϵ, d, s)

)
− f (α) d

2s2
− eϵf (β) d

2s2
,

∂

∂ϵ
g = eϵ(F (β)− 1)− 1

s

(
∂

∂ϵ
t(ϵ, d, s)

)
(f(α)− eϵf(β))

Since f is lower semicontinous, we have that f(α) − eϵf(β) = 0 when t < as. Furthermore,
since t < as =⇒ t ∈ (−as, as), we get that β = t/s ∈ (−a, a) and consequently f(β) > 0 and
F (β) < 1. Then, since d > 0, s > 0, f ≥ 0, and F ≤ 1,

∂

∂d
g =

f (α)

2s
+
eϵf (β)

2s
> 0

∂

∂s
g = −

(
f (α) d

2s2
+
eϵf (β) d

2s2

)
< 0

∂

∂ϵ
g = eϵ(F (β)− 1) < 0.

We have now proven parts a., b., c. and the “if” part of e. We now turn to part d.

We first note that we can write g as F (−α)− eϵF (−β). In order for g ≥ 0, we must have that

F (−α)
F (−β)

≥ eϵ.

Now, let a(x) = (x − d)/s, b(x) = x/s, and τ = t(ϵ, d, s). Then we have that α = a(τ) and
β = b(τ). Using that F (−x) =

∫∞
x
f(w)dw and integration by substitution we get

F (−α) = F (−a(τ)) = s−1

∫ ∞

τ

f(a(x))dx

F (−β) = F (−b(τ)) = s−1

∫ ∞

τ

f(b(x))dx.

Recalling that the likelihood ratio r(x) = f(a(x))/f(b(x)) is non-decreasing and that r(τ) = eϵ,
we have that f(a(x)) ≥ eϵf(b(x)) for x ≥ τ . Consequently, we can conclude d. as

F (−α)
F (−β)

≥ eϵ.

Now assume that f(a(x)) = eϵf(b(x)) for all x ≥ τ . Then t(ϵ, d, s) = sup{z | r(z) ≤ eϵ} = ∞.
Consequently, when t(ϵ, d, s) < ∞ we must have that

∫∞
τ
f(a(x)) >

∫∞
τ
eϵf(b(x)). This in turn

means that F (−α)
F (−β) > eϵ which implies g > 0 when t(ϵ, d, s) <∞. This concludes the proof of the

“only if” part of e., and the proof of the lemma.
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Proof of Lemma 1. Let x = q(d) and y = q(d′), d = x − y, Y+ = sX + d, Y− = sX,
f+(x) = s−1f(s−1(x−d)), and f−(x) = s−1f(s−1x)). Then, variables Y+ and Y− are distributed
according to densities f+ and f−, respectively.

By Lemma 12, in order to show Pr(sX + x ∈ S) ≤ eϵ Pr(sX + y ∈ S) + δ for all measurable sets
S, it suffices to show that Pr(Y+ ∈ S) ≤ eϵ Pr(Y− ∈ S) + δ for all measurable sets S. The latter
is equivalent to showing that for all measurable S, Pr(Y+ ∈ S) − eϵ Pr(Y− ∈ S) ≤ δ. Since f is
even, we can apply Lemma 13 to let d ≥ 0 without loss of generality for the remainder of this
proof.

Let Ac = {x | f+(x) > eϵf−(x)} Then, from Lemma 14 we have that

Pr(Y+ ∈ Ac)− eϵ Pr(Y− ∈ Ac) ≤ δ (12)

is a sufficient and necessary condition for Pr(sX + x ∈ S) ≤ eϵ Pr(sX + y ∈ S) + δ for all
measurable sets S.

Since f is even, we have that F (−x) = 1−F (x). This allows us to write Pr(Y+ > t) = F ((d−t)/s)
and Pr(Y− > t) = F (−t/s). Furthermore, f((z−d)/s) ≤ eϵf(z) ⇐⇒ ψ(z/s)−ψ((z−d)/s) ≤ ϵ.
This, together with the chaining of Lemma 17 and Lemma 18 conclude the proof.

Proof of Lemma 2. From Inspecting (1), it suffices to show that for ∆t(ϵ, 1, s) = t(ϵ,∆, s∆)

for ∆ > 0. Let tz := sup

{
z | f(

z−1
s )

f( z
s )

≤ eϵ
}
. Substituting u = z∆ into tz, we obtain tu =

sup

{
u | f(

u−∆
s∆ )

f( u
s∆ )

≤ eϵ
}
. From this we see that ∆tz = tu. That s(ϵ, δ,∆) is non-increasing in

both ϵ and δ is due to Lemma 18.

A.3 Proofs from Section 3.2

Proof of Theorem 3. For the standard Laplace distribution, ψ(x) = ψ1 = log(2) + |x|, which
is convex and even. Then

ψ
(x
s

)
− ψ

(
x−∆

s

)
=
∣∣∣x
s

∣∣∣− ∣∣∣∣∆− x

s

∣∣∣∣ = ϵ

has solutions

S =


{x | x ≥ ∆}, ∆ = ϵs{
ϵs
2 + ∆

2

}
, ∆ > ϵs

∅, otherwise.

When ∆ = ϵs, we have that t = ∞, and applying Lemma 1, we have (ϵ, 0)-differential privacy
when s ≥ ∆/ϵ. Now, let ∆ > ϵs. Letting F (x) = F1(x) (the standard Laplace cdf) and
substituting ϵs

2 + ∆
2 for t in (1) and solving for s yields

s ≥ ∆

ϵ− 2 log (1− δ)
.

For δ = 0, the above coincides with s ≥ ∆/ϵ. The theorem follows from Lemma 1.
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Proof of Theorem 4. We have that flog(x) = e−ψ(x) for ψ(x) = ψlog = x + 2 log (1 + e−x).

Since ψ′′(x) = 2e−x

(1+e−x)2 ≥ 0, we have that ψ is convex. Evenness can be seen from eψ(x) =

2 + e−x + ex and the fact that ex is a strictly monotone function. Then, the equation

ψ
(x
s

)
− ψ

(
x−∆

s

)

=
2 log

(
1 + e−

x
s

)
s− 2 log

(
1 + e

−x+∆
s

)
s+∆

s
= ϵ

solved for x has solution

x∗ = − log (A− 1) s, where

A = e−
−2s log

(
e
∆
s −1

)
+2s log

(
−1+e

ϵs+∆
2s

)
−ϵs+∆

2s .

Let t = x∗, and let F (x) =
∫ x
−∞ flog(w)dw. Then, manipulation yields

F

(
∆− t

s

)
− eϵF

(
− t

s

)
=
e

ϵs+∆
s + e

2∆
s + 2e

ϵs+∆
2s − 2e

ϵs+3∆
2s − e

∆
s − eϵ(

e
∆
s − 1

)2 .

Solving

e
ϵs+∆

s + e
2∆
s + 2e

ϵs+∆
2s − 2e

ϵs+3∆
2s − e

∆
s − eϵ(

e
∆
s − 1

)2 = δ

for s yields two solutions
∆

2 log

(
e

ϵ
2 ±

√
δ(eϵ+δ−1)

1−δ

)
of which the larger drops out due to monotonicity of the left hand side of (1). The smaller
produces the stated bound. The theorem then follows from Lemma 1.

Proof of Theorem 5. The standard Gaussian density is f2(x) = e−ψ(x) for convex and even

ψ(x) = ψ2(x) = log(2π)
2 + x2

2 . Since ψ
(
z
σ

)
− ψ

(
z−d
σ

)
=
(
∆
σ2

)
z − ∆2

2σ2 , we see that ψ is MLR-

unbounded. The equation ψ
(
z
σ

)
− ψ

(
z−d
σ

)
= ϵ has unique solution z∗ = 2ϵσ2+∆2

2∆ for σ > 0 and
∆ > 0. The theorem then follows from Lemma 1.

A.4 Proofs from Section 3.3

Lemma 19. Let ψ : R → R be even, convex, and non-constant. For d > 0, l(z, s) = ψ(z/s) −
ψ((z − d)/s) is increasing in z and strictly decreasing in s > 0 for z > d/2.
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Proof of Lemma 19. For d > 0, l is increasing in z by Lemma 11. For l to be decreasing in s,
we need that if s < s′ then l(z, s)− l(z, s′) ≥ 0. We have

l(z, s)− l(z, s′) = a− b

for a = ψ
(
z
s

)
− ψ

(
z−d
s

)
and b = ψ

(
z
s′

)
− ψ

(
z−d
s′

)
. Now assume that z > d/2, which by non-

constancy, convexity and eveness of ψ ensures that ψ(z/s) > ψ((z−d)/s) for any s > 0, so a > 0
and b > 0. We now show that a > b to round out the proof. Let xs1 = (z − d)/s, xs2 = z/s,
xs′1 = (z − d)/s′, and xs′2 = z/s′. Then, xs2 − xs1 = d/s > d/s′ = xs′2 − xs′1, xs′1 < xs1, and
xs′2 < xs2. Consequently (by z > d/2, evenness ,convexity, and non-constancy) we have that the
slope of the line passing through (xs′1, ψ(xs′1)) and (xs′2, ψ(xs′2)) is positive and at most that
of the line passing through (xs1, ψ(xs1)) and (xs2, ψ(xs2)). Then since xs2 − xs1 = d/s > d/s′ =
xs′2 − xs′1, we must have that a = ψ(xs2)− ψ(xs1) > b = ψ(xs′2)− ψ(xs′1).

Proof of Theorem 6. Let l(z, s) = ψ(z/s) − ψ((z − d)/s). Since ψ is even and convex, l is
increasing in z from Lemma 11. Since f is MLR-unbounded, there will always exist z such that
ψ(z/s) − ψ((z − d)/s) > ϵ for any ϵ > 0. This, in turn means that t ∈ Supp(f). From Lemma
18 we then have that F ((∆ − t)/s) − eϵF (−t/s) is strictly decreasing in s, non-negative, and 0
if and only if t = sup{z | l(z, s) ≤ ϵ} = ∞. Noting that we only need to consider z > d/2 (From
the proof of Lemma 17), applying Lemma 19, we can make t arbitrarily large by increasing s.
Consequently, lims→∞ F ((∆− t)/s)− eϵF (−t/s) = 0, and we conclude the Lemma.

A.5 Proofs from Section 3.4.1

Proof of Theorem 7. Applying Theorem 3 and Theorem 4, we see that

ρ(ϵ, δ) =
2 log

(√
δ
√
eϵ + δ − 1 + e

ϵ
2

)
− 2 log (1− δ)

ϵ− 2 log (1− δ)
. (13)

For 1 > δ ≥ 0 we get that

2 log(2) + ϵ > 2 log
(√

δ
√
eϵ + δ − 1 + e

ϵ
2

)
≥ ϵ.

Substituting, the lower bound into (13) we get

ρ(ϵ, δ) ≥ 1.

Renaming ϵ as x for readability, we now write

ρ(x, δ) =
f(x)

g(x)
where

f(x) = −2 log
(√

δ
√
ex + δ − 1 + e

x
2

)
+ 2 log (1− δ) ≤ 0

g(x) = −x+ 2 log (1− δ) ≤ 0,with

f ′(x) = −
2
( √

δex

2
√
ex+δ−1

+ e
x
2

2

)
√
δ
√
ex + δ − 1 + e

x
2

≤ 0

g′(x) = −1 ≤ 0,
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with all the inequalities strict for x > 0. For

H(x) =
g(x)2(f/g)′(x)

|g′(x)|
we now get

lim
x→0

H(x) = h(δ) for

h(δ) =
(2δ − 2) log (1− δ)− 2 log (δ + 1) (δ + 1)

δ + 1
,

and

h′(δ) =
4 log (1− δ)

(δ + 1)
2 < 0,

which means that for 1 > δ ≥ 0, h(δ) ≤ 0.

We have that

(f ′/g′)′(x) =

q(x)

√
δe

x
2

2 (ex + δ − 1)
3
2

(√
δ
√
ex + δ − 1 + e

x
2

)2 ,
for

q(x) =
(
−2e

x
2

(√
δ − δ

3
2

)√
ex + δ − 1

)
+ (δ − 1) (δ + 2ex − 1) ,

and recognize that (f ′/g′)′(x) ≤ 0 if q(x) ≤ 0. Since
√
δ−δ 3

2 ≥ 0 for 1 > δ ≥ 0, we also recognize
that q(x) ≥ 0.

A combination of Theorems 4 and 5 in Anderson et al.(Anderson et al., 2006), yields: If g′ never
vanishes on an open interval (0, b) ∈ R and gg′ > 0 on (0, b), limx→0H(x) ≤ 0, and f ′/g′ is
decreasing on (0, b), then (f/g)′ < 0 on (0, b). By the above, all the conditions are met and we
can conclude that ρ(ϵ, δ) is decreasing in ϵ for ϵ ∈ (0, b) for arbitrary b > 0.

Now,

lim
ϵ→0

ρ(ϵ, δ) = ρ(0, δ) =
− log (δ + 1) + log (1− δ)

log (1− δ)

and

d

dδ
ρ(0, δ) =

log
(

1−δ
δ+1

)
δ + log

(
1

(δ+1)(1−δ)

)
log (1− δ)

2
(1− δ) (δ + 1)

,

which we recognize as being non-positive, meaning that the ratio decreases in δ. Consequently,

ρ(ϵ, δ) < lim
δ→0

ρ(0, δ) = 2,

which concludes the proof.

Proof of Corollary 1. Follows from Var(X1) = 2, Var(Xlog) =
π2

3 ,

Var(s1(ϵ, δ,∆)X1)

Var(slog(ϵ, δ,∆)Xlog)
= (ρ1,log(ϵ, δ))

2 Var(X1)

Var(Xlog)
,

and Theorem 7.
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A.6 Proofs from Section 4

Proof of Lemma 8. Let d > 0, and let

D
(n)
d = {x ∈ Rn | ∥x∥ = d},

A
(n)
d = {x ∈ Rn | f(∥x− d∥) ≤ eϵf(∥x∥)},

A
(n)
d =

⋃
d∈D(n)

d

A
(n)
d .

We note that for d ∈ D1
d we have

A
(1)
d = {x ∈ R | f(|x− d|) ≤ eϵf(|x|)}

= {x ∈ R | f(x− d) ≤ eϵf(x)}.

The first equality in the above display is due to isomorphy and the second is due to f being even.
Therefore,

A
(1)
d = {x ∈ R | f(x− d) ≤ eϵf(x)}.

If we are able to show that x ∈ A
(n)
d ⇐⇒ ∥x∥ ∈ A

(1)
d , then the proof follows by the argument

in the proof of Lemma 1 for Ac =
(
A

(1)
d

)c
.

We start with ( =⇒ ). First note x ∈ A
(n)
d =⇒ ∀d ∈ D

(n)
d (f(∥x − d∥) ≤ eϵf(∥x∥)), and in

particular for y = argmin
d∈D(n)

d

∥x− d∥ = cx for c = d
∥x∥ . We also have that

f(∥x− y∥) ≥ max
d∈D(n)

d

f(∥x− d∥), (14)

since f is non-increasing on R≥0. Now,

∥x− y∥ = ∥x− cx∥ = ∥(1− c)x∥
= |1− c|∥x∥

=

{
∥x∥ − d if d ≤ ∥x∥,
d− ∥x∥ if d > ∥x∥.

Since f is even, f(∥x∥ − d) = f(d− ∥x∥), and consequently

f(∥x− y∥) ≤ eϵf(∥x∥) =⇒ f(∥x∥ − d) ≤ eϵf(∥x∥).

By (14) we conclude the ( =⇒ ) case.

We now turn to ( ⇐= ). By the reverse triangle inequality we have ∥x − d∥ ≥ ∥x∥ − ∥d∥ and
since f is non-increasing on R≥0, f(∥x−d∥) ≤ f(∥x∥−∥d∥). From this we conclude the ( ⇐= )
case.

Proof of Theorem 9. Applying a reparameterization of τ = (2/q)1/q in (12) in Osiewalski and
Steel (1993), they show that when the independent Xi ∼ fp, where fp is the Subbotinp density,
the variable X has a ∥ ·∥p-spherical distribution. Since the distribution of X is ∥ ·∥p-spherical, X
is distributed according to density g(x) = h(∥x∥p) for a function h. Since the marginals Xi ∼ fp,
we must have that g(x) = C−1fp(∥x∥p) for a normalizing constant C. The theorem then follows
from Lemma 8.
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A.7 Proofs from Section 4.1

Proof of Theorem 10. Suppose ∥f(R)∥∞ = 0, in which case it is an l∞-ball and ∆p = 0.
Now, suppose ∥f(R)∥∞ > 0 and let (v, w) ∈ arg sup(x,y)∈f(R)2 ∥x − y∥∞. Since ∥f(R)∥∞ > 0,
there exists distinct a, b ∈ R such that f(a) = v and f(b) = w. We can now let d1 ∈ {a}n and

d2 ∈ {a}n−1×{b}. Then, ∥q(d1)−q(d2)∥p = |ν(n)| (
∑m
i=1 |vi − wi|p)

1/p ≤ m1/p|ν(n)|∥v−w∥∞ =
m1/p |ν(n)| ∥f(R)∥∞. By linearity of f , we have that ∥q(d1)− q(d2)∥p ≥ ∥q(d)− q(d′)∥p for any
neighboring d, d′ ∈ Rn. If f(R) is a l∞-ball, we can choose v and w such that |vi−wi| = ∥v−w∥∞
for all i. Then we get the claimed equality.
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