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ABSTRACT Face morphing attacks have demonstrated a high vulnerability on human observers and com-
mercial off-the-shelf Face Recognition Systems (FRS), especially in the border control scenario. Therefore,
detecting face morphing attacks is paramount to achieving a reliable and secure border control operation.
This work presents a novel framework for the Single image-based Morphing Attack Detection (S-MAD)
based on the multimodal regions such as eyes, nose, and mouth. Each of these regions is processed using
colour scale-space representation on which two different types of features are extracted using Binarised
Statistical Image Features (BSIF) and Local Binary Features (LBP) techniques. These features are then
fed to the classifiers such as Probabilistic Collaborative Representation Classifier (P-CRC) and Spectral
Regression Kernel Discriminant Analysis (SRKDA). Their decisions are combined at score level to make
the final decision. Extensive experiments are carried out on three different face morphing datasets to
benchmark the performance of the proposedmethodwith the existingmethods. Further, the proposedmethod
is benchmarked on the Bologna Online Evaluation Platform (BOEP). Obtained results demonstrate the
improved performance of the proposed method over existing state-of-the-art methods.

INDEX TERMS Biometrics, attacks, face biometrics, morphing attacks, multimodal modality.

I. INTRODUCTION
Face Recognition Systems (FRS) are widely deployed in
security-based applications, including border control scenar-
ios. Face biometrics is employed as the primary identifier
to claim the subject’s identity in electronic passports. The
wide applicability of the face biometrics can be attributed to
its easy enrollment process, user-friendly and easily verified
by the human observer during passport issuance and border
control. However, the evolving attacks on face biometrics
have demonstrated the possibility of overriding the passport
issuance protocols by introducing morphing attacks. Morph-
ing is a process of blending one or more source images such
that the resulting image will represent the salient character-
istics of the source images [34]. Thus, the face morphing
process will enable the attacker to generate a new face image
similar to the face images used to create the morphing attack.
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Hence the generated face morphing image can be used to
fool both human observers at passport issuance and FRS at
the Automatic Border Control (ABC) gates [10], [16], [26],
[34] resulting in high vulnerability. Further, the face morph-
ing is demonstrated to be vulnerable even on infants [33].
Hence, the development of Morph Attack Detection (MAD)
to automatically detect these attacks is of paramount
importance.

The face MAD techniques available in the literature can be
broadly divided into Single image-basedMAD (S-MAD) and
Differential image-based MAD (D-MAD) [34]. The S-MAD
techniques use a single image, and D-MAD techniques will
use two images to detect the morphing attacks. Among these
two approaches, the single image-based morph detection is
very challenging due to the variation in the face image quality,
and this is further justified by the NIST FRVT MORPH [18]
benchmark. Hence, in this work, we have focused on the
problem of detecting the face morphing attack from a single
face image.
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The S-MAD techniques are widely addressed in the
literature; the first S-MAD technique was introduced by
Raghavendra et al. [23] based on the micro-texture based
approach to quantify the morphing noises. Since then, sev-
eral S-MAD techniques have been introduced that can be
broadly classified as [34] (a) texture-based (b) morphing
noise-based and (3) deep learning-based. The texture-based
methods include the use of standard texture descriptors such
as Binarised Statistical Image Features (BSIF), Local Binary
Features (LBP), Image gradient, Local Phase Quantisation
(LPQ), Histogram of oriented gradients (HOG), Scale- Invari-
ant Features (SIFT) and Speed-up Robust Features (SURF).
In most cases, these texture features are classified using
Support Vector Machine (SVM). The residual noise-based
approaches extract the morphing noise resulting from the
image blending process. Several techniques are investigated
that includes: Photo Response Non-Uniformity (PRNU) [9],
Context Aggregated Network (CAN) [30] and colour denois-
ing techniques [31]. The third type of S-MAD technique is
based on deep learning techniques. Most of the deep learning
techniques introduced in the literature are based on using the
pre-trained CNN networks that can be attributed to the small
face morphing dataset. To this extent, several pre-trained
models are employed to perform the S-MAD. For a more
detailed review on the state-of-the-art on S-MAD, readers are
referred to the [34].

The recent works (after the publication of the survey arti-
cle [34] on the S-MAD continued to use both hand-crafted
features [3], [5] and the deep learning features [4], [8]. In [5]
presents the scale-space features using 2D Discrete Wavelet
Transform (2D-DWT) where discriminative wavelets are
selected based on the entropy. The selectedwavelet sub-bands
are then classified using pre-trained Inception Resnet-v1
architecture. The results are presented on the small dataset
with only 314 images in which 183 morphed and 131 bona
fide face images. In [3] presented a technique based on
the LBP features from which the discriminative features are
selected using Neighbourhood Component Analysis (NCA)
and classification using K-Nearest Neighbour (KNN), Deci-
sion Tree Classifier (DTC) and Naïve Bayes (NB) classifier
independently. Experiments are presented on the small scale
datasets with the improved sharpness as the post-processing.
In [4] presents the attention-based deep CNN which uses
Inception Resnet v1 as a backbone. Experiments are car-
ried out by combining different morph generation schemes
indicating the performance improvement over hand-crafted
MAD methods. In [8], pixel-wise morphing attack detection
(PW-MAD) solution is presented and experimented on small
scale datasets to benchmark the generalisation. Thus, based
on the available work, it can be noted that the existing deep
CNN basedmethods can only use the pre-trained network due
to the small scale of the database. However, the pre-trained
networks are not robust enough to generalize on various
variations (e.g. morphing generation type, post-processing,
ageing, etc.) in the morphing image due to the limited
availability of datasets. Hence, the hand-crafted features

FIGURE 1. Artefacts due to morphing process (indicated in red dotted
lines) illustration in the multimodal regions (eyes, mouth and nose) from
face.

are still the favourite choice to improve the state-of-the-art
performance.

This work introduce a new framework based on multi-
modal features from the face to detect single image-based
morphing attacks. The face region consists of four distinct
regions: periocular (both left and right), nose, and mouth.
The face morphing process will generate the artefacts in these
salient regions of the face, and thus, using these regions inde-
pendently will improve the morphing image detection accu-
racy. Figure 1 shows the multimodality from the face region
inwhich themorphing artefacts are highlighted. These factors
have motivated us to propose a new S-MAD technique based
on multimodality from the face region. The major challenge
in developing the S-MAD technique is the lack of availability
of large-scale datasets. Therefore, the majority of the existing
methods are based on hand-crafted features. Among the hand-
crafted features, the scale-space features have indicated the
best detection performance. Inspired by the robustness of the
scale-space features, we designed the proposed method based
on the scale-space features extracted using a Laplacian pyra-
mid. Mainly, we extract the colour scale-space representation
that is further processed using LBP and BSIF features inde-
pendently and classified using a Probabilistic Collaborative
Representation Classifier (P-CRC) and Spectral Regression
Kernel Discriminant Analysis (SRKDA) classifiers. Finally,
the comparison scores are combined using the weighted sum
rule to make the final decision. The proposed scheme will run
independently on the five salient regions, including face, left
periocular, right periocular, nose andmouth to further explore
the complementary features to improve the reliable morphing
attack detection. In this work, we aim to seek answers to
the following research questions, which will be answered
systematically in this paper:
• RQ#1: Does the use of multimodality will improve the
overall performance of S-MAD?

• RQ#2: Does the proposed S-MAD algorithm can indi-
cate superior performance irrespective of the morph-
ing generation techniques (e.g. landmark and deep
learning-based)?

• RQ#3: Does the proposed method indicates improved per-
formance on the morphing data with ageing?

• RQ#4: Does the manual post-processing to remove mor-
phing artefacts in the morphed face image can degrade the
performance of the proposed method?
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FIGURE 2. Block diagram of the proposed method.

• RQ#5: Does the proposed method can result in improved
generalisability to an unknown source of morphing process
when compared to existing methods?
In this work, we address the above presented research

questions in a systematic manner through the following
contributions:
• We present a novel S-MAD technique based on multi-
modality. To our knowledge, this is the first work that
introduces multimodality for S-MAD detection. Further,
we also present the colour scale-space based multi-feature
technique to extract the discriminant features from the mul-
timodal regions of the face that are combined at comparison
score level to make the final decision.

• Extensive experiments are carried out on three different
datasets to benchmark the detection performance of the
proposed method with existing state-of-the-art methods.
These three different databases are semi-publicly available
for the research community.

• The proposed method is extensively evaluated to bench-
mark the generalizability to a different kind of morph gen-
eration method and the morphing source (e.g. digital and
print-scan).

• The proposed method is extensively benchmarked to study
the detection performance degradation on the effect of
manual post-processing in both digital and print-scanmedi-
ums.

• The proposed method is benchmarked on the Bologna
Online Evaluation Platform (BOEP).
The rest of the paper is organised as follows: Section II

discuss the proposed method, Section III presents the

quantitative results of the proposed method on three dif-
ferent datasets together with the state-of-the-art algorithms.
Section V discuss the benchmark results on publicly available
platform. Finally, Section VI draws the conclusion.

II. PROPOSED APPROACH
Figure 2 shows the block diagram of the proposed method to
reliably detect the face morphing attacks using single image.
The novel part of the proposed method is the utility of mul-
timodality achieved by independently processing the salient
regions from the face to explore both complementarities and
taking advantage of the morphing artefacts predominant in
these regions. Inspired by the success of the scale-space
features [5], [25] in detecting the morphing attacks, in this
work, we proposed a new framework using scale-space rep-
resentation followed by the texture-based features with two
different classifiers such as P-CRC and SRKDA. The pro-
posed method consists of four functional blocks: multimodal
region extraction, colour scale-space representation, feature
representation, classification and multi-level fusion. In the
following, we discuss each of these functional blocks in
detail.

A. MULTIMODAL REGION EXTRACTION
The main objective of this step is to extract the salient regions
from the face image effectively. The salient regions include
the detected face, left periocular, right periocular, nose and
mouth. Given the face image Fi, we have employed the Dlib
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FIGURE 3. Illustration of extracting multi-modality using facial landmarks.

library1 to extract the 68 different facial landmarks. These
computed landmarks points include different facial regions
such as chin and jawline, eyebrows, nose, eyes, and lips.
Figure 3 illustrates the landmark detection using Dlib library
and since the facial images are captured in the constrained
conditions the landmark detection is reliable. The landmark
detection will provide an estimate of 68 landmark points that
are annotated with respect to the facial regions. For example,
to segment the right eye, we have used the landmarks with
annotation 43.44.45.46,47 and 48. We develop the rectangle
starting from landmark annotated point 43 and we decide the
width by counting pixels between annotated points 43 and
46 and the height is computed by counting the pixel between
45 and 47. Figure 3 illustrates the rectangle computed on
the right eye. We followed the similar procedure with the
left eye using the annotated landmarks 37 till 42 to compute
the rectangle as shown in the Figure 3. For the nose region,
we are interested in the frontal part as the morphing noises
are more visible due to the geometric mismatch. To effec-
tively extract the nose region, we have used the annotated
landmark points 31 till 36. Figure 3 shows the rectangle
segmentation region computed using these annotated land-
marks. Lastly, we segment the mouth region by considering
the outer landmarks annotated with 49-60 that are use to
estimate the width and height of the rectangle as shown in
the Figure 3. Thus, the extracted salient regions from the
Fi = FDi,LPi,RPi,Noi&Moi where FDi represents the
detected face region, LPi represent the left periocular region,
RPi represent the right periocular region, Noi represent the
nose region and Moi represents the mouth region. Figure 1
and 3 shows the qualitative results of the extracted salient
regions from the face image.

B. COLOR SCALE-SPACE REPRESENTATION
Given the salient regions, we obtain the color scale-space
representation independently for each region. Given the FDi,
the first step is to extract the color space. To this extent,
we have used both YCbCr and HSV color channel based on
their sensitivity to the morphing artefacts as demonstrated
in [21], [31]. Thus, the color channel representation for FDi
be FDCol = FDH ,FDS ,FDV ,FDY ,FDCb ,FDCr . In the next
step, we extract the scale-space features independently on

1http://dlib.net

each of the color images using Laplacian pyramid [7]. In this
work, we have selected the Laplacian pyramid over similar
techniques such as steerable pyramids [14] or wavelets by
considering its effective representation that can highlights
the morphing artefacts. Given the color space image FDH ,
we use three level decomposition that will result in the
FDH1,FDH2,FDH3. In this work, we have used six different
color channels thus, the corresponding scale-space repre-
sentation will result in 6 × 3 = 18 sub-images that are
independently processed to extract the multiple features. Let
the sub-images be represented as: SIk = SI1, SI2, . . . , SI18,
∀k = 1, 2, . . . , 18.

C. FEATURE REPRESENTATION AND CLASSIFICATION
Given the sub-image corresponding to the colour space repre-
senting the given salient region, we extract the micro-texture
features using LBP and BSIF. The LBP reflects the correla-
tion among pixels within a local area that quantifies the local
information. In this work, we have extracted LBP features
with a block size of 20×20 pixels with overlapping of 10 pix-
els and the neighbouring pixels as 8. This will result in a his-
togram features of size 28 = 256 that in turn passed through
the SRKDA classifier. The same sub-image is also used to
extract the course texture features using a BSIF descriptor
with a size of 17× 17 and 12 bits, resulting in a feature vector
of 4096. The BSIF features are further classified using the
P-CRC classifier. In this work, we mainly employ the
SRKDA for LBP features and P-CRC for BSIF features
by considering the individual performance of the classifiers
corresponding to individual features through the empirical
study. We perform the feature extraction and classification
independently on sub-images to obtain the corresponding
comparison scores.

D. MULTILEVEL FUSION
This work presents a multi-level fusion approach to combine
the comparison scores from sub-images corresponding to
P-CRC and SRKDA classifiers. The first stage fusion is per-
formed at the sub-image level between P-CRC and SRKDA
classifiers scores that are computed independently on BSIF
and LBP features. In this work, we have used the sum rule to
perform the fusion of comparison scores. In the second level,
the fusion scores from the first stage are combined using the
sum rule between BSIF-PCRC and SRKDA. The fusion is
carried out using the weighted sum rule between five different
salient regions in the final stage. The weights are computed
empirically [20] on the development dataset and kept constant
throughout the testing. The computed weights are as follows:
face= 0.25, left eye= 0.20, right eye= 0.20, nose= 0.20 and
mouth = 0.15. These values are kept constant on all three
datasets used in the experiments.

III. EXPERIMENTS AND RESULTS
In this section, we present extensive experiments to bench-
mark the performance of the proposed method on three
different datasets. We first present the characteristics of three
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FIGURE 4. Example images from DB-I.

different datasets employed to benchmark the performance of
the proposed method. We then present the quantitative results
of the proposed method together with the existing methods.
The quantitative performance of the MAD techniques is pre-
sented using the ISO/IEC metrics [15] namely the ‘‘Attack
Presentation Classification Error Rate (APCER (%)) which
defines the proportion of attack images (morph images) incor-
rectly classified as bona fide images and the Bona fide Pre-
sentation Classification Error Rate (BPCER (%)) in which
bona fide images incorrectly classified as attack images are
counted [15] along with the Detection Equal Error Rate
(D-EER (%))’’ [36].

A. FACE MORPHING DATASETS
This section presents the characteristics of the three different
datasets used to benchmark the quantitative performance of
the proposed method. Each of these datasets is selected by
considering the unique features that can cover the unique
aspects such as the different morph generation, different
print-scan processes, ageing and manual post-processing. All
three databases are semi-publicly (researchers can submit the
algorithms and get the benchmarked results or researchers can
personally visit the authors institute to get complete access
to the datasets) available for the research purpose. In the
following, we describe the unique characteristics of these
datasets.

1) DATABASE-I (DB-I)
DB-I dataset consists five different morph generation meth-
ods that include both landmarks and deep learning-based.

DB-I was first introduced in [36] and generated from
FRGC-V2 face database [19] to achieve high quality mor-
phing images. DB-I consists of 140 data subjects, among
which 47 are female, and 93 are male data subjects. The face
morphing is generated using two different landmarks-based
methods (Open CV [2] approach (referred as Landmark-I),
and UBO [13] approach (referred as Landmark-II) with post-
processing) and three different deep learning-based meth-
ods (MIPGAN-I, MIPGAN-II and StyleGAN). Further, DB-I
consists of three different mediums such as digital, print-scan
and print-scan with compression. The morphing is carried
out by following the guidelines outlined earlier [21], [27],
i.e., careful selection of subjects based on gender and com-
parison score using FRS to make attacks realistic. The DB-I
consists of 2500 × 3 (types of morph data) × 4 types of
morph generation technique = 30, 000 morph samples and
1270 × 3 (types of morph data) × 4 types of morph genera-
tion technique = 15, 240 bona fide samples [36]. Figure 4
shows the example images from the DB-I for the digital
medium.

2) DATABASE-II (DB-II)
DB-II dataset is generated using landmark-based morph gen-
eration technique that is publicly available from OpenCV [2].
The unique characteristic of this dataset is the manual
post-processing of the morphed face images to weed out
the noise resulting from the morphing process. DB-II is
constructed using the FRGC face dataset [19] from which
147 unique data subjects are selected by considering the
enrolment quality. The morphing dataset is generated by
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FIGURE 5. Example face image before and after post-processing.

FIGURE 6. Example face images from DB-II: (a) before (b) after
post-processing.

following the good practices discussed in [21], [27]. The
generated morphing images are further processed manually
using Adobe Photoshop to correct the errors resulting due to
themorphing process. Figure 5 shows the example face image
before and after post-processing, and it can be noted that the
post-processing operation has resulted in high quality mor-
phed images that are free from the morphing noises. DB-II
consists of both digital and print-scan (with two different
printers) data for both with and without post-processing. The
DB-II consists of 1272 × 3 (types of medium) = 3816 bona
fide and 1071 × 3 (types of medium) = 3213 morphed
images. Figure 6 shows the example images from DB-II.

3) DATABASE-III (DB-III)
DB-III dataset is introduced in [32] and based on theMORPH
II non-commercial dataset [6] and the unique characteristic
of this dataset is the variation in age. DB-III has two age
bins (1) MorphAge-I: This dataset consists of 1002 unique
data subjects with an age variation of 1-2 years. This dataset
has 10538 images (2) MorphAge-2: This dataset consists of
516 unique data subjects with an age variation of 2 to 5 years.
This dataset has in total of 3767 images. Both of these datasets
have used UBO face Morpher [13] to generate the morphed

FIGURE 7. Example face image from MorphAge-I: (a) example at year=0
(b) example at year=1 to 2.

FIGURE 8. Example face image from MorphAge-II: (a) example at year=0
(b)example at year=2 to 5.

face images. Figure 7 and 8 shows the example images from
DB-III.

B. RESULTS AND DISCUSSION ON DB-I
This section discusses the proposed method’s quantitative
results together with the state-of-the-art S-MAD techniques
on the DB-I. The DB-I includes 690 bona fide images and
1190 morphed images in the training set and 580 bona fide
and 1310 morphed images in the testing set. We design the
experimental protocols to reflect the role of different morph
generation techniques on the detection performance of the
S-MAD techniques. To this extent, we have proposed both
inter and intra experiment protocols. In the case of intra
evaluation protocol, we train and test S-MAD techniques
with the same type of morph generation technique. In con-
trast, inter evaluation protocol will use one type of morph
generation technique for training and the rest of the morph
generation technique for testing. Table 1, 2, 3, 4 and 5 shows
the quantitative performance of the proposedmethod together
with four recent state-of-the-art techniques from Deep fea-
tures [22], Steerable features [24], [25] and [29]. We partic-
ularly choose these S-MAD techniques as these techniques
have been widely evaluated on several types of morph gen-
eration techniques and different morph generation mediums
and both of these techniques have indicated the best detection
performance [36]. It is also worth noting that the Hybrid
features [25] are benchmarked in the NIST FRVT MORPH
challenge [18] indicating one of the top performances. These
factors justify the selection of SOTA for comparison with the
proposed method.

Based on the quantitative results obtained from the
intra-dataset experiments, the following are the important
observations:
• The intra evaluation protocol has indicated the high
success rate in detecting themorphing attacks using both
SOTA and the proposed method.
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TABLE 1. Quantitative performance of the proposed method - Training- Landmarks-I [21].

• Among three different mediums (digital, print-scan
and print-scan with compression), the S-MAD tech-
niques has indicated outstanding performance on digital
medium. In contrast, the performance is degraded with
print-scan and print-scan with compression.

• The proposed method has indicated the best perfor-
mance comparedwith two different state-of-the-art tech-
niques.

• The proposed method has shown outstanding perfor-
mance with D-EER = 0% on all different types of mor-
phing generation techniques, especially with the digital
medium. These results indicate the efficacy of the pro-
posed method.

• The proposed method also indicates the best results
compared to the SOTA on both print-scan and print-
scan with compression. These results further justify the
scalability of the proposed approach to the different
mediums.

Based on the obtained results from the inter evaluation
protocols, the following are the main observations:
• In general, the performance of the S-MAD algorithms
are degraded in the inter evaluation protocol. However,
the proposed method has indicated less degradation in
the detection performance compared with the SOTA.

• Based on the obtained results, the morph generation
technique used for training can impact the detection
performance when tested with the other morphing

generation techniques. This can be attributed to the
nature of morphing generation techniques, and the
post-processing applied after the generation of the mor-
phed face image.

• The proposed method has indicated the best perfor-
mance compared to the SOTA on most of the experi-
ments. In some cases, the proposed method’s degraded
performance is noted only with the digital medium.

• The proposed method has shown outstanding perfor-
mance on the print-scan medium. This can be attributed
to the nature of the data, as the print-scan process with
the same printer and scanner will somehow normalise
the effect of morph generation techniques. Further, it can
also be noted that the proposed method has indicated
the best detection performance compared to SOTA on
print-scan compression process data. Further, it can
also be noted that the compression noise will degrade
the performance of the proposed method compared to
without compression, especially in the inter evaluation
protocols.

• All-in-all, the proposed method has indicated the best
performance in the inter evaluation protocol compared
to the SOTA.

C. RESULTS AND DISCUSSION ON DB-II
This section presents the quantitative results on the DB-II to
understand the role of manual post-processing in detection
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TABLE 2. Quantitative performance of the proposed method - Training- Landmarks-II [13].

TABLE 3. Quantitative performance of the proposed method - Training- MIPGAN-I [36].

accuracy. We have devised four different experiments to this
extent: (1) Experiment-1: train and test S-MAD techniques
on before post-process data. (2) Experiment-2: train and test

S-MAD techniques after post-process (3) Experiment-3: train
after and test before post-process data (4) Experiment-4: train
before and test after post-process data. The DB-II includes
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TABLE 4. Quantitative performance of the proposed method - Training- MIPGAN-II [36].

TABLE 5. Quantitative performance of the proposed method - Training- StyleGAN [35].

689 bona fide images and 517 morphed images in the training
set, and 583 bona fide and 554 morphed images in the testing
set. The detection performance of the proposed method is
benchmarked against the existing S-MAD techniques such
as Ensemble features [29], Deep features [22], Steerable
features [24] and Hybrid features [25]. Table 6, 7, 8 and 9
indicates the quantitative results of the proposed method
compared with the existing methods.

The following are the main observations based on the
obtained results.
• The detection performance of the algorithms are influ-
enced by the datamedium. The digital medium generally
indicates a better detection performance than the print-
scan medium. Among the print-scan medium, the PS-I
dataset is the most challenging one to detect, which can
be attributed to the quality of the print-scan process.
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TABLE 6. Quantitative performance of the proposed method on Experiment-1.

TABLE 7. Quantitative performance of the proposed method on Experiment-2.

• The performance of the S-MAD techniques indicate the
best detection accuracy when trained and tested on the
same data medium compared to the cross-medium in all
four different experiments. The proposed method has
indicated the best results when trained and tested with
the same medium compared to the existing methods in
all four experiments.

• Comparing the quantitative results before and after
post-processing (from Experiment-1 and 2), the perfor-
mance of the S-MAD techniques are degraded when
trained and tested across the data medium. However, the

performance of the MAD techniques did not degrade
when trained and tested on the same data medium. These
results indicated that the performance of the S-MAD
algorithms are less affected by the post-processing if
the algorithms are trained and tested using the same
type of data medium. However, post-processing has an
impact on the performance of S-MAD techniques only
with cross data medium. Further, it is interesting to
note that that proposed method has indicated the best
performance compared to SOTAon both after and before
post-processing data, including the cross-data medium.
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TABLE 8. Quantitative performance of the proposed method on Experiment-3.

TABLE 9. Quantitative performance of the proposed method on Experiment-4.

• Based on the obtained results from Experiments-3 and 4,
MAD techniques are trained on after post-processing
and tested on before post-processing and vice versa.
These two experiments will provide insights into the
influence of detection accuracy on post-processing.
Also, we evaluate the same in cross data medium exper-
iments. As indicated in the Table 8 and 9, the MAD
techniques has indicated less degradation when same
data medium is used for training and testing. How-
ever, the detection performance is degraded when the
cross-medium is used in training and testing. Thus,
the post-processing of the morphed images indicates

the influence in detection accuracy only across cross-
medium.

• Overall, the proposed method has indicated the best
performance across all four different experiments and
thus indicated less influence to the post-processing
data. For simplicity, we have shown the DET plots
(see Figure 9) on Experiment-4 indicating the perfor-
mance of the proposed method.

D. RESULTS AND DISCUSSION ON DB-III
In this section, we present the quantitative results of the
proposed method with the existing methods on the age
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FIGURE 9. DET Curves showing the performance of the proposed method on Experiment-4 (a) Train on Digital (b) Train on PS-I (c) Train on PS-II.

TABLE 10. Experiment-I: Quantitative performance of the MAD
techniques on MorphAge-I.

variation datasets [32]. We have followed the same perfor-
mance evaluation protocol that of [32] with the same images
used for training and testing. Table 10, 11 and 12 presents the

TABLE 11. Experiment-I: Quantitative performance of the MAD
techniques on MorphAge-II.

quantitative results of the proposed method together with the
existing methods. Based on the obtained results following are
the main observation:
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TABLE 12. Experiment-II: Quantitative detection performance of MAD
techniques on MorphAge-I v/s. MorphAge-II.

• Themorphing factor does not influence the performance
of the proposed method used to generate the morphing
images. It can also be observed that the ageing factor
does not influence the performance of the proposed
method.

• The detection performance of the proposed method is
not influenced by the cross-age experiments as reported
in Table 12. However, most of the existing methods has
indicated degraded performance.

• In general, the proposed method indicates the outstand-
ing detection performance in all three experiments that
can be attributed to the complementary information that
can be extracted using multi-modality. Figure 10 shows
the distribution of the bona fide and morph scores from
the proposed method on all three experiments with a
morphing factor of 0.5. The obtained results indicate the
clear separation of the bona fide and morph scores that
shows the robustness of the proposed method to ageing.

FIGURE 10. Score distribution showing the performance of the proposed
method with Morphing Factor = 0.5 on DB-III (a) Experiment-I:
MorphAge-I (b) Experiment-I: MorphAge-II (c) Experiment-II: MorphAge-I
v/s. MorphAge-II.

E. EXECUTION TIME OF MAD ALGORITHMS
This section presents the discussion on the execution time for
the individual MAD algorithms employed on three different
databases in this work. The execution time is calculated by
including the time to read a face image from storage, process
it with face detection, pre-processing operation to have a face
region of dimension 250× 250 pixels, feature extraction and
testing with a trained model to get the final decision. Table 13
shows executing time of 10 differentMADalgorithms that are
evaluated in this work for the single probe face image. All the
MAD algorithms are evaluated on the windows machine with
Intel(R) Xeon(R) CPU E5-2660 v3 processor with 256GB
RAM and developed using MATLAB. It is important to note
that none of these MAD algorithms is optimised to run fast
except that the proposed method is implemented to extract
features in parallel. As noted from Table 13 the execution
time of the MAD algorithms increases with the complexity
of the algorithms as some of the MAD techniques reported
in Table 13 use multiple feature extraction and classification
algorithms. Among the different MAD techniques, the pro-
posed method shows the high execution time attributed to
the use of multimodality. However, with professional code
optimisation and sophisticated hardware, the proposed
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FIGURE 11. Quantitative results from Bologna Online Evaluation Platform (BOEP).

TABLE 13. Execution time of MAD algorithms.

S-MAD method can be easily deployed in real-life experi-
ments to achieve reliable detection accuracy.

IV. DISCUSSION
Based on the extensive experiments conducted, obtained
results and the observations made above, the research ques-
tions formulated in Section I are answered below.
• Q1. Does the use of multimodality will improve the overall
performance of S-MAD?
– Based on the extensive experiments reported using

three different datasets with varying characteristics
(like morphing generation type, manual post-processing
and ageing), the proposed method has consistently
out-performed the existing S-MAD techniques. Thus,
the proposed method has indicated the best performance
in detecting the single image face morphing attacks.

• Q2. Does the proposed S-MAD algorithm can indicate
superior performance irrespective of the morphing gener-
ation techniques (e.g. landmark and deep learning-based)?
– Based on the results reported on DB-I in which the

proposed method is evaluated on five different morph
generation techniques. The proposed method shows the

improved performance over existing S-MAD techniques
on all five different types of morph generation.

• Q3. Does the proposed method indicates improved perfor-
mance on the morphing data with ageing?
– Based on the results obtained on DB-III, the proposed

method has indicated an outstanding performance on
all three experiments compared to the existing meth-
ods. Thus, the use of multimodality together with the
proposed features extraction and classifications scheme
has resulted in the robust S-MAD system for ageing
variation.

• Q4. Does the manual post-processing to remove morphing
artefacts in the morphed face image can degrade the perfor-
mance of the proposed method?
– Based on the obtained results on the DB-II, the man-

ual post-processing of the morphed face images will
impact the detection performance of both the proposed
method and existing methods. The proposed method has
indicated the best performance even with manual post-
processing data.

• Q5. Does the proposed method can result in improved
generalisability to an unknown source of morphing process
when compared to existing methods?
– Based on the extensive experiments, the proposed

method has indicated the improved performance over
existing state-of-the-art on all three databases. Thus,
indicating the improved generalisability to an unknown
source of morphing process

V. BENCHMARK RESULTS FROM BOLOGNA ONLINE
EVALUATION PLATFORM (BOEP)
In this section, we present the quantitative results of
the proposed method on the Bologna Online Evaluation
Platform (BOEP) [1]. The proposed method is trained using
the data from all three different mediums such as: digital,
print-scan and print-scan compression. The training data is
sampled from all three datasets used in this work that are
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discussed in section III-A. Figure 11a and 11b shows the
performance of the proposed method on BOEP benchmark
with two different datasets such as: SMAD-BIOLAB-1.0 [11]
and SMAD-MORPHDB_D-1.0 [12] respectively. For the
detailed description of these datasets readers can refer to
Bologna Online Evaluation Platform (BOEP) [1]. Based on
the obtained results following can be noticed:
• The proposed method indicates the variation in the
detection accuracy depending on the type of the dataset
used for the testing.

• The proposed method indicates the performance with
D-ERR = 23.92% on the SMAD-MORPHDB_
D-1.0 [12] and D-EER = 40.45% on SMAD-BIOLAB-
1.0 [11] dataset.

• The performance variation of the proposed method can
be attributed to the variation in the data used for testing
as well as for training. The degraded performance noted
with SMAD-BIOLAB-1.0 [11] can be attributed to the
nature of image manipulations in the dataset. SMAD-
BIOLAB-1.0 dataset includes the face morphing images
generated frommanually generated landmarks andman-
ually retouched.

• The obtained benchmarking results are similar to the
cross dataset results reported in our experiments in
Section III-B. These results justifies our finding on gen-
eralising to unknown morphing attacks are challenging
especially in the S-MAD scenario.

VI. CONCLUSION
This work presented a new framework to detect face mor-
phing attacks based on a single image. The proposed method
will explore the multimodal regions from the face that include
eyes, mouth, and nose processed independently using feature
extraction and classification. In this work, we have used BSIF
and LBP to extract both course and detailed texture fea-
tures from the multimodal regions. The extracted features are
classified independently using P-CRC and SRKDA, whose
scores are combined at multiple levels to make the final
decision. Extensive experiments are carried out on three dif-
ferent datasets to benchmark the proposedmethod’s detection
performance and the existing methods. Experimental eval-
uation protocols are designed to benchmark the detection
performance on cross morph generation techniques, manual
post-processing and ageing variation. The proposed method
has indicated the best performance over existing methods on
all three datasets with different performance evaluation pro-
tocols. The obtained results demonstrate the efficacy of the
proposed framework for reliable single image-based morph
attack detection.
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