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Abstract— In recently developed electric power systems, 
numerous distributed generators (DGs) are connected via 
power electronic devices. Because these devices can generate 
harmonics and nonlinear distortion, traditional model-
based approaches can become too complex to accurately 
analyze the dynamic responses of DGs. Stability analysis 
methods based on impedance scanning provide a practical 
alternative to the linear model approximation method; they 
directly measure the impedance of the source-load 
subsystems and evaluate the stability. However, most 
previous research focused on the characteristics of 
individual grid-connected devices and the stability of the 
microgrid (MG). In this study, the dynamic characteristics 
of a large-scale power system with intermittencies caused by 
the introduction of a large number of DGs with advanced 
inverter controls were analyzed through impedance-based 
analysis. The effect of the capacitance of passive filters and 
transmission lines in advanced DGs on stability was also 
investigated. 

Keywords— advanced inverter, impedance, stability, 
transient responses 

I.  INTRODUCTION 

Recently, to maintain sustainable and stable use of 
energy, the electric power system has been configured as 
a set of microgrids (MGs) that are mainly composed of 
various types of distributed generators (DGs) instead of 
centralized power plants. For the DGs to be connected to 
the power system, power electronic devices, such as 
rectifiers and inverters, with various sophisticated 
functions are required. However, because these devices 
can generate many harmonics and can lead to nonlinear 
distortion, numerous DGs may lead to the instability of 
the entire system [1]. This issue is prominent for 
autonomous systems in isolated MGs and may have 
adverse effects on load operations such as induction 
motors. Therefore, to stably operate a power system with 
intermittencies caused by DGs, a practical method is 
required for acquiring and analyzing the dynamic 
characteristics of the system with high accuracy.  

Conventional methods typically use a model-based 
approach, for example, small-signal modeling, when 
steady-state stability is required. Hiti et al. [2] presented 
the modeling of a three-phase pulse-width modulation 
(PWM) inverter on dq synchronous coordinates, which is 

the basis of model-based analysis. Although this 
approach is useful for small-signal model-based inverter 
analysis, it is insufficient for analyzing systems in which 
inverters equipped with various types of controls are 
connected to complex power systems at arbitrary instants. 
A practical alternative to model-based analysis for these 
complex systems is the impedance-based analysis method, 
which measures the source-load impedance at the target 
area and evaluates its stability. Belkhayat [3] introduced 
various load models and confirmed the consistency 
between the results of impedance-based analysis and 
mathematical models. An overview of small-signal 
stability analysis methods and the practical advantages of 
impedance-based analysis is presented in [4] and [5]. 
Methods that reduce the computational load of numerical 
analysis in impedance-based methods have also been 
introduced [6,7]. With the recent increasing development 
of measurement and communication technologies, 
research on impedance-based analysis as data-driven 
analysis has accelerated, and analysis results from 
demonstration machine tests have been published [8,9]. 
Wen et al. [10−13] performed impedance-based analysis 
on an inverter-based MG and published numerous 
relevant findings. Amin et al. [14,15] extended the 
inverter-based MG and performed eigenvalue analysis 
using high-voltage direct current (HVDC) transmission 
systems as an example. Rygg et al. [16−18] applied 
impedance-based analysis in the dq domain to the 
positive/negative sequence domain and proved that 
analyses in both domains were equivalent. In [19], an 
impedance-based analysis was performed on an MG 
consisting of two types of advanced controlled inverters 
(grid-forming type and grid-following type).  

Thus, most previous research has focused on MG 
stability based on the characteristics of grid-connected 
inverters or loads. For example, a multi-converter study 
based on impedance analysis investigated the impact of 
connecting a new inverter at different points in the 
system, which can be useful in expansion-planning 
studies [20]. In contrast, this study assumed that 
numerous DGs are connected to a distribution system 
with a power plant comprising conventional synchronous 
generators (SGs). To reflect the current widespread 



 

 

adoption of renewable in a move toward carbon 
neutrality, this study analyzes the effect of DGs 
connected to a low-voltage distribution system at a long 
distance from the plant. In particular, assuming a 
situation in which the generation ratio of DGs becomes 
dominant compared to that of SGs in the future, the 
effects of the capacitance of transmission and distribution 
lines and the passive filter capacitance of grid-connected 
inverters will be discussed. 

II. METHODOLOGY 

A. Theory of impedance-based stability 

The algorithm used in this study is briefly reviewed, 
and its detailed derivation is provided in [18]. A general 
power system can consist of two subsystems (i.e., a 
source and a load) connected via an appropriate interface 
point, namely, the point of common coupling (PCC). The 
source subsystem is represented by a Thévenin equivalent 
circuit with equivalent impedance SZ . The load 
subsystem is represented by a Norton equivalent circuit 
with equivalent load admittance 1

L LY Z  . A DC system 
can be analyzed using the Nyquist criterion by defining 
the minor-loop gain as follows: ( ) S LL s Z Y  [21]. 
However, owing to its simplicity, the three-phase AC 
system on the stationary frame is typically converted to 
the dq reference frame. In this case, the system is a multi-
input multi-output (MIMO) system, to which the 
generalized Nyquist criterion (GNC) can be applied. The 
GNC is an extension of the classical Nyquist criteria 
derived for single-input single-output (SISO) systems, 
such as DC systems. Following the modified GNC 
explained in [3] and [18], system stability can be assessed 
by the condition that all eigenvalue loci of the minor-loop 
gain ( )L s  do not encircle the point ( 1, 0)j . The 
eigenvalue of ( )L s  can be calculated from (1), where 

( )i s  is the i -th eigenvalue of ( )L s . 

   det ( ) 1 ( )i
i

I L s s    .   (1) 

Fig. 1 shows the system configuration and the block 
diagram of an AC system. Here, s  represents the Laplace 
operator, and the superscript dq indicates that each 
variable is defined in the dq domain by disregarding the 
zero-sequence component. The small-signal source 
impedance ( )dq

s sZ  and load admittance ( )dq
L sY  can be 

calculated from (2) and (3) (the generalized Ohm’s law), 
respectively: 
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The small-signal impedance of the three-phase AC 
systems is calculated by measuring the response to a 
small disturbance in the simulation. The small 

disturbances can be caused by signal injection through 
frequency sweeping at the PCC using two types of 
methods: series voltage or shunt current injection. In this 
study, DGs with a large output ratio were set as the 
source side, and the conventional SGs were set as the 
load side. To reduce the measurement error, two 
orthogonal signals were injected at the connection point 
of the output filter of the DGs in the series voltage 
method [16]. 

B. Advanced inverter (VSG) control 

DGs derived from renewables, such as photovoltaic 
power generation, threaten the stability of power systems 
due to their intermittency, which depends on weather 
conditions and the nonlinearity of harmonics generated 
by power electronic devices. Furthermore, power 
electronic devices do not have the inertia of traditional 
SGs and introducing large amounts of DGs reduces the 
inertia of the entire grid. Therefore, inverters that 
interconnect these DGs to the grid are expected to have 
functions that contribute to stabilizing the frequency and 
voltage. Unlike grid-following inverters such as those in 
conventional power conditioning systems, some grid-
forming inverters have a control mechanism that 
simulates the inertial behavior, similar to that of SGs, 
thereby becoming the main power source themselves or 
promoting grid stability.  

Virtual synchronous generator (VSG) control is an 
advanced control of grid-connected inverters that can 
output power equivalent to the inertial energy based on 
Park's generator theory; the control uses stored energy 
such as batteries or super capacitors connected at the DC 
side of the inverter. The above mentioned virtual-inertial 
behavior, like that of SGs, has a frequency response in 
the 0.1 Hz to several Hz band, whereas the cutoff 
frequency of the passive output filter of the inverter is 
designed to be approximately 1 kHz to several kHz for 
conventional Si IGBTs. These output filters have 
capacitance components to enable islanded operation of a 
grid-forming inverter. In addition, VSG control has a 
cross-coupled term between the excitation and torque 
controls. Considering these factors, the output behavior 
must be analyzed in all frequency bands when a large 
number of DGs with advanced control such as VSG is 
introduced into the grid via inverters. 

Although various types of VSG controls have been 
studied, they all have been introduced with the 
motivation of simulating the inertial control of a 
synchronous generator. Therefore, in this study, 
Kawasaki-type VSG control [22], which can be easily 

 
Fig. 1. AC system in the dq domain: (a) system configuration and 
(b) block diagram. 



 

 

constructed as a power control at the supervisory layer of 
a conventional grid-following inverter, is verified. From 
this point, DGs of grid-connecting inverters with 
Kawasaki inverter control will be referred to as VSGs. 

Fig. 2 shows the Kawasaki topology used for VSG 
control, which consists of torque control, excitation 
control, and the impedance model shown in the red, blue, 
and green frames, respectively. The current command 
values are calculated and output to the minor control, 
which is conventional current control. In torque control, 
the internal phase difference angle (  rad) is calculated 
from the difference between the command and feedback 
values of the active power ( P pu and *P  pu) and the 
difference between the angular velocity of the inverter 
output voltage (   rad/s) and its nominal value ( n  
rad/s). The angular velocity difference has a droop 
characteristic of PFK  with respect to the active power 
difference. When this is combined with the swing 
equation for the inertial constant ( M  s), the dynamics of 
the torque control can be expressed as follows: 

( ) 1 / ( )PFG s sM K  . Here, s  denotes the Laplace 
variable, and the delay time of the virtual governor can be 
assumed to be zero. Similarly, in the excitation control, 
the RMS value ( | |fE  pu) of the generator voltage vector 
( fE ) is calculated using the difference between the 
command and feedback values of the reactive power ( Q  
pu and *Q  pu) and the difference between the RMS 
value ( | |gV  pu) of the inverter voltage vector ( gV ) and 
its nominal value (1 pu). The voltage difference has a 
droop characteristic of QVK  with respect to the reactive 
power difference, and the dynamics, including this droop 
characteristic and the delay time mT of the power 
measurement, is represented by ( ) / ( 1)QV mK s K sT  . 
| |fE  is maintained at 1 pu by an automatic voltage 
regulator (AVR) represented by proportional-integral 
compensation ( ( )H s ). Letting   denote the power 
variation,   and | |fE  are expressed by (4) and (5), 
respectively. Here, Here, n  rad/s is the nominal angular 
velocity. Using (6), the current command value vector 

* * * T[ , ]d qi iI  is calculated in the impedance model from 
T[ , ]d qe efE , T[ , ]d qv vgV . 

( ( ) / ) ( ) /n nP G s s s        .  (4) 

| | ( )( ( ) | |)H s Q K s   f gE V .   (5) 
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The VSG inverter simulates not only the steady-state 
response of an SG but also the dynamic response of it. 
The steady-state refers to the governor-free state, where 
the differential terms of the dynamic equation are 
expressed as zero and is determined by PFK . In contrast, 
the dynamic inertial response, which is usually in 
~0.1−10 Hz, is determined by M . The virtual resistance 
( r ) and virtual reactance ( x ), which cause the mutual 
interference between the torque control of the d-axis and 
excitation control of the q-axis, determine the initial 
transient state until the inertial response is activated. 
These values can also be set in the software, and in this 
study, they were set to 0.4r   pu and 0.2x  pu. Here, 

PFK , M , r , and x  are all software variables, and 
considering that their effects appear at least after one 
control period, the hardware should respond to 
disturbances the fastest in the system. The main circuit of 
the grid-connected inverter is the output filter, whose 
impedance dominates in the frequency range of ~10-20 
kHz [23]. 

C. Target system 

Fig. 3 shows the circuit diagram used in the simulation. 
PSCAD/EMTDC was used for data measurement. The 
constants of the main circuit are also shown in the figure. 
The subsystem comprises SGs and VSGs, and assuming a 
future power system in which power generation by DGs 
becomes dominant, the total capacity of the SGs was 60 
MVA and that of the VSGs was 240 MVA. The energy 
source on the DC side of the VSGs was assumed to be 
supplied at a sufficiently high speed. The synchronous 
reactance values of SGs were 1.71dx   and 1.65qx   pu, 
and the transient reactance values were ' 0.23dx   and 

' 0.37qx   pu. Each SG had the same control, including a 
thermal and nuclear plant governor system model (LPT = 
1), and a thyristor excitation model equipped with a ΔP-
type power system stabilizer (PSS) (LAT =102) [22]. The 
set points of both generators for the base load were set to 
maintain each terminal voltage and frequency at the rated 
values (SGs: 18 kV and 50 Hz; DGs: 0.4 kV and 50 Hz). 
The transmission line from the perturbation injection 
point to the SG was divided into three  -type sections 
( 1 , 2 , and 3 ) by the transformers and base load. 
The resistance, impedance, and admittance of each 
section were approximately 0.047r   / km , 0.348x  

/ km , and 3.3y   S / km , respectively. Signal 
perturbation started at the steady-state condition with a 
base load of 100 MW. The amplitude of the perturbation 

 
Fig. 2. Kawasaki topology of the VSG control.  

Fig. 3. Circuit diagram.  



 

 

signals was set to 0.1 % of 66 kV. The frequency of the 
perturbation signal was swept in the range of 1 Hz to 15 
kHz, and the currents and voltages were measured at 51 
different frequencies. The simulation time step was set to 
20 s .  

The effects of the differences in control logic and 
parameters within each subsystem are not investigated in 
this study; hence, they should be investigated in the 
future. This study reports the test results of the following 
two types of tests: 
 In test #1: the inductance of the passive output 

filter in VSGs was kept constant, and the 
capacitance was varied. In #1-1, #1-2, and #1-3, 
the cutoff frequencies of the VSGs were 0.5 kHz, 
1 kHz, and: 3 kHz, respectively. In this case, the 
length of 3  was set to 20 km.  

 In test #2: the stabilities of varying 3  lengths 
were compared (#2-1: 20 km, #2-2: 40 km, and 
#2-3: 60 km). The cutoff frequency of the VSGs 
was 1 kHz. Tests #1-2 and #2-1 were the same. 

III. RESULTS OF THE IMPEDANCE-BASED ANALYSIS 

A. Tests varying the cutoff frequency of the VSGs 

Figs. 4(a) and 4(b) show the output impedance of the 

 
(a) Output impedance of SGs ( SGZ ). 

 
(b)  Output impedance of VSGs ( VSGZ ). 

Fig. 4. Output impedance of subcircuits in test #1. 

 
(a) Bode plots in 1−10 Hz: 1 (left) and 2  (right). 

 
(b) Bode plots in 1−20 kHz: 1 (left) and 2  (right). 

Fig. 5. Bode plots of the eigenvalues of the minor-loop gain in 
test #1. 

 

 
(a) Pole/zero plots in 1−3 Hz: 1 (left) and 2  (right). 

 
(b) Pole/zero plots in 2−12 kHz: 1 (left) and 2  (right). 

Fig. 6. Pole/zero plots of the eigenvalues of the minor-loop 
gain in test #1. 

 



 

 

SGs ( SGZ ) and VSGs ( VSGZ ), respectively, calculated 
from the results of tests #1-1, #1-2, and #1-3, in which 
the cutoff frequency of the VSGs was varied. The green, 
red, and blue lines in Fig. 4 represent the impedance 
characteristics when the cutoff frequencies were 0.5 kHz 
(#1-1), 1 kHz (#1-2), and 3 kHz (#1-3), respectively. For 
comparison, the impedance was superimposed in black 
when the VSG control in the upper control (framed in 
red, blue, and green in Fig. 3) was disabled and only 
minor current control was used. The cutoff frequency of 
the output filter for this grid-following type control was 
set to 3 kHz. Changing the filter capacitance of the VSGs 
mostly led to differences in the impedance characteristics 
of VSGZ  for the different tests (Fig. 4(b)) at ~2−3 Hz and 
~4−5 kHz. Considering that the gain peak disappears 
when the cutoff frequency of the filter is reduced or the 
VSG control is disabled, this can be attributed to the 
resonance between the filter capacitance with the VSG 
control. In contrast, SGZ  (Fig. 4(a)) also shows a 
difference in the filter capacitances at ~2−3 Hz, and there 
is no difference at ~4−5 kHz. These results suggest that 
the VSG control causes resonance between it and SG 
control in the low frequency band, and the filter 

 
(a) Bode plots in 1−10 Hz: 1 (left) and 2  (right). 

 
(b) Bode plots in 1−20 kHz: 1 (left) and 2  (right). 

Fig. 8. Bode plots of the eigenvalues of the minor-loop gain in 
test #2. 

 

 
(a) Pole/zero plots in 1−3 Hz: 1 (left) and 2  (right). 

 
(b) Pole/zero plots in 2−12 kHz: 1 (left) and 2  (right). 

Fig. 9. Pole/zero plots of the eigenvalues of the minor-loop 
gain in test #2. 

 

 
(a) Output impedance of SGs ( SGZ ). 

 
(b)  Output impedance of VSGs ( VSGZ ). 

Fig. 7. Output impedance of subcircuits in test #2. 
 



 

 

capacitance can be dominant in the high frequency band. 
Figs. 5 and 6 show the bode and pole/zero plots of the 

two eigenvalues ( 1  and 2 ) of the minor-loop gain in 
test #1, respectively. The non-dominant poles and zeros 
were manually canceled. Fig. 5(a) and Fig. 6(a) show the 
characteristics in the low frequency range, and Figs. 5(b) 
and 6(b) showed them in the high frequency range. 
Unstable poles around 4.5 kHz (blue) and 2.1 kHz (black) 
are clearly visible for the same cutoff frequency of 3 kHz. 
On the other hand, the test results with a lower cutoff 
frequency (red and green) show no unstable poles. These 
features are similar to those in Fig. 4(b), indicating that 
the unstable poles are due to resonance between the 
output filter and control. It can also be considered that the 
VSG control moved the unstable poles to the high 
frequency band. 

B. Tests varying the length of the   section 

Fig. 7 shows the characteristics of the output impedance 
calculated from the results of tests #2-1, #2-2, and #2-3. 
Fig. 7(a) shows the impedance of the SGs ( SGZ ), and Fig. 
7(b) shows that of the VSGs ( VSGZ ). The red, blue, and 
green lines represent the impedance characteristics when 
the transmission line lengths were 20 km (#2-1), 40 km 
(#2-2), and 60 km (#2-3), respectively. For comparison, 
the result for all the transmission lines with no 
capacitance is depicted in black, and the result of running 
SGs in constant voltage and constant frequency modes is 
shown in magenta. Because the 3  section was located 
at the SG side from the perturbation point, a significant 
difference due to the length of 3  is observed in SGZ  
(Fig. 7(a)). As shown in Fig. 4(a), the significant gain 
peaks in the high frequency band of 1−15 kHz must be 
independent of the VSGs. Furthermore, because disabling 
the inertial control of SGs and removing the capacitance 

in 3 could not and could eliminate the resonances, 
respectively, the above frequencies must be natural 
frequencies in 3  and the resonances occurred within 
the  -section. 

Figs. 8 and 9 show the bode and pole-zero plots of the 
two eigenvalues ( 1  and 2 ) of the minor-loop gain in 
test #2, respectively. Figs. 8(a) and 9(a) indicate the 
characteristics in the low frequency range, whereas Figs. 
8(b) and 9(b) show the characteristics in the high 
frequency range. Similar to test #1, the natural 
oscillations of the  -section observed in Fig. 7(a) are 
also evident in the characteristics of the minor-loop gain. 

Generally, to study the eigenvalues of power systems, 
every 5−10 km of the line length must be modeled in a 
single  -section [24]. In this study, to avoid 
complicating the analysis results, the transmission line of 
the target circuit was divided into three  -sections, and 
the length of 3  was varied between 20 and 60 km. 
Including the discussion regarding the modeling accuracy, 
impedance analyses by changing the number of sections 
and length of one section need to be addressed. 

IV. RESULTS OF THE TIME-DOMAIN SIMULATION 

A. Tests when the cutoff frequency was 3 kHz 

Fig. 10 shows the AC voltage at a steady state when the 
length of 3  was 20 km. Fig. 10(a) shows the u-phase of 
the AC voltage, and Fig. 10(b) shows the enlarged 
voltage of Fig. 10(a). The black and blue line show the 
results without and with VSG controls, respectively, 
when the cutoff frequency was 3 kHz. The red line shows 
the result with VSG control and a cutoff frequency of 1 
kHz, and the black and red lines overlap. The oscillation 
frequency of 4.5 kHz in the blue line exactly matches the 
results obtained from the impedance analyses (Fig. 4). As 
discussed in the previous section, voltage oscillation can 
be avoided by changing the value of the filter capacitance 
to reduce the cutoff frequency or by disabling the VSG 
control of the DGs even at the same cutoff frequency. 
The loop gains of the VSG and minor-current controls 
may be the cause of the unstable resonance and is 
currently under investigation. 

B. Tests when the additional DG was connected 

The impedance analysis in the previous section showed 
that the 3  section had natural frequencies around 1−15 
kHz. If the grid-connected inverter connected to this  -
section contains harmonics in this frequency band, 
resonance among the inverter and  -section is expected. 
Therefore, to confirm the time response of this resonance, 
an additional DG was connected to the 3 section. The 
DG was connected via a grid-following-type inverter and 
was expected to generate 8 MW of power. We planned 
three cases in which the generated power contained 23 % 
harmonics at 1, 2, and 5 kHz. Figs. 11 and 12 show the 
steady-state AC voltages and currents when an additional 
DG was connected, respectively. The green, blue, and red 
lines represent the results measured when the injected 

 
(a) AC voltage (u-phase). 

 
(b) Enlarged u-phase voltage of (a). 

Fig. 10. AC voltage (u-phase) when the cutoff frequency of the 
output filter was set to 3 kHz. 

 



 

 

harmonic components were 1, 2, and 5 kHz, respectively. 
The harmonic currents generated by the additional DG 
(Fig. 12) also affected the grid voltages (Fig. 11). Even 
when all the harmonic currents were set to 23 %, the 2 
kHz and 5 kHz harmonic voltages were more noticeable 
than the 1 kHz harmonic voltage. This is consistent with 
the results of impedance analysis in the previous section. 

From the results and analysis presented in this paper, it 
is clear that impedance analysis will be a very valuable 
tool for grid operators to identify the intrinsic frequencies 
of transmission lines and other equipment. Also, 
manufacturers of grid-connected inverters will strongly 
benefit from the use of impedance analysis when 
designing PWM circuits to avoid these resonance 

frequencies. Altogether this will contribute to the stable 
operation of the grid. 

V. CONCLUSION 

In this study, the stability of power systems with DGs 
was evaluated by changing the transmission line length 
and the cutoff frequency of the output filter of grid-
connected inverters with the assumption that DGs 
dominate the power system. When all DGs are connected 
by advanced inverters, the filter capacitance contained in 
the grid-connected inverter of the DGs of the dominant 
generation output and non-negligible capacitance in the 
long transmission lines cause unstable oscillation in the 
voltage of the system. VSG control, which simulates the 
inertia of SGs, has been actively used in interconnected 
inverters because it contributes to the transient 
stabilization of the grid. Although the VSG control can 
be easily added to the supervisory layer of current control 
of grid-following inverters, it can change the resonant 
frequency between the hardware and control. Therefore, 
impedance analysis is useful for studying the natural 
frequencies in advance by considering the existing 
hardware and software information in detail. 

Sensitivity analysis by changing the control parameters 
and improving the stability margins of the output 
impedance remain as topics for further research. 
Furthermore, to validate these results, mathematical 
analysis and additional test cases in the time-domain 
simulations are required. 
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