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Abstract

Climate change is one of the major challenges of our time. With ambitions to keep
the average global temperature below 1.5◦ C above pre-industrial levels, signifi-
cant efforts to transform the global energy production from fossil-based sources to
renewable sources are required. There is, for example, steady growth in installed
wind energy capacity. Typically, wind turbines are used as wind energy converters
and are often grouped in wind farms. From a fluid mechanics perspective, it is
interesting to study the interaction between the wakes of different turbines and the
interaction between the wind farm flow and the atmospheric flow.
Much of the research on the topic is done numerically with actuator disks as wind
turbine models. Actuator disks, in the form of porous disks, have also become a
popular tool to simplify lab-scale experiments. However, there is no general agree-
ment on the design of these devices, with very different designs found in the liter-
ature. Although the wakes of actuator disks and wind turbines have been compared
for single wake generating objects, there is still a knowledge gap in understanding
how actuator disks replicate the flow in a wind farm.
The first two projects in this thesis compare the flow around two different actu-
ator disks, one with a uniform blockage and one with a non-uniform blockage. The
wakes are measured through hot-wire anemometry at six streamwise positions, ran-
ging from 3 to 30 diameters downstream of the objects. Neither disk can reproduce
the asymmetry seen in a referencewind turbinewake in a laminar inflow. Moreover,
the wakes of the two actuator disks are different. Firstly, the wake profiles differ
in both velocity deficit and turbulence intensity. Secondly, the structures of the
wake are different, with vortex shedding being observed only in the non-uniform
disk wake, even though the total blockage ratio of the disks is the same. Increased
ambient turbulence levels somewhat reduce these differences, but they are not elim-
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inated. Lastly, there is a ring of highly intermittent flow around the actuator disk
wakes, which has only been documented for a wind turbine wake earlier.
The third part of this thesis details a design process of an actuator disk. Several
actuator disks are compared to a rotating wind turbine model. The thrust, or drag,
of the wake generating objects is recorded with a force plate, and particle image
velocimetry data of the near-wake is collected. The best design shows acceptable
agreement in the mean quantities of the flow profiles between the wind turbine
model and the actuator disk. Nevertheless, proper orthogonal decomposition and
analysis of vortex structures show that instantaneous features of the flow are not
matched.
For the last part of the thesis, the flow in the induction and entrance regions of
wind farms is compared between actuator disks and rotating wind turbine mod-
els. Flow fields are captured through particle image velocimetry. It is shown that
there are no measurable differences in the induction between farms consisting of
rotating models and actuator disks, nor between different farm layouts and incom-
ing flow angles. In the entrance region, the impact of instantaneous features in the
wind turbine wakes is significantly reduced downstream of the second row of wind
turbines, such that the flow downstream of the second row of actuator disks more
closely resembles the flow downstream of the second row of turbine models.
In summary, the results show that it is possible to use actuator disks as static wind
turbine models in lab-scale experiments, in particular when evaluating global fea-
tures of the wind farm flow. Nevertheless, it is essential to consider the actuator
disk design to replicate the wind turbine flow optimally. Furthermore, it is im-
portant to know that some features of the flow, in particular instantaneous vortex
structures and asymmetries in the wind turbine flow, cannot easily be reproduced
by actuator disks.
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The following lists describes symbols and abbreviations used in this thesis. The
symbols used in the individual journal articles will, in some cases, deviate from
the ones given here.
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Chapter 1

Introduction

1.1 Motivation
To keep global warming well below 2◦ C, decision-makers worldwide increase
their ambitions and efforts to reduce greenhouse gas emissions (UNFCCC 2015).
To meet these targets, power sources for electricity generation, heating, and trans-
port must change from mainly fossil to a large share of renewables. There are
several renewable electricity sources, of which wind and solar energy are the most
common. The share of worldwide electricity generation by these two sources is
predicted to rise from 8% in 2019 to 30% in 2030 (IEA 2020), and they are in many
locations the cheapest options for new power plants (IEA 2021). In 2020, wind
energy alone accounted for 24% of the global investments in new power generation
(REN21 2021). The yearly added wind power capacity is growing steadily (REN21
2021), a trend that is expected to continue (GWEC 2022).
The typical way to exploit wind energy is with wind turbines. They convert the
momentum in the wind to rotational movement, giving power to an electrical gen-
erator. Wind turbines are often grouped in clusters called wind farms to minimize
the cost of installation and operation. While this is a good solution to reduce the re-
quired infrastructure and associated costs, it also reduces the performance of each
turbine. Most noticeably, many turbines will be located, partly or wholly, in the
wakes of upstream turbines. They will thus experience reduced wind velocities
compared to the undisturbed wind, reducing the power production of the turbines
(Barthelmie and Jensen 2010, Adaramola and Krogstad 2011). In addition, the tur-
bulent nature of the wakes increases themechanical loads on the turbines (Thomsen
and Sørensen 1999).
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2 Introduction

Also, the total effect of the blockage a wind farm exerts on the flow field leads
to reduced incoming wind velocities, lowering the production of even the leading
wind turbines in a farm (Bleeg et al. 2018, Segalini and Dahlberg 2020). Thus, it
is important to know about the flow inside and around a wind farm to exploit the
wind resources optimally (Veers et al. 2019). Both measurements in the field and in
the laboratory, as well as numerical simulations, are needed to increase our under-
standing and develop better models for wind farm planning (Stevens andMeneveau
2017).
1.2 Background
This section will introduce the state-of-the-art of wind turbine and wind farm flows.
Furthermore, it will describe the methodology of using actuator disks (ADs) as
wind turbine models in simulations and lab-scale experiments, which has become
a popular tool in wind energy research.
1.2.1 Flow around a wind turbine

In the process of generating electrical power, a wind turbine in operation also alters
the surrounding flow. The flow velocity upstream of the wind turbine is reduced
due to the imposed blockage. The region where this can be observed is called
the induction region. Moreover, by extracting energy from the flow, the wind tur-
bine reduces the velocity in the wake downstream of the turbine. These effects are
shown schematically in the time-averaged part of Figure 1.1 and will be described
further in the following sections. Furthermore, the flow in the induction region and
the wake is also influenced by the turbulence and shear of the atmospheric bound-
ary layer (ABL), in which wind turbines typically operate. When there is a direct
impact of the ABL on the described flow phenomena, this will be mentioned.
Wind turbine induction region

The reduction of the mean velocity U compared to the freestream velocity U∞ in
the induction region can be described by the vortex sheet theory model

U
U∞

= 1 − a

(

1 + 2x
D

[

1 +
(2x
D

)2]−1∕2
)

, (1.1)

derived from the Biot-Savart law (Medici et al. 2011). It is valid for the velocity
directly upstream of the hub or nacelle of the wind turbine. Here, x is the stream-
wise coordinate originating at the turbine location, D is the turbine diameter, and
the axial induction factor a, defined as

a =
U1 − U2
U1

, (1.2)



1.2. Background 3

Figure 1.1: The instantaneous and time-averaged flow around a wind turbine. The figure
is reproduced from Porté-Agel et al. (2020).

is the difference between the undisturbed velocity far upstream (U1) and the ve-
locity at, or just upstream of the, rotor hub (U2). Medici et al. (2011) found that
Equation 1.1 agrees well with their numerical simulations. However, both theory
and simulations underpredict the velocity reduction compared to hot-wire meas-
urements upstream of three different lab-scale wind turbines reported in the same
work (Medici et al. 2011). Later studies found that the model agrees with lab-scale
measurements (Howard and Guala 2016, Bastankhah and Porté-Agel 2017), but
that it has some discrepancies compared to field measurements (Howard and Guala
2016, Simley et al. 2016, Li, Abraham, Li and Hong 2020). Still, Equation 1.1
gives an indication of the velocity in the induction region (Porté-Agel et al. 2020).
The applicability of the vortex sheet model (Equation 1.2) is limited to only the
line straight upstream of the center of the wind turbine rotor. The region of re-
duced velocity, however, also spans the radial direction. To study the induction re-
gion, Troldborg and Meyer Forsting (2017) performed Reynolds Averaged Navier-
Stokes (RANS) simulations with a uniform incoming flow. Their results show that
the spanwise velocity profiles are not highly dependent on the rotor design and



4 Introduction

that, when scaled with their width and maximum velocity deficit, they are close
to self-similar more than 0.5D upstream of the rotor. However, lab-scale experi-
ments show an asymmetry in the spanwise velocity profile in the induction region
(Bastankhah and Porté-Agel 2017), which the authors designated to be an effect
of varying angle-of-attack of the rotor blades due to their operation in a bound-
ary layer. Through laser imaging, detection, and ranging (LiDAR) measurements,
Simley et al. (2016) showed that the presence of the turbine decreased the stream-
wise velocity in the induction region, but that the radial velocity had an increased
outward magnitude near the edges. Moreover, the presence of the wind turbine re-
duced the streamwise fluctuations while it increased the standard deviation in the
radial direction.
Wind turbine wake

A turbine located in the wake of an upstream turbine suffers production losses due
to reduced velocity and increased loads due to higher turbulence. Barthelmie and
Jensen (2010) found that turbines located in the center of the Nysted offshore wind
farm produced up to 20% less power than turbines on the edge of the same farm,
depending on the inflow conditions. In an experimental campaign with uniform in-
flow conditions, Adaramola and Krogstad (2011) found that a turbine in the wake
of an upstream turbine suffered a loss between 20% and 45% in the maximum
power coefficient. Due to increased turbulence intensity (TI) and reduced turbu-
lence length scales in the wake of upstream turbines, the fatigue loads experienced
by a full-scale wind turbine in a wind farm are 5% to 15% higher than the loads a
stand-alone turbine faces (Thomsen and Sørensen 1999). Thus, it is important to
understand the physics governing the turbulent flow in a wind turbine wake.
As shown in Figure 1.1, the wind turbine wake is often separated into two major
regions, namely the near-wake and the far-wake (Vermeer et al. 2003, Porté-Agel
et al. 2020). In brief, the near-wake covers the region where the shear layers of the
time-averaged velocity surrounding the wake have not yet met, and the tower, na-
celle, and rotor heavily influence the flow; tip-, root-, and hub-vortices are present.
2 − 4D downstream of the turbine, these structures break up, and the flow can of-
ten be predicted by global parameters such as the incoming flow, thrust and power
generation (Porté-Agel et al. 2020). Both the near-wake and the far-wake will be
introduced here. For a more extensive description on the wind turbine wakes, the
review papers by Vermeer et al. (2003), Stevens and Meneveau (2017), and Porté-
Agel et al. (2020) are recommended.

The near-wake The velocity distribution in the near-wake depends on the operat-
ing conditions of the wind turbine. For example, Krogstad and Adaramola (2012)
showed that at high tip-speed ratios (TSR), that is, the ratio between the speed of the
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Wind Farm Reference Spacing [D]
Nysted Barthelmie and Jensen (2010) 5.8 − 10.5
Horns rev I Gaumond et al. (2014) 7
Rødsand II Hansen et al. (2015) 5 − 10
Greater Gabbard Argyle et al. (2018) 8.3 − 10
Princess Amalia Fleming et al. (2016) 6.9 − 7.1

Table 1.1: Exemplary spacings between wind turbines in different wind farms.

blade tip of the turbine and the incoming flow velocity, a region of higher velocities
was present in the center of the wake. The wind turbine tower breaks the axisym-
metry of the wake and shifts it towards the ground (Pierella and Sætran 2017). The
near-wake rotates in the opposite direction of the turbine blades (Medici and Al-
fredsson 2006). The rotation is stronger near the turbine, before it gradually slows
down farther downstream (Zhang et al. 2012).
Different instantaneous vortex structures dominate the near-wake. Most prominent
are the tip-vortices shed from the rotor blades, arising from the pressure difference
between the suction and pressure side of the tip of the airfoil (Manwell et al. 2009).
The tip-vortices are transported in a rotating helical path by the mean rotation of
the wake, making a layer of high mean vorticity along the edge of the wake. It has
been shown that this layer of coherent vortex structures reduces the mixing with the
freestream flow surrounding the wake and hence reduces the energy entrainment
from the ambient flow (Lignarolo et al. 2014). Root-vortices are shed from the
root of the blades, but due to the effect of the turbine support structure, they persist
over a shorter distance than the tip-vortices (Sherry et al. 2013). The extent of
the near-wake is, to some extent, dependent on how long the tip vortices persist.
Several studies show that higher ambient turbulence levels enhance the breakdown
of tip-vortices, and hence that high freestream turbulence accelerates transition to
the far-wake. (Medici and Alfredsson 2006, Aubrun et al. 2013, Barlas et al. 2016,
Li, Hearst, Ferreira and Ganapathisubramani 2020).
The far-wake The far-wake of a wind turbine is, perhaps, a simpler flow. The tip
and root vortices of the near-wake have broken down, and the mean rotation of the
wake has diminished. In most modern wind farms, turbines have a spacing of 5-
10D in the dominating wind direction (see Table 1.1 for examples). Downstream
turbines are thus rarely located in the near-wake but rather in the far-wake of up-
stream turbines. It is thus not surprising that the far-wake has received considerable
attention in the literature.
The mean velocity deficit is defined as the velocity of the flow in the wake subtrac-
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Figure 1.2: Examples of turbulence intensity profiles around 3D downstream of a wind
turbine. z∕D is the spanwise position. Data extracted from Bartl and Sætran (2017) (×),
Zhan et al. (2020) (△), and Piqué et al. (2022) (○).

ted from the velocity at the same position under the same flow conditions, without
the presence of the wind turbine. The velocity deficit in the far-wake of a wind tur-
bine can be well approximated by a Gaussian distribution (Medici and Alfredsson
2006, Bastankhah and Porté-Agel 2014, Duckworth and Barthelmie 2008, Piqué
et al. 2022), even when located in the shear of a boundary layer (Chamorro and
Porté-Agel 2009). Farther downstream, the wake expands, and the velocity deficit
is reduced (e.g., Barthelmie et al. (2003), Aitken et al. (2014)). Due to enhanced
mixing, the wake recovery rate increases with higher turbulence levels in the am-
bient flow (e.g., Duckworth and Barthelmie (2008), Maeda et al. (2011), Aubrun
et al. (2013), Barlas et al. (2016), Fuertes et al. (2018), Zhan et al. (2020)).
After a region of high turbulence production in the near-wake, the TI begins to de-
cay in the far-wake. The breakdown of tip-vortices and merging of the shear layers
significantly reduce the turbulence production. Upstream of this transition point,
the TI profile is characterized by two peaks, as illustrated in Figure 1.2 (Maeda et al.
2011, Bartl and Sætran 2017, Zhan et al. 2020, Piqué et al. 2022), one at each shear
layer, stemming from the high production in the tip-vortex layer. In the vertical
direction, the TI peak at the height of the top tip is more pronounced than the peak
at the bottom tip due to the effect of the ABL (Chamorro and Porté-Agel 2010).
Farther downstream, the peaks diminish and the TI equalizes over the horizontal
wake profile (Maeda et al. 2011, Wu and Porté-Agel 2012, Iungo et al. 2013, Zhan
et al. 2020).
So far, the features of the far-wake have only been discussed with respect to the
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mean velocity and TI. However, to fully characterize a turbulent flow, both higher-
order turbulent statistics and, in particular, two-point turbulent statistics are neces-
sary. Such statistics reveal information about, for example, the likelihood of ex-
treme velocity events and periodic structures in the flow. An introduction to these
measures will be given in Section 2. Aubrun et al. (2013) reported profiles of skew-
ness and flatness downstream of a model wind turbine and a static porous disk, both
in the near-wake and at the beginning of the far-wake. They show that the distribu-
tion of turbulent fluctuations in the wake is not Gaussian-like, but with increased
magnitudes of skewness and flatness, in particular in the shear layers. The vortex
shedding known to appear in the wake of bluff bodies is not found downstream
of wind turbines. Instead, the wake oscillates sideways at low frequencies, called
meandering. Medici and Alfredsson (2006) connected the wakemeandering to vor-
tex shedding phenomena. Later studies have instead connected the meandering to
transport by the large turbulent scales in the incoming boundary layer flow (España
et al. 2011, Muller et al. 2015), and there is now a general agreement that the mean-
dering stems from such large-scale structures in the background flow (Porté-Agel
et al. 2020). The intermittency, or “gustiness”, of the incoming flow is reduced by
the wind turbine, leaving a less intermittent flow in the wake (Singh et al. 2014,
Bastine et al. 2015, Neunaber et al. 2021). In fact, some studies suggest that the
turbulent characteristics in the wake are not dependent on the inflow conditions
but a signature of the turbine itself (Neunaber et al. 2020). Schottler et al. (2018)
showed a ring of highly intermittent flow surrounding the wake (if the velocity defi-
cit defines the wake), effectively increasing the size of the wake. This intermittency
ring is important, as intermittency in the incoming flow has been found to increase
the fatigue loads on turbines (Schwarz et al. 2018).
1.2.2 Wind farm flow

Up to now, the impact of the wind turbine on the surrounding flow has been dis-
cussed. However, in wind farms, there is also an interaction between the individual
turbines. Turbines are located in the wakes of upstream turbines, the wakes of dif-
ferent turbines interact, and the sum of the turbines imposes a global blockage re-
ducing the incoming velocity to the farm. This section will introduce the flow in
and around a wind farm. Extensive descriptions of the wind farm flow can be found
in Stevens and Meneveau (2017) and Porté-Agel et al. (2020).
It is common to separate the flow over and around a wind farm into the induction
region, the entrance and development region, the fully developed region, the exit
region, and the wind farmwake (see for example Stevens andMeneveau (2017) and
Porté-Agel et al. (2020)). The four foremost regions are illustrated schematically
in Figure 1.3. It should be noted that the extent of the different flow regions and
the development of the internal boundary layer (IBL) depend on the extent of the
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Figure 1.3: Schematics of the flow regions in the beginning of a wind farm. The figure is
not to scale.

farm and the ABL (Wu and Porté-Agel 2017). The effect of the stratification and
stability of the ABL is, however, considered to be out of the scope of this work and
will not be discussed further.
In the recent years, the induction region of wind farms has received considerable
attention. Bleeg et al. (2018) demonstrated, both through field measurements and
simulations, that there is a significant reduction in available wind resources before
and after installing and putting three different wind farms in operation. The mag-
nitude of this velocity reduction cannot be explained exclusively by the single wind
turbine induction. It has been shown that reducing the lateral spacing between tur-
bines in a row can increase the power production due to acceleration of the flow
going around the neighbouring turbine (McTavish et al. 2015, Meyer Forsting et al.
2017, Strickland and Stevens 2022). However, when several rows of turbines are
present, the total blockage of the farm reduces the incoming velocity. The mag-
nitude depends on the stratification of the ABL (Schneemann et al. 2021) and the
turbine spacing (Segalini and Dahlberg 2020, Strickland and Stevens 2022), but is
on the order of a few percent velocity reduction. Both Branlard and Meyer Forst-
ing (2020) and Segalini (2021) have developed models to predict the effect of the
global blockage. The latter model superimposes the induction of all the individual
turbines (N) and reads

U (x⃗)
U∞

= 1 +
N
∑

n=1

C̃T (x − �n)

8 ||
|

x⃗ − �⃗n
|

|

|

3
, (1.3)

where, x⃗ = [x, y, z] is the position vector, and �⃗n is the position of turbine n, with �
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representing the x-position. The modified thrust coefficient C̃T is calculated from
the regular thrust coefficient

CT =
FT

1
2
�U 2

∞A
(1.4)

as
C̃T = 2

(

1 −
√

1 − CT
)

(1.5)
to compensate for the linearity of the model. Here, FT is the thrust force experi-
enced by the turbine, � is the density of the air, and A is the rotor swept area.
The flow inside a wind farm, that is, the flow downstream of the leading turbine
and below the height of the top tip of the turbines, is governed by the wakes of the
different turbines and their interactions. Low velocities and high TI characterize
the wind farm flow compared to the undisturbed flow. The high turbulence levels in
the incoming flow of downstream turbines promote wake recovery. For example,
the tip-vortices break down much faster and are not measurable in downstream
regions of a farm (Chamorro and Porté-Agel 2011). Already after the second row
of turbines, they cease to exist (Segalini and Chericoni 2021).
The flow inside, and thus power production of, a wind farm depends on the wind
farm’s layout. Generally, the rows following the leading row of turbines experience
higher production penalties in a layout aligned with the flow direction than for a
staggered case (Bossuyt et al. 2017, Wu et al. 2019). Combined with the effect of
larger spacing between turbines in the streamwise direction, this leads to a higher
velocity approaching each turbine, giving higher total production in a staggered
farm (Markfort et al. 2012, Wu and Porté-Agel 2013, Archer et al. 2013, Hamilton
et al. 2015). The aligned and staggered layouts are idealized cases of wind farm
layouts. In reality, the varying incomingwind direction leads to continuous changes
in wind farm layouts. As for the different layouts, the wind direction is important
for the production (Barthelmie et al. 2010, Stevens et al. 2014), even for small
changes in the flow angle (Porté-Agel et al. 2013).
Although the layout and wind direction are important for production, this is more
significant in the first rows where the incoming flow determines the power produc-
tion (Stevens et al. 2014). Deeper in the wind farm, the entrainment of high mo-
mentum flow from above the farm governs the production (Stevens et al. 2016). In
the fully developed region, the flux of mean kinetic energy (MKE) into the farm is
dominated by transport by velocity fluctuations (Cal et al. 2010, Calaf et al. 2010).
The largest turbulent structures contribute most to the entrainment (Newman et al.
2014). In the entrance and development region, however, the entrainment of MKE
by the mean vertical velocity is larger (Newman et al. 2013, Cortina et al. 2020,
Segalini and Chericoni 2021). From the leading turbine of the farm, the IBL starts
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to grow inside the ABL, reducing the flow velocity just above the turbines. In a
large wind farm, the IBL will eventually grow to the size of the ABL (Porté-Agel
et al. 2020).
1.2.3 Flow field description and investigation

For industrial applications, i.e., planning site-specific wind farm layouts, it is still
too expensive to use advanced numerical methods such as large-eddy simulations
(LES). The number of incoming flow directions and operating conditions make it
unfeasible. Therefore, analytical and empirical models are widely used (Porté-Agel
et al. 2020). They are generally categorized into bottom-up models and top-down
models. The former superpositions the effect of individual turbines, while top-
down models give information on horizontally-averaged effects on the atmospheric
boundary layer (Stevens and Meneveau 2017). The Jensen model (Jensen 1983)
and the Frandsen model (Frandsen et al. 2006) are perhaps the most known wake
models for wind farm planning. Still, improvement of models receives significant
attention (e.g., Bastankhah and Porté-Agel (2014), Doubrawa et al. (2017), Cheng
and Porté-Agel (2018), Blondel and Cathelain (2020), Bastankhah et al. (2021)).
While engineering models are good for planning wind farm layouts and estim-
ating power production, they are unsuitable for increasing our understanding of
flow physics. For that, it is possible to do numerical modelling, such as LES (e.g.,
Ivanell et al. (2010), Archer et al. (2013), Stevens et al. (2014), VerHulst and Me-
neveau (2015), Allaerts and Meyers (2018), Gadde and Stevens (2021), Strickland
and Stevens (2022)), lab-scale experiments (e.g., Theunissen et al. (2015), Bossuyt
et al. (2017), Bastankhah and Porté-Agel (2017), Li, Hearst, Ferreira andGanapath-
isubramani (2020), Neunaber et al. (2020), Segalini and Dahlberg (2020), Sega-
lini and Chericoni (2021)), and field measurements (e.g., Barthelmie et al. (2009),
Barthelmie and Jensen (2010), Käsler et al. (2010), Iungo et al. (2013), Bodini et al.
(2017), Zhan et al. (2020), Schneemann et al. (2021). All of these approaches have
their advantages and disadvantages. LES can calculate entire flow fields but depend
on modeling the smallest turbulent scales of the flow. Therefore, the results must
carefully be validated and verified. Field measurements give information about
the real flow physics but are usually limited to point measurements or sometimes
limited planes of data (e.g., Li, Abraham, Li and Hong (2020)). It is also hard to
characterize the incoming flow, and the results are often binned into groups determ-
ined by the flow condition. Full control over the incoming flow can be achieved
in lab-scale experiments. However, scaling issues compared to full-scale turbines
arise. In particular, the TSR and the Reynolds number cannot usually be matched
simultaneously. Therefore, a combination of simulations, lab-scale experiments,
and field measurements are needed to increase our knowledge and develop better
analytical and empirical models (Stevens and Meneveau 2017).
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Only a few examples of high Reynolds number lab experiments exist. In some,
highly pressurized flow is used to increase the Reynolds number (e.g., Miller et al.
(2019)), allowing simultaneous matching of the TSR. Another approach is to in-
crease the turbine diameter to increase the Reynolds number. This was, for ex-
ample, done in the NewMEXICOmeasurement campaign, where a 4.5 m diameter
turbine was placed in the German Dutch Wind Tunnel, (see for example Schepers
et al. (2018)). The Reynolds number is still around two orders of magnitude lower
than for utility scale wind turbines, where the largest are now reaching diameters of
more than 200 m (REN21 2021). Few facilities allow for high pressure wake meas-
urements, or can fit MEXICO-sized turbines. Most lab-scale experiments must
therefore be performed at Reynolds numbers one or several orders of magnitude
below the NewMEXICO campaign. Hence, it is important to interpret results with
care, bearing in mind that, most likely, scaling effects are present. Nevertheless, the
benefits of the ability to perform advanced flow measurements (whereof some are
described in Section 3.3) and carefully control the incoming flow makes lab-scale
experiments a valuable resource for obtaining knowledge about wind turbine and
wind farm flows (Porté-Agel et al. 2020). To generate the desired inflow condi-
tions, passive devices such as grids, spires, and roughness elements can be used to
simulate the ABL or produce turbulent flows (e.g., Hamilton et al. (2015), Bartl and
Sætran (2017)). Furthermore, active grids can be used to tailor specific combina-
tions of velocity profiles and TI (e.g., Hearst and Ganapathisubramani (2017), Li,
Hearst, Ferreira and Ganapathisubramani (2020)), and even generate time varying
flow conditions as demonstrated with the active grids at the University of Olden-
burg (e.g., Wächter et al. (2012), Neuhaus et al. (2021), Berger et al. (2022)).
One of the challenges in both simulations and lab-scale experiments is how to rep-
resent the wind turbine. Resolving the blades and including the rotation in numer-
ical models is costly; with the technology of today it is more or less impossible.
Operating and controlling wind turbines is a challenge in lab-scale experiments,
particularly when investigating wind farm flows, requiring a high number of wind
turbines. Furthermore, the design of miniature turbines is not straightforward, as
they typically have larger chord-to-length ratio of the blades, hub-to-diameter ra-
tio, and different airfoil profiles than full-scale turbines. As such, the use of ADs,
represented by porous disks in experiments, has become popular. The remaining
part of this section will introduce the concept of this simplification and describe
the implementation of ADs as static wind turbine models in lab-scale experiments.
The actuator disk

Based on linear momentum theory, Betz (1926) developed a model to relate the
flow around a wind turbine to the thrust of the turbine. As it is a well-known
model, found in textbooks such as Manwell et al. (2009), only a brief introduc-
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Figure 1.4: The stream tube around a wind turbine modelled by linear momentum theory.

tion will be given here. A control volume is defined by the stream tube limited
by the flow passing through the rotor swept area. The start of the stream tube is
taken upstream, where the flow can be considered undisturbed by the wind turbine
(cross-section 1 in Figure 1.4) and ends somewhere downstream (cross-section 4 in
Figure 1.4). As such, flow only enters and leaves the control volume at the stream
tube’s start and end. The wind turbine rotor is modeled as a pressure drop extract-
ing energy from the flow, shown as the cross-section between positions 2 and 3 in
Figure 1.4. This pressure drop is in computations referred to as the AD. The AD
model is based on several assumptions: the flow is steady, homogeneous, and in-
compressible, frictional drag is neglected, the rotor consists of an infinite number
of blades, the thrust over the disk or rotor area is distributed uniformly, there is
no rotation of the wake, and the static pressure is equal around the control volume.
From the model, the axial induction factor a, defined in Equation 1.2, can be related
to CT through

CT = 4a(1 − a). (1.6)

Due to the relatively low computational costs compared to resolving the full wind
turbine rotor with rotation, the AD methodology is frequently used in computa-
tional fluid dynamics considering wind farm flows (see for example Stevens et al.
(2014), VerHulst and Meneveau (2015), Stevens and Meneveau (2017), Allaerts
and Meyers (2018), Porté-Agel et al. (2020), Gadde and Stevens (2021)). The ap-
plicability of the AD model in simulations has been investigated by comparing to
lab-scale experiments (Wu and Porté-Agel 2013, Simisiroglou et al. 2017, Stevens
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et al. 2018), field measurements (Wu and Porté-Agel 2015), and simulations with
rotating models (Martínez-Tossas et al. 2015, Dong et al. 2022). Even though there
are some discrepancies in the comparisons, the AD model generally predicts the
flow field acceptably.
Actuator disks in lab-scale experiments

The idea of using ADs, realized by porous disks, as static wind turbine models ori-
ginated no later than in the early 1980s, exemplified by the work of Sforza et al.
(1981). Theymeasured thewake properties of perforated diskswith different block-
age and thus CT . Since the experiments of Sforza et al. (1981), ADs have become a
popular tool to model wind turbines in lab-scale experiments. For example, España
et al. (2011; 2012) and Muller et al. (2015) used ADs to investigate wake meander-
ing. Howland et al. (2016) described the curled shape of the wake downstream of
a yawed wind turbine using an AD. Unsteady loading on an AD was investigated
by Yu et al. (2017). Abdulrahim et al. (2021) investigated the effect of the bound-
ary layer on the wake of an AD. Recently, Travis et al. (2022) studied the effect of
inertial particles in the turbulent flow around an AD. While the studies mentioned
above focus on the flow around single units, even larger simplifications can bemade
by using ADs in a wind farm. Theunissen et al. (2015) measured the dag of a wind
farm consisting of ADs to estimate production of the farm, while Bossuyt et al.
(2017) measured the power output of a farm by mounting strain gages on ADs.
Porous disk wakes, not necessarily used as wind turbine models, have also received
attention in the literature. Cannon et al. (1993) showed that for wiremesh diskswith
a blockage of less than 60%, the vortex shedding commonly found in the wake of
bluff bodies ceased to exist. This is perhaps why Higuchi et al. (1998) found that
the structures are more axisymmetric in the wakes of perforated disks compared
to solid disks. Farther downstream than 6D, the structure of the wakes of mesh
disks becomes independent of their blockage (Myers and Bahaj 2010). Different
results have been reported on the effect of the maximum velocity deficit. While
Lin et al. (2017) found that a perforated disk had a higher maximum velocity de-
ficit than a solid disk, Xiao et al. (2013) reported the opposite. Theunissen and
Worboys (2019) investigated the near-wake of different high blockage porous disks
and showed that porosity is the main determining factor for the drag but that the
topology also has a small impact.
Many of the features in a wind turbine wake, for example the tip-vortices and mean
rotation, cannot be replicated in the wake of a static AD. It is, however, generally
accepted that ADs can give acceptable flow profiles in the far-wake. This was also
the conclusion of Aubrun et al. (2013), whomatched wake profiles of turbulent stat-
istics up to fourth-order between wakes of a rotating wind turbine and a wire mesh
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disk. They performed hot-wire anemometry (HWA) in both decaying isotropic tur-
bulence and a simulated ABL. 0.5D downstream of the wake generating objects
(WGOs) the tip-vortices were evident, but due to turbulent diffusion, they dimin-
ished upstream of the second measurement location at 3D. Later, through stereo
particle image velocimetry (PIV) Lignarolo et al. (2016) found that even though the
mean profiles in the wake of a wire mesh disk and a 2-bladed turbine are similar, the
mechanisms of turbulent mixing are different. However, they state that the mixing
is similar in magnitude, such that ADs can be used as wind turbine models if care is
exercised. The wakes of a non-uniform AD and a wind turbine, both located in the
fourth row of a wind farm, were compared by Camp and Cal (2016; 2019). They
report significant differences in turbulence production, turbulent stresses, and ver-
tical energy entrainment in the near-wake. For all these features, themagnitudes are
higher for the wind turbine. Still, as in the other studies, the differences are found to
be small farther than 3D downstream of theWGOs. Neunaber et al. (2021) showed
that the evolution of turbulence statistics is similar between a non-uniform porous
disk and a wind turbine in the far-wake, where the turbulence in both wakes dis-
plays universal behavior. Even though turbines in a wind farm typically are located
between 5D and 10D apart (see Table 1.1), and even farther if the wind direction
is misaligned with the columns of turbines, the studies mentioned above focus on
the near-wake and the beginning of the far-wake. To the author’s knowledge, no
comparison extends much farther than 5D downstream of the WGOs.
Even though ADs, in general, are often used as wind turbine models in experi-
ments, there is no agreement on the design. In fact, there are very different designs
in different experiments. The designs can roughly be divided into two groups: ADs
with uniform design and ADs with non-uniform design. Schematic examples of the
different designs are shown in Figure 1.5, with a typical uniform disk to the left,
and a often used non-uniform disk on the right. Uniform disks have been used by
for example Cannon et al. (1993), España et al. (2011; 2012), Muller et al. (2015),
Lignarolo et al. (2016) and Yu et al. (2017). They are often realized as cut wire
meshes, such as the AD in the left part of Figure 1.5. Some studies have used
two meshes with different blockages for different radial positions to mimic wake
features more accurately (e.g., Aubrun et al. (2013)), but they are categorized as
uniform here since the blockage of each mesh is uniform. Another example of a
uniform disk design is the perforated disk, for example, the ones used by Sforza
et al. (1981). The non-uniform design often has a gradually decreasing blockage
with increasing distance from the center, to mimic the higher relative blockage of
the blades near the nacelle. The typical design consists of radial spars held to-
gether by rings at different radial positions, giving them the look of a dart-board
as seen in the right part of Figure 1.5. They have been used in several studies, for
example Howland et al. (2016), Camp and Cal (2016; 2019), Bossuyt et al. (2017),
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Figure 1.5: Schematics of typical examples of a uniform actuator disk (left) and a non-
uniform actuator disk (right). The figure is reproduced from Aubrun et al. (2019).

Abdulrahim et al. (2021) and Travis et al. (2022). Neunaber et al. (2021) used a
specific type of such a disk, with non-uniform spacing between the spars and a non-
solid circumference. A different type of non-uniform disk is the perforated design
used by Theunissen et al. (2015) in their wind farm experiments. To address the
applicability of different disks, Aubrun et al. (2019) compared the wakes of the
two disks shown in Figure 1.5 with different measurement techniques and different
facilities. The results showed different wakes between the disks and different res-
ults between different facilities. As such, further study of the differences between
different disks is needed.
1.3 Objectives
This thesis seeks to understand the flow around ADs and how well it replicates the
flow around wind turbines. Although this has, to some extent, received attention in
the literature, several research questions remain. The objectives of this thesis can
be summarized in four research questions.

1. How similar are the flows downstream of a uniform and a non-uniform ac-
tuator disk?

There is no study comparing the wakes of ADs based on the two main design prin-
ciples defined here, namely the uniform design and the non-uniform design. Al-
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though both designs were studied by Aubrun et al. (2019)1, the disks had different
sizes and blockages and the objective of the study was to compare measurements
in different facilities and with different techniques. To that end, Article I evalu-
ates the wake of a uniform disk, the same as used by Aubrun et al. (2019), and a
non-uniform disk based on the design of the AD from Camp and Cal (2016; 2019),
which was also used in Aubrun et al. (2019). The disks in Article I have the same
size, blockage, and approximately the same drag, such that they can be compared
directly. Furthermore, wake profiles are taken up to 30D downstream of the two
ADs, as well as a solid disk and a wind turbine as reference cases. In this way,
potential differences in the far-wake will also be revealed.

2. How does freestream turbulence influence the wakes of a uniform and a non-
uniform actuator disk?

While Article I investigates the AD wakes in a low-turbulent flow to emphasize
differences between them, full-scale wind turbines experience turbulent incom-
ing flows. Therefore, Article II expands the comparison between the two ADs by
adding freestream turbulence to the base flow. The focus is on the wakes gener-
ated by the two ADs, expanding the investigation of the temporal features, partic-
ularly with an analysis of the flow’s intermittency. Intermittency has earlier been
shown to increase fatigue loads on wind turbines, and is thus an important para-
meter (Schwarz et al. 2018). Schottler et al. (2018) showed that a ring of high
intermittency is found around the wake of a wind turbine. This ring surrounds the
typical wake borders defined from first and second-order one-point statistics. To
the author’s knowledge, this has not been shown for AD wakes.

3. How should an actuator disk be designed such that it replicates the flow field
around a wind turbine?

In the literature, most studies used ADs without showing how they arrived at a
particular design. In Article III, the design process is highlighted. The flow around
two sets of ADs, one with a uniform design and one with a non-uniform design,
is compared to the flow around a rotating wind turbine model. The uniform disks
were perforated disks, similar to the one used by Sforza et al. (1981) while the
non-uniform disks have a design inspired by the disk used by Camp and Cal (2016;
2019). The disk that most closely replicates the flow field around the wind turbine
is then used to compare different aspects of the flow in detail.

1The present author also co-authored this study.
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4. Can actuator disks be used to give a good representation of the flow in the
induction and entrance regions of a wind farm?

While there are several comparisons between ADs and wind turbines as single
WGOs, only Camp and Cal (2016; 2019) make the comparison in a wind farm.
They used a small farm of four rows and measured around the WGO in the center
of the final row. Still, they focused on the flow around a single WGO, but with a
wind farm inflow. As such, there are no studies investigating how an AD replicates
the wind turbine flow in a wind farm’s induction and entrance regions.Article IV
does this for farms consisting of 69 rotating turbine models and 69 ADs. The ADs
used here are the ones giving the best match to the turbines in Article III. The com-
parison is performed over three different incoming wind directions for staggered
and aligned farm layouts. To date, this is the most comprehensive study compar-
ing the flow around ADs and wind turbine models in a wind farm. Furthermore, it
is an extensive study of the wind farm induction region.



18 Introduction



Chapter 2

Theory

The general description of fluid motion is a complex problem. It is governed
by the Navier-Stokes equations. However, in most real-world phenomena, the
non-linearity of the equations makes them nearly impossible to solve analytically.
Therefore, the fluid motion must be studied by other means, e.g., experimentally.
Different quantities are used to describe the velocity, turbulence, and rotation of the
flow. In this chapter, the quantities studied in the thesis will be introduced. Some
are assumed to be well known and will only be introduced briefly, while others will
receive more attention.
Many real flows are turbulent, that is, there is chaotic behavior in the flow. In short,
turbulent flows consist of eddies, or swirls, over a range of scales. The motion of
the eddies appears to be random and chaotic. A description of turbulent flows and
how to quantify them can be found in Pope (2000). The basis of the description of
turbulent flows is the Reynolds decomposition, where the instantaneous velocity
u(t) is decomposed as

u(t) = U + u′(t), (2.1)
where U = u(t) is the time-averaged component and u′(t) is the fluctuating com-
ponent. The t indicates the time instance of a data-point, and the overbar indicates
the time-average of a quantity. This can be done for the three velocity components
u, v, and w, but is for simplicity limited to only u here. The mean velocity can be
considered to be the most basic way of describing a flow field.
2.1 Vorticity and swirl
One key quantity of a flow field is the magnitude of rotation. The vorticity, defined
as !⃗ = ∇ × u⃗, is a measure of the local rotation of the fluid. By only considering
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two-dimensional data, this equation is reduced to
!z =
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or equivalent depending on the out-of-plane direction. Instantaneous structures of
strong vorticity can identify important features of a flow field, for example tip-
vortices in the wake of a wind turbine. To isolate the vortex cores, the signed
swirling strength can be calculated according to the method outlined by Jeong and
Hussain (1995),
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where the first fraction identifies the sign of the vorticity at the given point and the
expression inside max {⋯} determines the strength of a vortex core.
2.2 One-point turbulence statistics
While turbulence is hard to define, it can, to a large extent, be described by statist-
ical quantities. One-point statistics give information about the flow without taking
the order in which velocity events occur into account. It should be noted that when
the data is resolved in time, and not in space, the theory is applied to temporal rather
than spatial data, which can be done based on Taylor’s “frozen turbulenc” hypo-
thesis. As such, it is in reality one-time and not one-point statistics. To include the
evaluation of the order of events, two-point, or two-time, statistics are needed. The
description of the one- and two-point statistics will partly follow earlier descrip-
tions by Morales et al. (2011) and Neunaber et al. (2021).
The amount of turbulence in the flow is often the second statistical quantity, after
the mean velocity, used to describe a turbulent flow. This can be done by calculat-
ing the TI, which is the strength of the turbulence relative to the mean velocity. TI
is often calculated for a single velocity component, for example as �u∕U , where �u
is the standard deviation of the first velocity component. Note that, for flow meas-
urements, the standard deviation is a feature of the flow and not a quantification of
uncertainty. It should be commented that in Articles I and II, the standard deviation
is denoted as u′, but to avoid confusion with the fluctuating velocity component, �u
is used in the preamble of the thesis. To visualize the difference between high and
low turbulence, a low TI velocity signal is shown in panel a) and a high TI velocity
signal is shown in panel b) of Figure 2.1.
Sometimes it is also interesting to know the amount of turbulence in the flow inde-
pendent of the mean velocity. For this, the turbulent kinetic energy in the flow can
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Figure 2.1: Time series of the velocity in a) a low-turbulent flow, b) a high-turbulent flow,
c) a low-turbulent intermittent flow, and d) a high-turbulent intermittent flow. All the time
series were acquired in the wake of an actuator disk as a part of this thesis.

be calculated as
k = 1

2

(

u′2 + v′2 +w′2
)

, (2.4)
or a 1- or 2-dimensional surrogate if fewer velocity components are known. The
three components in Equation 2.4, u′2, v′2, andw′2, referred to as the normal Reyn-
olds stresses, are measures of the amount of turbulent energy in the flow. The key
terms for turbulence energy production are the Reynolds shear stresses, that is,
the correlations between the velocity fluctuations in different directions. Again, 2-
dimensional measurements leaves only the u′v′-term, with the velocity components
depending on the coordinate system.
It is also of interest to know more about the nature of the fluctuating velocity com-
ponents. For that purpose, the skewness, S, and flatness, F , (sometimes referred
to as the kurtosis) are useful quantities. They are defined as

S(u) = u′3
/(

u′2
) 3∕2 (2.5)

and
F (u) = u′4

/(

u′2
)2
, (2.6)

respectively. In short, these two quantities describe the shape of the probability
density function (PDF) of the fluctuations of a velocity time series. Positive skew-
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Figure 2.2: Probability density functions of velocity fluctuations for turbulence close to a
Gaussian distribution (red) and turbulence with negative skewness and high flatness (blue).
Both are originalmeasurements, taken in the center and at the edge of an actuator diskwake,
respectively.

ness means that high speed velocity fluctuations are more pronounced than low
speed fluctuations, and vice versa for negative skewness. The flatness is a quanti-
fication of the probability of extreme events. A narrow PDF with heavy tails has a
higher flatness value than a wider PDF with short tails, and thus implies that there
are many extreme velocity events in the flow. A Gaussian distribution is symmet-
ric, that is S = 0, and has a flatness of F = 3. To illustrate the effect of skewness
and flatness on the PDF, Figure 2.2 shows PDFs of two velocity fluctuation sig-
nals, one close to a Gaussian distribution and one with negative skewness and high
flatness. The non-Gaussian PDF has stronger tails compared to the Gaussian PDF,
illustrating the high flatness of the velocity fluctuations. Furthermore, the negative
tail is clearly more prominent than the positive tail, which shows that this profile
has negative skewness.
2.3 Two-point turbulence statistics
While the analysis with mean velocity, TI, skewness, and flatness give a detailed
description of the velocity fluctuations in a velocity signal, an analysis with two-
point statistics is needed to include the order in which velocity events occur. The
energy spectral density of the velocity fluctuations, E11, here referred to as the ve-
locity spectrum, gives information about energy content of structures in the flow.
In particular, it shows energy content at different frequencies. The subscript 11
denotes that the u-component of the velocity is used to calculate the velocity spec-
trum. The velocity spectrum is derived using the Fourier transform of the auto-
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Figure 2.3: An example of an energy spectral density of velocity fluctuations for a hot-wire
measurement taken in the wake of a solid disk as a part of this thesis.

correlation function of the velocity fluctuations. Figure 2.3 shows an example of
a velocity spectrum, with color-coding to show different domains of the spectrum.
In the dissipation range, turbulent kinetic energy dissipates to heat. The inertial
sub-range approximately follows the -5/3 power-law if the flow is sufficiently tur-
bulent (Kolmogorov 1941). The energy is transported from larger to smaller eddies
(Richardson 1922). For the case of the -5/3 power-law, the energy cascade is in
equilibrium. However, for the work in this thesis, the analysis is mainly limited
to the energy-containing range to identify significant energy-carrying structures in
the flow. They are often set by the boundary conditions of the flow, for example,
wind turbines. In the spectrum in Figure 2.3, the peak in the energy containing
range is an example of large-scale structures arising due to obstacles in the flow, as
it shows the frequency at which vortex shedding is observed in the wake of a solid
disk.
The other feature investigated by two-point statistics in this thesis is the intermit-
tency, or gustiness, of the flow. Intermittency is a measure of the presence of ex-
treme events in the flow. Examples of time series of intermittent flows are shown
in panels c) and d) in Figure 2.1. For panel c), the flow is low-turbulent with in-
termittent turbulent bursts, while in panel d) the background flow is turbulent, but
still with extreme events occurring through the time series. The central velocity
increment is defined as

�u� = u(t + �∕2) − u(t − �∕2), (2.7)
where � is a time scale separating two velocity events. The structure functions,
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Figure 2.4: The probability density function of the velocity increment at a chosen time
lag � for the velocity signal shown in Figure 2.1d. The data is taken from the wake of
an actuator disk as a part of this thesis. The dashed lines indicate a Gaussian distribution
based on the standard deviation of the velocity increment time series (red) and a Castaing
distribution based on the calculated shape parameter �2 (blue).

or the moments of the velocity increment �un� , can be used to study intermittency.
However, in this thesis, the PDF of the velocity increments will be used. A de-
viation from the Gaussian distribution, particularly the occurance of heavy tails,
will indicate an intermittent flow. The PDF of the velocity increment for a chosen
� of the time series in Figure 2.1d is shown in Figure 2.4. The heavy tails of the
distribution show that the flow is intermittent at the time scale �.
The PDF of the velocity increment gives the full information of the two-point stat-
istics of the flow. However, it can only be plotted for one � at one position at a
time. To evaluate intermittency at several scales and also several positions, it is for
practical reasons necessary to have a quantification of the intermittency. Castaing
et al. (1990) derived the probability function

p
(

�u�)
)

= 1
2��(�) ∫

∞

0

d�
�2
exp

[

−
�u2�
2�2

]

exp

[

−
ln2

(

�∕�0
)

2�2(�)

]

, (2.8)

which superimposes a range of Gaussian distributions weighted by a log-normal
distribution. The parameter �0 is given by Beck (2004) as

�20 = �u2� exp
[

−2�2(�)
]

. (2.9)
Then the only remaining free parameter in Equation 2.8 is �2(�), the shape para-
meter, which is a measure of the deviation of p (�u�

) from a Gaussian distribution.
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It is not trivial to fit the PDF to find the correct value for �2(�). However, Chillà
et al. (1996) introduced an explicit expression for the shape parameter,

�2(�) =
ln
(

F
(

�u�
)

∕3
)

4
. (2.10)

This approximation rests on several assumptions, for example that the turbulence is
fully developed (Chillà et al. 1996). A non-intermittent flow does not have a PDF
of �u2� that deviates from a Gaussian distribution, and as such it has �2 = 0, while
an intermittent flow has �2 > 0. As a final note on the intermittency of the flow, it
should be mentioned that �2(�) only gives a measure of the extent of extreme events
relative to the “normal” fluctuations in the flow. As such, a highly intermittent, low
TI flow can have extreme events that are smaller than the turbulent fluctuations of
a non-intermittent, high TI flow.
2.4 Proper orthogonal decomposition
The one-point and two-point statistics discussed in the previous sections deal with
time series from point measurements. A vast region of homogeneous, isotropic tur-
bulent flow would be required to apply the same methods to spatially resolved data.
Still, it is possible to evaluate structures in the flow from smaller spatial domains
by performing a modal decomposition. A popular method for such a decomposi-
tion is the snapshot proper orthogonal decomposition (POD) developed by Sirovich
(1987). This section will introduce the procedure to perform snapshot POD. For
this thesis, only two velocity components, u and v or u and w, will be considered
at a time.
Every instantaneous velocity field, either the full measured field or a chosen region
of interest, is considered to be a snapshot of the flow. The snapshots are numbered
as n = 1, 2,⋯ , N . Each snapshot consists of the same number, M , of velocity
vectors. The first step is to create a matrix consisting of all the fluctuating velocity
components,

U =
[

u′1 u′2 ⋯ u′N
]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

u′11 u′21 ⋯ u′N1
⋮ ⋮ ⋱ ⋮
u′1M u′2M ⋯ u′NM
v′11 v′21 ⋯ v′N1
⋮ ⋮ ⋱ ⋮
v′1M v′2M ⋯ v′NM

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (2.11)

where each column contains the velocity data from one snapshot. Each row then
consist of the same velocity component, at the same position, from the different
snapshots. From this, the autocovariance vector

C̃ = UTU (2.12)
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is created, and the corresponding eigenvalue problem
C̃Ai = �iAi (2.13)

is solved. The eigenvectors, Ai, are then used to construct the POD modes as

�i =
∑N
n=1A

i
nu
′n

|

|

|

|

|

|

∑N
n=1Ainu′n

|

|

|

|

|

|

, for i = 1, 2,⋯ , N. (2.14)

The modes are sorted by their energy content, that is, the value of the correspond-
ing eigenvalue �i, such that the most prominent flow structures are visible in the
first modes. These structures correspond to the features in the energy containing
range of the velocity spectrum, for example, the vortex shedding seen in the peak
in Figure 2.3.
It is possible to use the POD modes to perform reduced order modelling of the
flow field. With this method, the number of modes used for the modelling can be
reduced to the most energetic ones, reducing the complexity of the problem. The
reconstruction can be done by

u′n =
N
∑

i=1
ani�

i, (2.15)

where ani are the POD coefficients. This equation also illustrates that the magnitude
and sign of the vectors in a POD mode are only important relative to the other
vectors in the mode. A change in the magnitude and sign for the entire mode is
easily compensated for by the POD coefficients.



Chapter 3

Methodology

This chapter introduces the equipment and techniques used in the different articles.
First, the ADs, wind turbines, and facilities will be described before attention turns
to the measurement techniques.
3.1 Equipment

3.1.1 Actuator disks

200 mm disks

In total, three different disks were used in Articles I and II. All the three disks have
diameters D = 200 mm and were mounted to a tower with a diameter of 10 mm.
This thin tower was mounted to a thicker tower to raise the disks to the center of
the wind tunnel. A cable was wound around the thicker tower to act as a vortex
disruptor (Fox et al. 2016). A long try square, reaching the wind tunnel wall, was
used to ensure that the disks directly faced the incoming flow.
The solid disk (SD) was cut from a plywood sheet with a thickness of 9 mm. As
expected for a solid disk, the thrust coefficient of this disk was CT = 1.1 (Çengel
and Cimbala 2014). Note that the thrust coefficient is usually called the drag coef-
ficient when objects other than wind turbines are considered. The wake of the SD
was used as a reference for the ADs in Article I.
The two ADs are a uniform disk (UD) and a non-uniform disk (ND), both with
a solidity of 57%. In Articles I and II they are referred to as the porous disks.
Figure 3.1 shows schematics of the two ADs. The UD is cut from a wire mesh
with a wire thickness of 0.8 mm and is the same as the one used by Aubrun et al.
(2019). The ND was machined from a 5 mm thick acrylic sheet. The design is

27
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Figure 3.1: The uniform disk (left) and non-uniform disk (right) used in Articles I and II.

inspired by the AD used by Camp and Cal (2016; 2019), which was also the non-
uniform AD used by Aubrun et al. (2019), but by changing the number of spars
and rings and their dimensions, it was modified to match the size and blockage of
the UD. The thrust coefficients of the UD and ND were measured to be CT = 0.77
and CT = 0.82, respectively, which was judged to be sufficiently similar for the
purpose of the present experiments.
45 mm disks

The different disks used in Article III had a diameter ofD = 45mm and a thickness
of 2.5 mm. The size was chosen to be sufficiently small such that they could be
used in the wind farm experiments presented in Article IV. The disks were 3D-
printed with polylactic acid (PLA) using an Ultimaker 2+. They are connected to
towers through a nacelle, both with a diameter of 3 mm, which were mounted to
the mounting bar by magnets (see description in Article III for details).
In total, the flow around six different disks was measured. Schematics of the differ-
ent disks are shown in Figure 3.2. The first disk is a solid disk used as a reference.
Furthermore, there are two ADs with uniform blockage. They are perforated disks,
similar to the ones used by Sforza et al. (1981) rather thanwiremesh disks as used in
Articles I and II. The uniform disks are called uniform holes disks (UHDs). There
are also three ADs with non-uniform blockage, named the non-uniform holes disks
(NHDs). They are, like the ND, based on the design used by, for example, Camp
and Cal (2016; 2019). Both AD designs were designed with blockages of 60% and
40%, and for the NHD design also 35% was used. It was not possible to manu-
facture a UHD with 35% and still keep a solid circumference. The lack of a solid
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a) c)

d)

b)

e) f)

Figure 3.2: The different disks used in Article III: a) Solid, b) UHD40, c) UHD60, d)
NHD35, e) NHD40, and f) NHD60. The NHD35 was also used in Article IV.

circumference would lead to different flow separation; therefore, that design option
was kept out of the scope of this work. The naming convention for the disks is the
disk type followed by the disk’s blockage. The disk that was chosen to be used in
Article IV is, for example, named NHD35.
3.1.2 Wind turbines

200 mm wind turbine

The three-bladed wind turbine depicted in Figure 3.3 was used in Article I. The
diameter of the turbine is D = 200 mm. The blades have a NACA 63-418 airfoil
profile along the entire length. The turbine is designed to operate at a TSR of 3.5.
To achieve a constant angle-of-attack of � = 12◦ along the blade the geometrical
pitch angle ranges from � = 39.57◦ at the hub to � = 0.73◦ at the tip. The chord
length of the airfoil changes from 25 mm at the hub to 12.5 mm at the tip. The
blades are connected to a 22 mm diameter hub. The blades and the hub were 3D-
printed with a stereolithography printer.
The wind turbine rotor was mounted directly on the shaft of a permanent magnet
direct current (DC) machine that acted as the generator of the wind turbine. The
motor did not receive electrical power from any external source. A metal-oxide-
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Figure 3.3: The three-bladed wind turbine used in Article I.

semiconductor field-effect transistor (MOSFET) was used to control the speed of
the DC machine. It operates by opening and closing the electrical connection
between the machine poles. The rotational speed under constant loading is de-
termined by the time ratio between the open circuit and close circuit operation. A
proportional integral derivative (PID) controller implemented on an Arduino Uno
sets this ratio. The rotational speed is recorded by an encoder installed on the gen-
erator. It is equipped with a codewheel with 500 counts per revolution. The angular
velocity is computed by counting the number of rising edges on the encoder signal
for 0.25 s. The generator, encoder, and wiring were enclosed in a nacelle that was
3D-printed with PLA.
Measurements of the current generated by the machine are obtained with a 0.1 Ω
shunt resistor, whose voltage drop is sampled by a 12-bit analog to digital converter
and related to the current via Ohm’s law. From the current it is possible to estimate
the torque the DC machine experiences (Qsℎ) through the relationship

Qsℎ = KT I +Qf (!r), (3.1)
where I is the measured current, Qf is the torque lost to friction, and KT is a
proportionality constant. It is assumed that the frictional losses are only dependent
on the rotational speed !r. For more details on this procedure, see Gambuzza and
Ganapathisubramani (2021), who used a similar set-up on a different wind turbine.
From the torque estimate, the power coefficient CP of the turbine can be calculated
through

CP =
Qsℎ!r

1∕2�U∞3A
. (3.2)
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Figure 3.4: The small rotating model used in Articles III and IV.

45 mm rotating wind turbine models

The rotating models used in Articles III and IV have previously been used in works
by Ebenhoch et al. (2017), Segalini andDahlberg (2020), and Segalini andChericoni
(2021). They are referred to as rotating models rather than wind turbines as they,
in contrast to the three-bladed wind turbine, do not produce power but rather rotate
freely. The two blades are flat, twisted plastic sheets, and the rotors were indus-
trially manufactured, originally intended as drone propellers. The diameter of the
rotors is D = 45 mm, and the rotor is shown in Figure 3.4. The models rotate at a
TSR of approximately five (Segalini and Dahlberg 2020), but this depends on the
bearing friction and may vary between the turbines. Each rotating model is con-
nected to a nacelle and tower with the same dimensions as for the small ADs, and
was also mounted similarly.
3.2 Facilities
The main facility used in the work for this thesis is the large closed-loop wind
tunnel at the Department of Energy and Process Engineering (EPT) at the Norwe-
gian University of Science and Technology (NTNU). Schematics of the facility are
shown in Figure 3.5. It is driven by a 220 kW radial fan located downstream of
the test section and controlled by a variable frequency drive (VFD). The maximum
freestream velocity of the test section is approximately 23 m/s. The flow is condi-
tioned through an expansion chamber, including guiding vanes and three screens.
After the expansion chamber, guiding vanes are used to turn the flow to meet the
test section. Final conditioning is done through a honeycomb, another screen, and
a contraction with an area ratio of 4.2:1. Any further flow conditioning is described
in the respective papers.
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Figure 3.5: Schematics of the large closed-loop wind tunnel.

The test section has dimensions of 11.15 m × 2.71 m × 1.8 m (length × width ×
height). The height increases to 1.85 m at the end of the tunnel to compensate for
the growing boundary layers such that the streamwise pressure gradient is approx-
imately zero. It was constructed from plywood with glass windows on one wall, but
during this thesis, it was renovated to have optical access from three sides; a glass
floor, acrylic walls, and an acrylic roof. This renovation has been a significant part
of the thesis. Nevertheless, the experiments performed for Article I and Article II
were performed before this renovation. The experiments in Article IV were done in
a partly refurbished tunnel, with the measurement location located in a renovated
part of the tunnel, with optical access through the roof and side wall.
The experiments for Article III were performed in a smaller closed-loop wind tun-
nel on the same grounds. It has dimensions of 7 m × 1 m × 0.5 m (length × width
× height) and a maximum velocity of 35 m/s. The velocity is controlled by vanes
which can be opened or closed to increase or reduce the velocity. The wind tunnel
is made of plywood but has a few windows for optical access. The walls expand
downstream of the test section before the flow is directed around two corners. Here,
the fan and another expansion chamber are located. The flow is then guided back
to the test section through two corners and a contraction with an area ratio of ap-
proximately 3:1.
3.3 Experimental methods
HWA, force measurements, and PIV are the main measurement techniques used
for this thesis. Before introducing those, a brief introduction about recording the
experimental conditions will be given. It is more or less the same for all experi-
ments.
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Figure 3.6: Schematics of a single-wire probe.

First, the pressure and temperature are needed to calculate the viscosity and dens-
ity of the air. The atmospheric pressure was recorded with a mercury barometer,
typically at the beginning and end of each measurement day. The temperature was
recorded at the same time. This data was used for equipment calibration, or an av-
erage for the day was used to find the fluid properties. Secondly, the wind tunnel
velocity was monitored using a pitot-static tube. The dynamic pressure was con-
verted to voltage through a pressure transducer before it was calculated back to the
values in Pascal. From this, the flow velocity can be calculated by ΔP = 1∕2�U 2,
where ΔP is the dynamic pressure recorded by the pitot-static tube.
3.3.1 Hot-wire anemometry

HWA is a measurement technique used to measure the flow velocities at single
points. It has a rapid response time, allowing for time-resolved measurements of
the flow. As such, it is a well-suited method to measure turbulent statistics. In
Articles I and II, the hot-wire was kept at a constant temperature, a method called
constant temperature anemometry (CTA). This section will describe the principles
of that particular method before giving details on the specific set-up used.
The hot-wire itself is a thin and short wire connected to a small probe. Schematics
of a single-wire probe are shown in Figure 3.6, with the wire shown as a vertical
line at the end of the prongs. It is heated to a constant temperature and thus constant
resistance, and the voltage required to maintain that temperature is recorded. The
required voltage is a measure of the flow velocity, as the convection of heat to the
passing air depends on the flow speed. It is necessary to calibrate the hot-wire
with other flow measurements to get the correct velocity. If the air temperature
varies through the measurements, it is also required to include correction for the
temperature drift. A single-wire is not sensitive to the direction of the flow as it is
not able to distinguish between velocity components normal to the wire.
In this thesis, hot-wires of the type Dantec 55P11 were used for simultaneous
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sampling. They are tungsten wires with a diameter of 5�m and a length of 1.25mm.
The wires were aligned with the vertical axis, normal to the incoming flow and the
traversing direction (as indicated in Figure 3.6). The measured velocities were
therefore the total velocity in the horizontal plane, while the vertical velocity was
not measured. Dantec 55H21 probe holders were used to position the wires, and
the wires were moved to the different measurement positions by a traversing mech-
anism permanently installed in the wind tunnel. The probe holders were connected
to a Dantec StreamLine Pro CTA-unit. The voltage is measured over a Wheat-
stone bridge, where the hot wire is one of the arms. The temperature in the wind
tunnel was recorded by a K-type thermocouple. At the start of the experimental
campaign, a Dantec 55H30 shorting probe was used such that the resistance of the
set-up without the hot-wires themselves could be measured, yielding one “cable
and support”-resistance for each of the wires.
The resistance, including the hot-wires, was measured daily to be used throughout
that day. Offset and gain were applied to the voltage signal to utilize the span of
the ±10 V range of the differential voltage module. The hot-wires were operated
with an overheat ratio of 1.8 compared to the wind tunnel temperature recorded
at the time of the daily resistance measurements. The sampling frequency of the
experiments was kept at 30 kHz, with an analog low-pass filter applied at 10 kHz.
The Kolmogorov frequency of the measured flows was found to be well below
10 kHz, so this sampling frequency was sufficient to capture the complete temporal
turbulent statistics.
The hot-wire probes were calibrated with velocity measurements from a Pitot-static
tube mounted beside the hot-wires. To include temperature corrections the pro-
cedure of Hultmark and Smits (2010) was used. The voltage is then related to the
velocity through

U
�
= f

(

E2

kTΔT

)

, (3.3)

where � is the kinematic viscosity,E is themeasured voltage,ΔT is the temperature
difference between the wire and the ambient flow, and kT is the thermal conductiv-
ity of air, given as kT = 418.4

(

5.75 × 10−5
(

1 + 0.00317T − 0.0000021T 2
)) by

Kannuluik and Carman (1951). Twelve different flow velocities were used in the
calibration, covering the range of expected velocities, including the high-velocity
turbulent fluctuations. The function f in Equation 3.3 was found using a fourth-
order polynomial fit. Figure 3.7 shows the fit and the measurement points for two
calibrations taken on an arbitrary day of the experimental campaign, one before
starting measurements in the morning and one after finishing the measurements
of the day. An average of the first and second calibration, weighted by the time
between them, was used for each individual measurement. As Figure 3.7 shows,
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Figure 3.7: Hot-wire calibration curves for the calibrations at the start (blue) and end (red)
of a measurement day. The solid lines are the curve fits to the calibration points marked by
symbols.

the drift of the wire over a day is relatively small, justifying this procedure.
Finally, a digital filter was applied to the time series at the Kolmogorov frequency.
The Kolmogorov length, �, is found through an iterative scheme estimating it from
a temporarily filtered velocity signal by the equation

� = �3∕4
(

15�
(

)u
)x

)2
)1∕4

(3.4)

until it has converged. The Kolmogorov frequency is then found by using Taylor’s
hypothesis. In this procedure it is assumed that the turbulence is locally isotropic
(Pope 2000).
The uncertainty was calculated by the method given in Benedict and Gould (1996)
and was less than 1% for the mean velocity in turbulent flow regions. This method
of estimating the uncertainty does not work well in low-TI flow due to difficulties
associated with estimating the integral time scale. For the higher-order statistics,
the uncertainty is more prominent, particularly for the skewness and flatness in the
outermost parts of the wake. This uncertainty is illustrated in the large scatter in
the flow profiles and stems from the relatively few uncorrelated velocity events.
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3.3.2 Force measurements

Force measurements were conducted to determine the drag of the different WGOs
used in Article III. The method is described in that paper, but a summary will be
given here. An AMTI BP400600HF 1000 force plate was used for the measure-
ments. The voltage signal was amplified before a low-pass filter with a cut-off
frequency of 1000 Hz was applied. Only one component, the streamwise force,
was interesting for the current work. To reduce the uncertainty associated with the
drift of the load cell, reference measurements were taken in quiescent flow before
and after every single force measurement. The zero-measurement that was subtrac-
ted from the measured force was then calculated as a time-based weighted average
from the two tare measurements.
3.3.3 Particle image velocimetry

PIV is an optical measurement technique used to capture two-, or sometimes three-
dimensional, velocity fields in a plane or small flow volume. In addition to giving
spatial information about the flow, one of the main advantages of the technique
is that it is non-intrusive as it does not have any physical objects in the flow. In
this thesis, only two-dimensional, two-component (2D2C) PIV has been used, and
the discussion will be focused on that method. For a broader overview of different
methods and a more thorough understanding of PIV, see the textbook by Raffel
et al. (2018). The PIV set-ups used in Articles III and IV are different, so this
introduction to the method will be general and not go into details of the specific
set-ups. The reader is referred to the experimental method sections of the articles
for details.
The PIV set-up consists of at least one light source, seeding source, and camera.
Through a series of lenses, the laser beam is focused into a sheet covering the meas-
urement plane. Two laser pulses, separated in time by Δt, illuminate the particles
in the flow. For PIV, the particles size should preferably be larger than the pixel
size in the images. This is often not possible in air, where the particle size typic-
ally is of the order 1 �m to 10 �m. The camera captures two images, one with the
first laser pulse and one with the second. This leads to a pair of images displaying
particles, or clusters of particles. Figure 3.8a shows snippets of a pair of particle
images separated by Δt.
In order to extract the velocity field, the images are divided into interrogation win-
dows. An example interrogation window is marked in orange in Figure 3.8a. The
location of the peak in the the cross correlation between an interrogation window
pair indicates how far the particles havemoved in the course ofΔt (see Figure 3.8b),
and hence gives the velocity vector in that interrogation window. This is done it-
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Figure 3.8: An illustration of PIV processing. a) Shows snippets from the two images
in an image pair with an example interrogation window displayed in orange. b) Shows
the correlation map for an interrogation window inside this field, displaying a clear peak
indicating the movement of particles between the images in a). c) Shows the vector fields
superimposed on the snippet from one of the raw images, displaying a clear vortex structure,
in this case, a tip-vortex.
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eratively on windows decreasing in size, with the final interrogation window being
on the order of tens of pixels. Usually, some overlap is used between the interroga-
tion windows. It should be emphasized that PIV correlates interrogation windows
at two instances in time, but in contrast to particle tracking methods, it does not
calculate the movement of individual particles. Combining all the interrogation
windows, a velocity vector field is obtained. An example of a vector field is shown
in Figure 3.8c, where it is plotted on top of one of the raw images. This particular
snippet encapsulates a tip-vortex.
The quality of the PIV measurements is, to a large extent, shown in the uncertainty
calculated by the software used (LaVision Davis 8), with the method given in Neal
et al. (2015), Sciacchitano et al. (2015), andWieneke (2015), which is based on the
correlations. Other measures of the quality are the peak ratio, that is, the difference
in the height between the two highest correlation peaks, and the correlation value
which is the magnitude of the most prominent correlation peak. The typical uncer-
tainty in the mean velocity is below 1%, which is the case for measurements in this
thesis. The exact value typically depends on the amount of turbulence and vorticity
inside each interrogation window. The uncertainty of the instantaneous velocities
was below 0.5% in the undisturbed flow and below 5% in the turbulent wake. The
calculated uncertainty, however, only estimates the random error associated with
the experiments. Error sources contributing to the systematic uncertainty includes
the alignment of the laser sheet and cameras.
In this work, where the PIV is not time-resolved, around 1000 image pairs are
collected for each flow field. The sampling frequency is kept sufficiently low such
that each image pair is uncorrelated to the one before and after and stands as an
independent sample. The particle images are often pre-processed to improve the
quality. Typically, both temporal and spatial filters are used to remove background
noise.
For the experiments leading to Article IV several overlapping vector fields were
acquired. A stitching algorithm was used in the overlap region to merge the sets of
fields. First, to have a uniform grid of vectors, the second vector field is interpolated
onto the grid of the first vector field. In the overlapping region, where there is data
from both fields, a weighted average is used to find the velocity vector at each
position. The weighting (ws) is linearly based on the distance from the edge of the
overlapping regions on both sides. The stitching process for instantaneous fields is
illustrated in Figure 3.9.
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Figure 3.9: The stitching of instantaneous PIV fields. a) Two separate but overlapping
velocity fields. The color map indicates the velocity magnitude. The green box illustrates
the overlapping region. b) The stitched velocity field with the overlapping region in green.
c) The velocity along the dashed lines in a) and b), with red and blue representing the
first and second velocity field, respectively (top panel), and black coming from the stitched
velocity field (middle panel). The bottom panel shows the weighting from each field in
the overlapping region, with red and blue representing the first and second velocity fields,
respectively.
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Chapter 4

Summaries of the research
articles and future work

4.1 Summary of articles
Article I
The far-wake of porous disks and a model wind turbine: Similarities and dif-
ferences assessed by hot-wire anemometry
Magnus K. Vinnes, Stefano Gambuzza, Bharathram Ganapathisubramani, and R.
Jason Hearst
Journal of Renewable and Sustainable Energy, 14, 023304, (2022)
This article compares the wakes of two ADs with designs representative of those
found in literature. One is a wire mesh disk with uniform blockage (UD), and
the other one is a non-uniform acrylic disk (ND). Furthermore, the wakes of a
solid disk and a wind turbine were included as reference cases. All the four WGOs
have the same diameter. Hot-wire measurements were taken at several distances
downstream, with the most downstream position being 30D downstream of the
WGOs. The comparison was designed to answer the research question:

1. How similar are the flows downstream of a uniform and a non-uniform ac-
tuator disk?

The results show that neither of the ADs can reproduce the asymmetry in the wind
turbine wake caused by the rotation of the blades. This asymmetry is evident in
the skewness and flatness profiles, even in the far wake. While it is not surprising
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that static disks are unable to reproduce features of a rotating wake, it is interesting
to note how different the wakes downstream of the two ADs are. The wake of
the ND recovers faster, displaying lower velocity deficits but a wider wake when
compared to the UD wake. The UD wake retains a top-hat velocity deficit profile
3D downstream of the disk. There is thus little turbulence production in the center
of the wake, yielding two peaks in the TI profile at the edges of the wake. These
two peaks only meet 10D downstream. In contrast, the TI in the ND wake has a
Gaussian profile near the disk, with a high maximum value in the center. However,
from 10D downstream, the levels are smaller than for the UD. From this, it can
be concluded that while there is strong production in the near-wake of the ND,
leading to faster wake recovery, the strong withstanding gradients of the UD wake
increase turbulence production farther downstream, yielding higher TI values in
the far wake.
The mean profiles already show significant differences between the wakes. In ad-
dition, the velocity spectra reveal that there is vortex shedding in the ND wake and
not in the UD wake. The UD wake contains lower frequency structures in the shear
layer, which are associated with the shear layer instability. As such, there are signi-
ficant differences in the governing physics of the two wakes, both for the one-point
and the two-point statistics. The main conclusion from the article is that the wake
of ADs are highly dependent on the design of the particular disk. Therefore, it is
important to exercise care when choosing the design of an AD for experimental
investigations.
Article II
Characterizing porous diskwakes in different turbulent inflow conditions with
higher-order statistics
Magnus K. Vinnes, Ingrid Neunaber, Hauk-Morten H. Lykke, and R. Jason Hearst
Under consideration for publication in Experiments in Fluids

Expanding the work of Article I, Article II investigates the effect of ambient turbu-
lence on the wake of the ADs. The experimental set-up is the same as in Article I,
but a wooden bi-planar passive grid is used to increase the freestream TI. This ad-
dresses the second research question:

2. How does freestream turbulence influence the wakes of a uniform and a non-
uniform actuator disk?

The results show that the increased freestream turbulence has more impact on the
UD wake than on the ND wake. The wake recovery rate of the UD wake is en-
hanced, changing the shape of the velocity deficit and TI profiles at the closest
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measurement positions. For both disks, the wake width and magnitude are altered
by the freestream TI. The vortex shedding in the ND wake is still present, indicat-
ing that the wakes are still fundamentally different between the different ADs. The
analysis of Article I is also expanded to include a description of the intermittency in
the wakes of the two ADs. A region of highly intermittent flow is found to surround
the wakes, increasing the effective wake size of both ADs. The intermittency ring
is wider for low ambient TI, and for both inflow conditions, is more prominent for
the ND wake. In sum, the enhanced background TI level makes the wakes more
similar. Nevertheless, some of the governing physics of the flow are still different
between the disks, particularly the vortex shedding observed in the ND wake.
Article III
A comparison of lab-scale free rotating wind turbines and actuator disks
Sanne de Jong Helvig, Magnus K. Vinnes, Antonio Segalini, Nicholas A. Worth,
and R. Jason Hearst
Journal of Wind Engineering and Industrial Aerodynamics, 209, 104485, (2021)
From Articles I and II, it is clear that the design process of an AD is important. To
that end, the research question in focus for Article III is:

3. How should an actuator disk be designed such that it replicates the flow field
around a wind turbine?

To answer this, the flow in the near-wake of two sets of ADs was measured by
PIV. The two sets were designed with uniform and non-uniform blockages, as de-
scribed in Section 3.1. Based on the mean velocity and the mean vorticity fields,
the non-uniform disk with the lowest blockage (NHD35) was chosen for further
examination.
Aswith themean velocity and vorticity, themean Reynolds stresses also agree reas-
onably between the disk and the rotating model, with differences mainly confined
to within the first D downstream of the WGOs. However, instantaneous structures
vary between the AD and turbine wakes. The signed swirl field reveals substantial
instantaneous vorticity structures downstream of the AD, which are not present in
the turbine wake. The turbine wake, however, contains the well-known tip-vortices,
which cannot be replicated by the static AD. Through POD analysis, it is shown
that the tip-vortices are a dominating feature of the flow, as they are the struc-
tures seen in the POD-modes with the highest energy content. The results show
that, depending on the application, ADs can be used as static wind turbine mod-
els. Nevertheless, if detailed knowledge of the governing physics of the flow in the
near-wake is desired, rotating wind turbines should be used.
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Article IV
The flow in the induction and entrance regions of lab-scale wind farms
Magnus K. Vinnes, Nicholas A. Worth, Antonio Segalini, and R. Jason Hearst
Under consideration for publication in Wind Energy

The first three papers focus solely on single WGOs. As wind turbines are often
grouped together in wind farms, the final article focuses on the difference in the
flow field around ADs and rotating turbine models in a wind farm setting. This
addresses the last research question of this thesis, which is:

4. Can actuator disks be used to give a good representation of the flow in the
induction and entrance regions of a wind farm?

The flow around the induction and entrance regions of several wind farm layouts
and alignments was measured to investigate this. The farms were built up of the
same rotating wind turbine models used in Article III, as well as the NHD35 AD
whichwas chosen as the best match in the samework. In the global induction region
of the wind farms, there are no significant differences between the AD cases and
the rotating model cases, and neither between the tested layouts and alignments.
There is also reasonable agreement with the model proposed by Segalini (2021).
In the local induction region of the most upstream WGO in the farm, however, the
profiles differ between the different WGOs.
The same observations are made in the wake as well, consistent with the results
from Article III. Looking at the wake of the second-rowWGO for the aligned cases
with the incoming flow parallel to the farm layout grid (the second-rowWGO is not
in the measurement field for the other cases), some of these differences are reduced.
In particular, the POD modes show that the tip-vortices are not visible in the most
energetic modes, and their impact on the flow physics is significantly reduced. The
rapid break-down of the tip-vortices is ascribed to the higher TI in the incoming
flow. This significant result shows that even though one should exercise care using
ADs as wind turbine models, they might give valuable results, in particular when
used in a wind farm where the high TI levels in the wakes of upstream WGOs
enhance break-down of structures in the flow. How this affects the transport of
mean kinetic energy from the flow above the farm cannot be derived from these
results, as the measurements do not extend sufficiently deep into the wind farm.
Over the first few rows, however, there is higher turbulence transport for the turbine
models, but there are only minor differences in the transport by the mean vertical
velocity between the different WGOs.
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4.2 Future work
There are several ways to expand and build upon the results presented within this
thesis. For Articles I, II, and III, the measurements were performed in idealized
conditions, that is, in a uniform flow, and for Articles I and III also a low turbu-
lent flow. The idealized conditions allowed identification of the main differences
between the WGOs, but they do not include the complex flow where wind turbines
usually operate. In particular, the effect of the atmospheric boundary layer has not
been included. Future studies should investigate how the differences and similarit-
ies in these comparisons would be affected by the shear, the potential stratification,
and the wide range of TI found in real-world flows. In addition, the implementation
of active grids facilitates replication of dynamic flow events, such as gusts. Sev-
eral such facilities already exist, for example at the University of Oldenburg (e.g.,
Berger et al. (2022)) and in the newly upgraded wind tunnel at NTNU (Jooss 2022).
Furthermore, many different AD designs can be investigated. Examples of designs
that are not included in this work are the non-uniform disk used by Neunaber et al.
(2021), which does not have a solid circumference and has non-constant spacing
between the radial ribs, and the semi-uniform disk used by Aubrun et al. (2013),
which consists of meshes with different blockages in the center and the surrounding
part. Many other designs could also be imagined. Thus, there is ample parameter
space to investigate for arriving at a suitable AD design. One idea is to make a
thicker object with angled ribs to impose rotation on the wake.
The experiments conducted in this thesis are only done in single planes. However,
the wind turbine wake is known to be highly three-dimensional, in particular in the
near-wake. The three-dimensional features of the flow fields in the current thesis
should be investigated in future studies. This could be done using X-wires in full
wake scans (not only single-height scans) or by techniques such as stereo- or volu-
metric PIV. Of these, only volumetric PIV captures the flow field in a volume, but
the other methods can also be used onmultiple planes to evaluate three-dimensional
phenomena.
For the wind farm measurements reported in Article IV, only the induction region
and the first few rows of the wind farm are measured. This gives limited informa-
tion about the flow farther downstream in a wind farm; thus, similar experiments
performed deeper in the farm would be interesting. Only then can the transport of
mean kinetic energy into a large wind farm of turbines or ADs be evaluated. The
effect of the size of the wind farm and the turbine spacing in streamwise and lateral
directions are interesting parameters that have not been addressed in this thesis.
Another interesting aspect for further investigation is the effect of the WGO on a
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downstream wind turbine. The different turbulent structures in an AD wake and a
wind turbine wake may have a different impact on the flow developing downstream
of a second wind turbine. A future study could investigate this by having a second
WGO downstream of both an AD and a wind turbine and investigate the wake of
the second object.
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ABSTRACT

The wakes of two different porous disks have been evaluated experimentally. Such disks are commonly used as physical actuator disk analogs
for wind turbines. One disk is made of a uniform wire mesh, while the other has a nonuniform design with radial spars connected by rings.
The disks have the same solidity and produce approximately the same drag. The wakes have also been compared to the wake of a model
wind turbine and a solid disk. In contrast to earlier studies, the far wake, up to 30 diameters downstream, is included in the comparison. In
the near wake, the velocity deficit and turbulence intensity profiles of the disk wakes differ significantly. High levels of turbulence intensity
in the wake of the nonuniform disk increase the transverse transport in the wake, which leads to faster spreading and lower velocity deficits
in the far wake, compared to the uniform disk and the wind turbine. High velocity gradients in the wake of the uniform disk give rise to
turbulence production farther downstream, maintaining higher turbulence levels in the far wake. In addition, coherent vortex shedding is
only identified in the wake of the nonuniform disk. None of the disks were able to replicate the asymmetric features of the wind turbine
wake. Nonetheless, the results highlight important flow physics that should be considered in the design process of a porous disk used as a
wind turbine surrogate.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0074218

I. INTRODUCTION

Wind turbines (WTs) are typically located in clusters, called
wind farms. In such farms, many turbines operate in the wake of
upstream turbines, experiencing reduced mean wind velocity and
increased turbulence intensity (TI) compared to the undisturbed
incoming flow. The decreased velocity reduces the power production
potential. Barthelmie and Jensen1 found a difference in the power pro-
duction of up to 20% between turbines located in the center of the
Nysted offshore wind farm and the turbines located at the edge.
Increased TI leads to higher mechanical loads on the structure.
Thomsen and Sørensen2 reported 5%–15% higher loads on a turbine
in a farm compared to a single turbine, with the exact value depending
on the farm layout.

The near wake is often defined to be the region where rotation
and tip and root vortices are seen in the flow, that is, where the signa-
ture of the turbine, nacelle, and tower dominate the flow.3 The near
wake of a wind turbine is a highly three-dimensional flow. The turbine

rotation adds a counter-rotation to the wake flow.4 Tip vortices and
root vortices further complicate the flow.3,5 However, both the rotation
and the vortices lose strength rapidly. The azimuthal velocity in the
wake has been shown to be only a few percent of the freestream veloc-
ity at a distance of 1 rotor diameter (D) downstream of the turbine.4

The size of the near wake depends on the incoming flow. Typically, it
ends between 2D and 4D downstream of the turbine.6,7

In wind farms, the spacing between turbines is typically in the
range of 5D to 10D, as exemplified by five different full scale farms
shown in Table I. Depending on the wind direction compared to the
farm alignment, turbines even farther downstream might be located
directly in the wakes of upstream turbines, as can be seen in the work
by Port�e-Agel et al.8 The turbines will thus never be located in the
near wake of other turbines, but rather in the far wake. While the flow
is highly three dimensional in the near wake, the far wake has more
global characteristics of the velocity deficit and TI.3 When the compli-
cated flow structures in the near wake are less important, it is possible
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to simplify both computations and experiments. Therefore, actuator
disk (AD) methodology has become a popular tool. In simulations, it
consists of implementing a pressure discontinuity at the disk location.9

In some cases, the rotation of the flow can also be added.7,10,11 In
experiments, the analogy is to use porous disks (PDs) with the same
drag coefficient

CD ¼
FD

1
2
qU2
1A

(1)

as that of a wind turbine.12 Here, FD is the drag force acting on the tur-
bine; q is the density of the air; U1 is the freestream velocity; and A is
the swept area of the rotor, corresponding to the frontal area of an
AD. Note that in this study, CD is used rather than the thrust coeffi-
cient CT, as the focus is on disks. They are, however, the same
parameter.

Computational research has evolved to utilize the available com-
putational power of supercomputers. Large eddy simulations (LESs),
where only the small turbulent scales are modeled and the large scales
are directly simulated from the governing equations, have become a
popular tool. Many LES studies on wind turbines or wind farms uti-
lize either rotating or non-rotating AD models (e.g., Refs. 8 and
17–20). Reviews on simulations of wind farm flows are found in the
recent review papers by Stevens and Meneveau6 and Port�e-Agel et al.7

In industrial applications, where LES is too expensive, wake models
are used to plan the layout of a wind farm. Some of the best known
models are the Jensen model21 and the Frandsen model.22 The devel-
opment of new wake models as well as the improvement of earlier
models are still subjects of academic interest.23–26 Experimental stud-
ies are needed to validate both wake models and simulation results,6

and are also useful and necessary to obtain further insight into the
physical phenomena that govern flow around wind turbines and
wind farms.7

PDs are popular to use as experimental wind turbine models.
Wake meandering in relation to large scale boundary layer structures
was investigated by Espa~na et al.27,28 and Muller et al.,29 who both
used wire mesh disks as a static wind turbine models. Howland et al.30

studied the wake deflection downstream of a yawed PD, stating that
the deflection of the wake is largest near the center. They used a disk
with ribs protruding from the center, connecting several solid circles at
different radial positions. Very recently, Abdulrahim et al.31 investi-
gated which effects an incoming boundary layer has on the wake of a
PD of similar design. Unsteady loading on wire mesh disks was stud-
ied by Yu et al.32,33 PDs have also been used as wind turbine models in
wind farm experiments. For example, Theunissen et al.34 measured

the drag of a model wind farm where the turbines were represented by
perforated disks, while Bossuyt et al.35 used 100 PDs to measure the
spatiotemporal power output from wind farms in different
arrangements.

While PDs have already been used as static wind turbine models,
several studies also focus directly on the flow field around them. Early
PD experiments were performed by Sforza et al.36 They measured the
wake expansion and velocity deficit downstream of perforated disks
with different solidity. Instead of using perforated disks, Cannon
et al.37 used wire mesh disks in their flow visualization of the wake
downstream of disks with different solidity. For disks with a solidity
lower than 60%, they did not observe vortex shedding in the wake, in
contrast to the vortex shedding seen behind solid disks (SDs) and wire
mesh disks with higher solidity. The near wake of slotted disks of dif-
ferent solidity was investigated by Higuchi et al.38 They reported that
the three-dimensional structures downstream of the perforated disks
are more axisymmetric than those behind a solid disk. More recently,
Myers and Bahaj39 showed that beyond 6D downstream of wire mesh
disks, the wake velocity deficit is nearly independent of the disk solid-
ity when it is varied. Lin et al.40 found that the wake of a perforated
disk with a solidity of 88% had a higher maximum velocity deficit than
the wake of a solid disk in the range from 3D to 5D downstream, and
that the structure of the recirculation zone was different between the
disks. This is in contrast to results reported by Xiao et al.,41 which
reported lower velocity deficit in the wake of a perforated disk with
75% blockage compared to the wake of a solid disk. Ranjbar et al.42

investigated the drag, induction factor, and the power coefficient esti-
mated from the induction factor for porous disks of different solidities.
Recently, Huang et al.43 introduced a new scaling parameter
D� ¼ 4A=P, with A being the disk area and P the perimeter, to match
the wake recovery of porous disks of different geometries: circular,
square, and rectangular.

Several studies have assessed the feasibility of using ADs as wind
turbine models in simulations, both for single turbines (e.g., Ref. 44)
and for several interacting turbines (e.g., Ref. 45). To validate the usage
of PDs in wind tunnel experiments, Aubrun et al.46 performed hot-
wire measurements in the near wake of a rotating turbine and a wire
mesh disk. They found reasonable agreement up to the fourth-order
turbulence statistics in the wake 3D downstream of the wake generat-
ing objects (WGOs), both in decaying isotropic turbulence and in an
atmospheric boundary layer. Later, Lignarolo et al.47 used stereo parti-
cle image velocimetry (SPIV) to capture the near wake of a wire mesh
disk and a rotating turbine. They showed that the wakes agree well,
but that the TI is higher in the shear layer of the turbine than the disk.
It was also shown that the total flux of kinetic energy into the wake is
equal for the two cases, although the tip vortices from the turbine con-
tribute both with a positive and a negative flux, meaning that the
transport mechanisms are different in the different wakes.47 The dif-
ference in the instantaneous structures of a PD wake and a rotating
turbine wake was recently emphasized by Helvig et al.12 They showed
that the coherent structures in the near wake differ both in size and
location between a rotating model and a porous disk. Neunaber48 has
later confirmed that the PD and wind turbine wakes mix differently in
the near wake, but that the centerline evolution in the far wakes is sim-
ilar.49 These studies did not use a wire mesh disk, but they have a
design with nonuniform blockage and without an outer solid rim.
Similar disks, but with a solid circumference, were used by Camp and

TABLE I. Turbine spacing in different wind farms.

Wind farm Spacing (D)

Nysted1 5:8–10:5
Horns rev I13 7
Rødsand II14 5–10
Greater Gabbard15 8:3–10
Princess Amalia16 6:9–7:1
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Cal.50,51 They used a 3� 4 array of turbines and disks, and did particle
image velocimetry (PIV) around the center turbine in the last row. In
the far wake, the mean kinetic energy transport is captured well by the
PD. However, they highlight the importance of properly choosing the
design of the PD. The near wake features of PDs were examined by
Theunissen and Worboys.52 They varied the hole topology and posi-
tions of high solidity PDs and observed near wake features as for
example jet mixing.

The aforementioned comparisons generally target the near wake,
with limited information downstream of approximately 5D from the
WGO. This is upstream of where subsequent turbines are placed in
several real wind farms (Table I). Furthermore, there is no agreement
on what is the best design philosophy for such PD models. Aubrun
et al.53 began to address this by comparing the wakes of two actuator
disks in different facilities at 4D. Later, Helvig et al.12 compared several
PDs to a rotating model, detailing how one of the disks generated a
wake more similar to the wake of a rotating model. Although the
results showed good agreement in the mean features, their analysis
showed discrepancies between the wakes with regard to the temporal
structures in the flow, and again the results were limited to the near
wake, stopping at 3:5D.

This work fills a knowledge gap by performing measurements in
the wakes of two different PDs and a power extracting wind turbine
model at distances up to 30D downstream. Such measurements are
important in that wake modeling essentially assumes an asymptotic
self-similar state, which in turbulence is rarely assumed to begin within
the first tens of characteristic lengths from a body; but, this is the exact
region of interest in wind energy. There is thus a need to investigate if
wakes of different PDs with the same drag and at the same characteris-
tic velocity in fact do approach one another before the typical position
of the next turbine; and if not, do they ever agree within the measur-
able range of the experimental facility? The measurements were per-
formed in low-turbulence, uniform conditions, rather than in a

turbulent boundary layer, to isolate the effect of changing the geometry
of the WGOs. The design of the two PDs is different in their nature:
whereas one of them is a wire mesh, the other is a perforated disk with
nonhomogeneous blockage. As a reference case, the wake behind a
solid disk was also measured. Turbulence statistics from first- to
fourth-order velocity moments are presented. This is thus the first
study evaluating the ability of PDs to replicate a wind turbine far
wake. It also presents a first glance at a detailed comparison of the far
wake downstream of different PDs used as wind turbine models.

II. EXPERIMENTAL SETUP
A. Disks and wind turbine

The two ADs used in the present study have a diameter of
D ¼ 200mm and a solidity of r ¼ 57%. The solidity is thus lower
than the limit of where vortex shedding was observed by Cannon
et al.37 The first disk was cut from an industrially manufactured wire
mesh with a wire thickness of 0.8mm, and has a uniform blockage.
The disk, here referred to as the uniform disk (UD), is the same as the
uniform PD used by Aubrun et al.53 in their blind test comparison.
The other disk was designed to have the same solidity as the UD but
now with a nonuniform blockage. It is therefore referred to as the non-
uniform disk (ND). The ND has ribs expanding from the center to a
solid rim. The blockage is highest near the center of the disk, which
replicates the relatively large size of the wind turbine blades at the
same location and the nacelle. The design is based on the nonuniform
disk used by Aubrun et al.53 and Camp and Cal.50,51 The ND was
machined from a 5mm thick acrylic sheet to match the diameter and
solidity of the UD. Schematics of the UD and ND are shown in Fig. 1.
The drag of the disks was measured using a force balance, and it was
found that CD ¼ 0:77 and CD ¼ 0:82 for the UD and the ND, respec-
tively. As a reference case, the wake of a wooden, 9mm thick, solid
disk (SD) with the same diameter, D ¼ 200mm was also measured.
The SD has CD ¼ 1:1, as expected for this geometry. All the disks

FIG. 1. Schematics of the uniform disk, UD, (left) and the non-uniform disk, ND, (right) mounted to towers.
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were attached to a 10mm diameter steel rod, which in turn was
mounted to a thicker steel rod with a diameter of 32mm. The thicker
mast stops 200mm below the hub height. To reduce the influence of
the thicker rod, a cable was wound around it to act as a vortex disrup-
tor.54 The length of the rods was adjusted in order for the disks to be
located in the vertical and horizontal center of the wind tunnel cross
section such that the wake is not affected by the boundary layers of the
wind tunnel walls.

The wind turbine (WT) is a three-bladed, speed-controlled fixed-
pitch turbine. It has the same diameter as the disks, D¼ 200mm. The
blades were 3D-printed with a stereolithography printer, with the
NACA 63–418 airfoil profile along the entire blade. The chord of
the blade ranges from 25mm at the hub to 12.5mm at the tip, and the
geometrical pitch angle ranges from h ¼ 39:57� to h ¼ 0:73�. The val-
ues were chosen to give a constant angle-of-attack (a) of 12� along the
blade at a tip speed ratio k ¼ 3:5, which yields good turbine perfor-
mance according to blade element momentum simulations. The hub
of the turbine has a diameter of 22mm, and the generator, encoder,
and wiring were enclosed in the nacelle, which has a diameter of
24mm and was 3D-printed with a filament-deposit printer using poly-
lactic acid (PLA). Furthermore, the nacelle was mounted to a rod with
a diameter of 20mm. This rod was mounted to the same mast as the
actuator disks. Figure 2 shows the WTmounted in the wind tunnel.

The rotational speed of the WT was set to achieve the maximum
power coefficient, Cp, at the given incoming velocity. Figure 3 shows
the power curve of the WT, with the dotted vertical line illustrating the
operating point at k ¼ 3:65, which is close to the k that was used to
determine the geometrical pitch of the blade. Details about the control
and electronics of the WT can be found in a recent paper by
Gambuzza and Ganapathisubramani.55 They use the same control sys-
tem on a slightly smaller turbine. Due to constraints in the experimen-
tal setup, it was not possible to measure the drag of the rotating
turbine. Through wake integration, the drag of the WT was found to
be smaller than the drag of the PDs, although this method is not

robust enough to yield exact values due to the 3D nature of the flow.
Nevertheless, important features, such as tip vortices and rotation of
the flow, are present in the model WT wake. The main focus of this
work is on the disks, and thus the turbine is only used for qualitative
comparison of the flow features given the disparity in drag.

B. Facility

The experiments were performed in the 11:15� 2:71� 1:80m3

(length � width � height) closed loop wind tunnel at the Norwegian
University of Science and Technology. The height of the roof was
gradually increased from 1.80 m at the inlet to 1.85 m at the outlet of
the test section to compensate for the growing boundary layer thick-
ness. The WGOs cover an area well below 1% of the wind tunnel cross
section, and blockage effects are negligible. To ensure low TI and
homogeneous flow, a wire mesh screen was installed at the inlet of the
test section. The WGOs were mounted 1.6 m downstream of the con-
traction, corresponding to 640 mesh lengths (M) downstream of the
screen. A schematic of the facility is shown in Fig. 4.

Hot-wire anemometry (HWA) was used for all velocity measure-
ments. Three Dantec Dynamics 55P11 single-wire probes, operated in
constant temperature mode, were used for simultaneous sampling.
They were connected to a Dantec Dynamics StreamLine Pro anemom-
eter. The sampling frequency was 30 kHz, with an analog low-pass
filter applied at 10 kHz. An automated traversing system was used to
make horizontal scans at six different downstream locations,
x=D ¼ 3; 5; 10; 15; 20, and 30, illustrated by �-symbols in Fig. 4. All
scans were performed at hub height. It should be noted that the hub
height does not represent the wake centerline, as the tower shifts the
wake downward.56 However, in many wind farms, the turbine hubs
will be at the same height; thus, hub-height measurements are of
utmost important for any downstream turbine. At the beginning and
end of each day of the campaign, the probes were calibrated against a
pitot-tube. The temperature was recorded with a thermocouple, and
the calibrations were corrected for temperature variations according to
the procedure outlined by Hultmark and Smits.57 A weighted average,

FIG. 2. The wind turbine model, WT, mounted in the wind tunnel. The traversing
system with the hot wires can be seen in the background.

FIG. 3. Cp at different k. In the experiments, k ¼ 3:65 illustrated by the dotted line,
was used.
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based on the time between acquisition and each of the two calibra-
tions, was used to convert the voltage signal to velocity.

In the wake of the WT, the distance between each measurement
point in the scan was 10mm at all downstream positions. In the wakes
of the disks, which are expected to be symmetric, only half the wake
was scanned with 10mm distance between the measurement points.
To check for symmetry, the other half of the wake was scanned with a
maximum distance between two measurement points of 50mm. In
the freestream, outside of the wake, the larger distance was used. To
ensure good convergence of turbulence statistics up to the fourth
order, 360 s measurements were taken when the distance between the
measurement points was small. For the lower density measurements,
200 s samples were used. The measurements from the three different
wires were normalized to each other by the first measurement in each
profile scan. To account for hot-wire drift, the last measurement was
normalized to the first measurement for the separate wires. All the
normalizing measurements were taken well outside the wake region.
For the profiles farthest downstream of the SD, the wake outgrew the
traverse limits such that normalization was not possible. Instead, cor-
rection factors for the start and end of each scan were found by mini-
mizing the least squares error between the separate wire profiles. A
weighted average of the correction factors was used across the scans.
This procedure was only applied at the two most downstream profiles
and only influences the mean velocity profiles, not the higher-order
statistics.

The velocity and turbulence profiles of the background flow were
measured with hot-wire anemometry at six different streamwise posi-
tions. The incoming velocity was U1 ’ 8:1 m/s, corresponding to a
Reynolds number of Re ¼ ðDU1Þ=� ’ 105. At each position, a 200 s
sample was taken. The profiles are shown in Fig. 5. The velocity is uni-
form within 61% for all streamwise positions. Recall, the WGOs are
located in the center of the tunnel, far away from the boundary layers

of the tunnel walls. A small shear is observed in the center of the tun-
nel, with the velocity on the positive side (y> 0) being slightly higher.
This small shear shifts the wakes of the WGOs slightly toward y> 0.
For all the WGOs, at all downstream positions, this shift is within 2%
of the distance from the object. The shift is also approximately the
same for the different objects. Based on this, the small velocity gradient
was judged to be acceptable. The TI, defined as u0=U , where U is the
local mean velocity and u0 is the standard deviation of the velocity
fluctuations, is also shown. The values are below 6� 10�3 across the
tunnel (0.6% turbulence intensity). The small shear in the tunnel leads
to a peak and asymmetry in the TI profiles. The other parts of the

FIG. 4. Schematics of experimental setup in the test section of the wind tunnel. The streamwise locations of the hot-wire scans are marked with � in the side view. The veloc-
ity profiles for the non-uniform disk are shown in the top view.

FIG. 5. Mean velocity (a) and turbulence intensity, TI, (b) of the background flow in
the wind tunnel. The velocity is normalized by the mean velocity across the tunnel,
U0. Measurements are taken at five streamwise positions – x ¼ 0D; 0:5D; 3D;
10D and, 30D – at the height of the center of the wake-generating objects. The col-
ors in the figure range from dark at 0D to light at 30D.
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profiles have values around 3� 10�3 (0.3% turbulence intensity),
decaying with increasing downstream distance. Overall, these values
are quite low for a facility of this size.

III. BASELINE COMPARISON TO OTHER STUDIES

Wind turbine and PD wakes have been reported extensively in
the literature (e.g., Refs. 4, 34, 46, 48, 58, and 59). To put the current
results into context, the velocity deficit (ðU1 � UÞ=U1) and TI mea-
sured in the present study are compared to a sample of results from
existing studies that could be accessed. The comparison is made at
x � 3D, as this is a common measured position for most studies. In
Fig. 6, the velocity deficit and the TI in the wake of several PDs are
shown. The different studies used in the comparison are briefly sum-
marized in Table II. The velocity and TI profiles differ between the
studies. Some of the discrepancies are due to the different CD of
the disks; also, the shape of the profiles is different between the disks.
The velocity deficit ranged from rounded, Gaussian-like profiles to
top-hat profiles, with the ND and the UD representing the two
extremities, respectively. Large discrepancies in the TI profiles can also
be observed between the disks. In total, the wake of the ND is some-
what similar to the wake of Neunaber’s48 disk, while the wakes of
Aubrun’s46 disk and the UD show some similarities in the TI profiles.
To improve wind turbine models, it is important to understand the
physics leading to these differences. To that measure, the two different
PDs used in this work are reasonable design choices, as the shape of
their velocity deficit and TI profiles differ from each other and cover
the span of differences seen between earlier disks.

Similarly, the wake of the rotating model has been compared
to different earlier wake measurements, ranging from lab-scale to

full-scale measurements. The results are shown in Fig. 7. Information
about the presented studies can be found in Table III. Most of the tur-
bines, including theWT used in the present study, have an asymmetric
wake. However, the wakes reported by Medici and Alfredsson4 and
Neunaber48 are close to symmetric. Also here, some of the differences
arise from different operating conditions. This effect is particularly evi-
dent in the full-scale measurements by Zhan et al.59 Two of the cases
they report are shown in Fig. 7. While these are wake measurements
of the same turbine, the different operating conditions during the mea-
surements change the wake. Clearly, it is difficult to compare PD mod-
els to rotating models and full-scale wind turbines when even the
benchmark is highly dependent on operating conditions.

Nonetheless, the figure shows that the WT used in the present
study has a wake that, with respect to the magnitude of the velocity
deficit and TI, and the width of the wake, lies within typical results
from other studies. Only the full-scale measurements by Zhan et al.59

show wider wakes, but the results they present are obtained by averag-
ing velocity measurements over a small range of different incoming
conditions and wind directions over a fixed time, which could possibly
make the wake appear wider. In addition, the shape of the WT wake
profile qualitatively agrees well with the full-scale measurements by
Zhan et al.59 despite the lower CD. Thus, the WT is a suitable bench-
mark for the present investigation where we can rigorously control the
experimental conditions.

IV. RESULTS
A. Mean velocity and turbulence intensity

A wind turbine’s power production is governed by the incoming
velocity. It is therefore important to match the wake velocity profile of

FIG. 6. Velocity deficit (a) and turbulence intensity, TI, (b) of disk wakes from the present study and the literature. The profiles are taken at positions close to x ¼ 3D.

TABLE II. List of actuator disks in Fig. 6.

Reference Description Re x/D CD Solidity Technique

Aubrun et al. (2013)46 Wire mesh 7� 104 3 0.45/0.35 HWA, 1C
Theunissen et al. (2015)34 Holes 4� 104 3 0.86 LDV, 2C
Neunaber (2018)48 Ribs 3� 105 2.97 0.96 0.53 HWA, 1C
ND Ribs 1� 105 3 0.82 0.57 HWA, 1C
UD Wire mesh 1� 105 3 0.77 0.57 HWA, 1C
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a PD’s wake to a wind turbine wake. Figure 8 shows the velocity deficit
of all WGOs used in this study. All six downstream positions are pre-
sented in the different subfigures.

The SD and the ND both have rounded velocity profiles at
x ¼ 3D. The maximum velocity deficit is high for the ND this close to
the disk. For both the mentioned disks, the velocity deficit diminishes
rapidly farther downstream. At the same time, the wake extends hori-
zontally, spanning the entire range of the measurements at x ¼ 30D.
The SD wake is wider than the ND wake, throughout the measure-
ment region, but it has a lower maximum velocity deficit. This is in
agreement with Lin et al.40 but in contrast to Xiao et al.41

In the near wake, at x ¼ 3D, the UD generates a different wake.
The velocity deficit has a top hat profile, with strong velocity gradients
at the edges of the wake. The UD reduces the velocity evenly across its
cross section. From x ¼ 5D, the velocity gradients are reduced.
However, the maximum velocity deficit increases slightly between 3D
and 5D downstream of the disk. The maximum velocity deficit is
reduced farther downstream, but not as much as for the ND. For
x � 5D, the disk has the highest maximum velocity deficit of all the
WGOs. The wake is also smaller in width, keeping the high velocity
deficit in the center of the wake, in contrast to the velocity deficit in
the ND wake, which is spread out over a larger area. Hence, there are
large differences between the wakes of the two PDs, even though they
are generated by disks with the same diameter, solidity, and approxi-
mately the same CD. Note that here, the normalized velocity deficit is

plotted, such that both shape and magnitude could be evaluated. In
Appendix A, figures of the self-normalized velocity deficit and TI are
provided, to allow for better comparison of the shape of the wake pro-
files. The self-normalized profiles further indicate that the shape of the
mean velocity profile that best matches the WT is the UD, at least for
x=D � 10.

The WT wake has a smaller velocity deficit than the ND and UD
at x ¼ 3D, which is related to its lower CD. As such, we offer the com-
parison to this model in order to identify phenomenological features
of the WT wake and its general shape, rather than a direct comparison
to the velocity deficit. The WT wake is asymmetric, as was also seen in
Fig. 7. The reduction of the maximum velocity deficit is slower com-
pared to the ND, and already at 5D downstream, the maximum veloc-
ity deficit is higher for the WT despite the lower CD. The expansion of
the wake width is also smaller. Figure 9 shows both the evolution of
the wake width and the evolution of the maximum velocity deficit for
all WGOs. The wake width, Dd0:5, is defined as the distance between
the two points where the velocity deficit is half the maximum velocity
deficit, and is displayed in Fig. 9(a). The expansion of the wake of the
WT and the UD collapses very well for x � 10D, while the SD and
ND grow much faster. It is interesting to note that the latter two grow
at approximately the same rate, even though their width is different.
The evolution of the maximum velocity deficit, displayed in Fig. 9(b),
does not show the same behavior. Still, the decay of the maximum
velocity deficit is more rapid in the ND wake than the WT and UD

TABLE III. List of turbines in Fig. 7.

Reference Re x/D No. blades CD k Technique

Medici and Alfredsson (2006)4 1� 105 3 2 0.794 3.66 HWA, 2C
Aubrun et al. (2013)46 7� 104 3 3 0.5 5.8 HWA, 1C
Neunaber, TWO (2018)48 3� 105 2.97 3 1 5.7 HWA, 1C
Neunaber, OLWiT (2018)48 3� 105 2.97 3 1 6.2 HWA, 1C
Bartl and Sætran (2017)58 7� 105 2.77 3 0.811 6.0 HWA, 1C
Zhan et al. (2020)59 Full-scale 2.75 3 LiDAR
Zhan et al. (2020)59 Full-scale 2.75 3 LiDAR
WT 1� 105 3 3 3.65 HWA, 1C

FIG. 7. Velocity deficit (a) and turbulence intensity, TI, (b) of turbine wakes from the present study and the literature. The profiles are taken at positions close to x ¼ 3D.
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wakes. One reason for the discrepancy between the UD wake and WT
wake could be the difference in CD. No comparison to analytical wake
models or axisymmetric wake theory has been included in this work.
The downward shift of the wake, due to the tower,56 makes it unfeasi-
ble to compare it with a general axisymmetric wake.

The TI profiles of the wakes are shown in Fig. 10. In the center of
the SD and ND wakes, at x ¼ 3D, the TI is at a level where hot-wires
cannot accurately measure it due to backflow events.60 These magni-
tudes should therefore be considered with caution. The high turbulence
levels enhance the transport of momentum from the freestream into the
wake. This explains the rapid wake expansion and reduction of the
velocity deficit for the SD and ND, as was shown in Figs. 8 and 9.

On the other hand, the turbulence levels close to the UD are
lower, but also decrease much slower. At x ¼ 3D, the highest levels of
turbulence are found at the edge of the wake, where the velocity gradi-
ent is high. In contrast to the SD and ND wakes, the TI is low in the
center of the wake. Until x ¼ 10D, the maximum TI in the wake stays
around the same magnitude, but the peaks located in the shear layer
grow in width and at x ¼ 10D they have merged to span the entire
wake. Farther downstream, the turbulence decays, although the levels
stay higher than for the SD and the ND wakes also for x > 10D.

The two PD designs produce wakes with different characteristics,
even in the low order statistics. The ND produces several jets of differ-
ent sizes, as can be seen in the PIV fields in the work by Helvig et al.12

and Thenuissen and Worboys,52 where the former used disks with
very similar design to the ND. The high local velocity gradients in the
wake produce turbulent energy; thus, the TI is increased. The high lev-
els of TI increase transport, which spreads the wake and reduces the
maximum velocity deficit. The UD has a fine mesh, such that the
majority of turbulent production arises in the high shear regions in

FIG. 8. Velocity deficit profiles at all downstream positions.

FIG. 9. Evolution of the wake width (a) and velocity deficit (b) at different positions
downstream of the wake-generating objects.
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FIG. 10. Turbulence intensity profiles at all downstream positions.

FIG. 11. Velocity spectra at different
downstream positions. All spectra are
taken at the position where the velocity
deficit is closest to half the maximum
velocity deficit, i.e., in the shear layer.
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the wake. As the high levels of shear extend farther downstream from
the disk, production continues farther downstream, maintaining
higher levels of turbulence in the far wake.

For the two closest positions, the WT wake has an asymmetric TI
profile. This arises from combined effects of the tower wake and the
rotation of the turbine wake, and has been reported earlier.61 At these
two positions, the levels of TI are close to the ones in the UD wake.
However, the TI is higher than for the UD in the center of the wake.
The turbulence also decays more rapidly in the WT wake from
x ¼ 5D. Figure 8 shows that the velocity gradients in the WT wake are
smaller than for the UD, but larger than the wakes behind the other
WGOs. The TI profiles demonstrate that the disks are unable to repli-
cate the TI profile in the WT-wake, although the UD does lead to
comparable magnitudes of TI, and the wake widths are approximately
the same for the two. It should be noted that Helvig et al.12 recently
showed that even though the mean profiles of wind turbine and
porous disk wakes show reasonable agreement, the instantaneous
structures might differ significantly.

B. Velocity spectra

The first- and second-order statistics give valuable insight into
the mean wake features. However, they do not give information about
the structures in the wake. Such structures are important for loads on
downstream turbines.2 To obtain information about the structure of
the wake, the power spectral density of the velocity fluctuations (E11),
here referred to as the velocity spectrum, of the wakes was studied.
Some selected spectra are shown in Fig. 11. The spectral comparisons
have been made at the measurement positions where the velocity defi-
cit is closest to half the maximum velocity deficit in each wake; this is
within the shear layer for each flow. By evaluating in the shear layer
rather than at the same physical position in each wake, different flow
features at the same relative position in the wake can be assessed. For
reference, the same comparisons made at the same physical location
are presented in Appendix B.

There are distinct low frequency peaks in the velocity spectra for
the SD and the ND, which are present all the way to x ¼ 30D. The
Strouhal numbers, St ¼ fD=U1, of the peaks are St¼ 0.137 and
St¼ 0.150, respectively, for the two disks. The former corresponds to
the expected St of vortex shedding downstream of a circular disk (e.g.,
Refs. 37, 62, and 63). As the latter is only slightly higher, it is also
believed to be the standard vortex shedding for an ND. No distinct
peaks are observed in the UD spectra, and there is thus no strong vor-
tex shedding in this wake. This is in agreement with the results
reported by Cannon et al.,37 who did not observe vortex shedding in
the wake of wire mesh disks when the solidity was less than 60%.

At the closest measurement position, three sharp peaks are
observed in the WT spectrum. The first peak has a reduced frequency
of St¼ 1.159, which is the rotational frequency of the WT. The two
other peaks are at reduced frequencies of 2.320 and 4.640, and are thus
harmonics of this first one. For the WT, there is no strong periodic
energy associated with vortex shedding for most of the wake, which
differs from that present behind SD and ND.

To illustrate the extent of the vortex shedding, spectrograms of
different cases have been prepared. A spectrogram is a collection of
spectra plotted beside each other, with a colormap indicating the mag-
nitude of energy at the different frequencies. An example spectrogram
is shown in Fig. 12(a). The vertical axis shows the frequency,

corresponding to the x axis in a conventional plot of a spectrum, while
the horizontal axis shows the y-position in the wake. In that sense,
each vertical line in Fig. 12(a) is a spectrum, shown in Fig. 12(b) with
the respective color. The colormap displays the energy content, thus
representing the y axis in a typical spectrum. The spectrograms allow
investigation of the spanwise extent of structures in the flow, as well as
a direct comparison between the same physical position in the differ-
ent wakes.

Figure 13 shows spectrograms at representative downstream
positions. The velocity spectra integrate to the variance of the velocity,
equivalent to the square of the turbulence intensity when the mean
velocity is held constant across test cases as done here. Thus, the color
intensity of the spectrogram agrees with the TI profiles in Fig. 10. The
vortex shedding associated peaks are visible for the SD and ND,
highlighted with (i) in the figure, spreading over the entire width of
the wake and also some distance outside the high-energy regions.
Even 30D downstream of the disks, traces of vortex shedding can be
seen for both disks. As discussed in relation to Fig. 11, no such vortex

FIG. 12. A graphical explanation of spectrograms. (a) Spectrogram of the SD wake
at x ¼ 10D. (b) Four spectra plotted in the traditional way, corresponding to the ver-
tical lines in panel (a).
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shedding peak is observed for the UD andWT wakes. However, at the
edges of the high-energy regions, a range of energy containing fre-
quencies are present, marked with (ii) in Fig. 13. These frequencies are
higher than the vortex shedding frequency. The sharp velocity gra-
dients found here are comparable to mixing layer flows, where coher-
ent structures are known to exist.64,65 Thus, these high-energy
frequencies result from the strong shear in the flow. From this and the
results in Sec. IVA, the edges of the wakes downstream of the UD and
WT act as mixing layer flows due to the strong shear. The same behav-
ior is not observed for the SD and the ND. An analysis of the spectra
reveals that different physical mechanisms govern the different wakes.
In particular, it is interesting to observe that the ND leads to vortex
shedding in the wake, which is not present in the UD wake. In turn,

the UD wake has high-energy structures in the shear layers, although
with smaller magnitude than vortex shedding.

C. Velocity skewness and kurtosis

For the structural loads on downstream turbines, it is important
to understand the distribution of velocities within the turbulent flow.
To that measure, the skewness and kurtosis of the velocity fluctuations

can be instructive. Skewness, u3=u2
3=2

, is a measure of the asymmetry
of the velocity fluctuation distribution. For negative skew, the extremes
of the negative velocity fluctuations are more prominent than the posi-
tive ones and vice versa for positive skew. A symmetrical distribution
has zero skew.

FIG. 13. Spectrograms at representative downstream positions. The dashed ellipses highlight vortex shedding frequencies (i) and instantaneous structures arising from the
strong shear (ii).
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The skewness of velocity fluctuations at all six measurement posi-
tions is shown in Fig. 14. The wakes of both SD and ND have similar
skewness profiles throughout the length of the measurements. The
magnitude is low in the center of the wake, and the skewness gradually
decreases toward a negative peak around the edge of the wake. Then,
there is a distinct shift to a positive peak of lower magnitude just out-
side where the velocity deficit approaches zero. The peak magnitudes
are slightly higher for the SD, and as the wake gets wider, they are also
farther from the center of the wake.

For the UD, the same inner negative and the outer positive peaks
as observed in the SD and ND wake are present, however, with smaller
magnitude. In particular, the outermost positive peak is smaller. For
x ¼ 3D and x ¼ 5D, there are also positive peaks near the center of
the wake. Qualitatively, this agrees with the results Aubrun et al.46

reported for a wire mesh disk at x ¼ 3D. A more detailed comparison
with those results is not feasible, as their TI (4%) is much higher than
the one used in the present work, the solidity of their disk is different,
and their disk is not uniform near the center. Farther downstream, the
profiles have the same shape as the SD and the ND, but the peaks are
smaller in magnitude and are more closely spaced, following from the
smaller wake size observed in the lower order velocity statistics.

The fourth-order moment, u4=u2
2
, referred to as the kurtosis or

the flatness of the velocity fluctuation distribution, is another descrip-
tor of the turbulent velocity distribution. The higher the kurtosis, the
stronger the tails are. For reference, a Gaussian distribution has a kur-
tosis of 3 and 0 skewness. If the magnitude of the skewness is large, the
kurtosis must also be large, as one of the tails becomes stronger. In
Fig. 15, the kurtosis of all the measurement series is shown. There are
high levels of kurtosis around the edges of all wakes at all positions.

In turn, this means that the turbulence around the edges of the wake is
dominated by extreme events. In the center of the wake, the distribu-
tion is close to Gaussian. It should also be noted that the magnitude of
kurtosis is higher for the SD and ND than for the UD and WT, show-
ing that extreme velocity deficits happen more often in the wakes of
the former disks. It is also worth noting that 3D and 5D downstream of
the UD, there are increased levels of kurtosis in the center of the wake.

There is a clear asymmetry in the skewness and kurtosis profiles
of the WT wake at x ¼ 3D and x ¼ 5D. The magnitude of both statis-
tics is higher for negative y-values. From 10D downstream of the
turbine, the asymmetry shifts side, with higher peaks for positive
y-values. From this distance, the asymmetry gradually decreases, and
the skewness and kurtosis approach the profiles measured in the wake
of the UD. This asymmetry is not replicated by any of the disks, but it
should not be expected that a static, symmetric disk produces an
asymmetric wake. Earlier comparisons of the wake of PDs and wind
turbines do not report this asymmetry, but they also only evaluate one
side of the wake.46,47 The interaction between a rotating wake and the
wake of the tower is a possible explanation for this asymmetry.

It is noticeable that the magnitudes of both skewness and kurto-
sis, for all the WGOs, are high at the very edge of the wake, where the
TI approaches zero. In this region, bursts of high velocity occur in the
flow, increasing the forces acting on downstream turbines. Thus, in
agreement with Schottler et al.,66 the wake is wider than what can be
seen in the mean velocity and TI profiles. The turbulence in this outer
part of the wake is defined by rare extreme events. For the SD and the
ND, these extreme events occur at the very edge of the vortex shedding
peak observed in the spectrograms in Fig. 13, and thus have some peri-
odicity. The same periodicity is not present in the edges of the UD and

FIG. 14. Profiles of the skewness at all downstream positions. Due to high scatter around the edge of the wake, the solid lines are weighted averages of interpolated data
points.
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WT wakes. The lack of vortex shedding might thus be the reason for
the lower magnitude of the skewness peaks. In Fig. 16, probability den-
sity functions (PDFs) are shown for all WGOs at a streamwise position
of x ¼ 10D. Both the geometrical centerline and the position of maxi-
mum negative skewness are shown. The latter was chosen as a crite-
rion to evaluate a comparable position in the wake of each WGO,
instead of choosing a certain y-position in different parts of the wake.
At the maximum negative skewness position, the velocity deficit is on
the order of 1% or less for all the wakes. The TI is also below 40% of
the maximum TI for the respective WGO at the current streamwise
position. The geometrical centerline has turbulence levels close to the
maximum for each object. The negative tails of the PDF are larger for
the position at the edge of the wake than for the centerline position,
despite the low velocity deficit and the lower values of TI. Thus, the
extreme turbulent bursts have the same magnitude where the velocity
deficit approaches zero, as in the center of the wake. The large tails of
the PDFs demonstrate that it is important to be able to represent the
higher-order turbulent statistics when choosing a wind turbine model.
For reference, the PDFs at the same physical locations are presented in
Appendix B, but this does not change the findings presented above.

V. CONCLUSIONS

The wakes of two porous disks, one energy extracting wind tur-
bine and a solid disk, have been assessed with hot-wire anemometry.
The main focus has been on the differences in the wakes downstream
of two different static porous disks and how they replicate the wake of
a rotating wind turbine model. The solid disk was included as a

FIG. 16. Probability density functions of the velocity fluctuations at x ¼ 10D. y/D-
positions are at the centerline and at the position of maximum negative skewness.
The PDFs have been normalized by the incoming velocity rather than the standard
deviation, such that the strength of the fluctuations is comparable between the
curves.

FIG. 15. Profiles of kurtosis at all downstream positions. Due to high scatter around the edge of the wake, the solid lines are weighted averages of interpolated data points.
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reference case. The presented measurements compare two common
actuator disk configurations with a rotating model at downstream dis-
tances up to 30D, which is significantly farther downstream than pres-
ently available in the literature.

The results highlight the importance of choosing the right porous
disk design. In particular, it is found that for two disks with the same
solidity, only one leads to vortex shedding in the wake. The nonuni-
form disk produces vortex shedding, whereas no such phenomenon is
observed in the wake downstream of the uniform disk. Furthermore,
the velocity deficit and turbulence intensity profiles differ between the
disks. The wake downstream of the nonuniform disk is highly turbu-
lent. The high turbulence intensity increases transport, spreading the
wake. On the other hand, the uniform disk has little turbulence in the
near wake, but rather sharp velocity gradients. The velocity gradients
lead to turbulence production, increasing and maintaining higher tur-
bulence levels in the far wake. Thus, the uniform disk has a smaller
wake, with higher velocity deficits and higher turbulence intensity in
the far wake. The evolution of velocity deficit and turbulence intensity
is also different between the disks. The skewness and kurtosis profiles
differ between the two disks, with higher magnitudes in the nonuni-
form disk wake. The governing physics in the two disk wakes are thus
significantly different, and the differences persist throughout the mea-
surement domain up to 30D downstream of the disks.

The wake of the wind turbine is asymmetric, which cannot be
replicated by any of the static disks. This asymmetry is present even in
far wakes, more prominently for higher-order velocity statistics. Apart
from the asymmetry, the uniform disk leads to a wake that is a closer
replication of the wind turbine wake. The instantaneous structures
and the shape and magnitude of velocity statistics are a better match.
The two actuator disks in this study were chosen as examples of disks
used in the literature and are not designed to replicate the wake of the

particular wind turbine used in this study. They proved to be good
choices to evaluate different flow features in porous disk wakes, giving
an overview of different flow physics that must be taken into account
in actuator disk design processes. Nonetheless, care must be taken
when extrapolating these results to other specific disks, because, as we
have illustrated, the wake and its evolution are highly dependent on
the geometry.
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APPENDIX A: SELF-NORMALIZED WAKE PROFILES

Figures 17 and 18 show the self-normalized velocity deficit and
turbulence intensity, respectively. This form of normalization places
emphasis on the comparison of the shape of the wakes by effectively
removing the magnitude from the comparison. From both Figs. 17
and 18, it is evident that the shape of the UD and WT is generally
comparable, at least for x=D � 10. The ND and SD have

FIG. 17. Self-normalized velocity deficit.
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FIG. 18. Self-normalized turbulence intensity.

FIG. 19. Velocity spectra at different
downstream positions. Spectra are taken
at a location approximately centered
between the position where the velocity
deficit is half the maximum velocity deficit
for the ND and the UD. The straight solid
line represents a reference f�5=3 curve.
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distinctively different shapes, generally with a wider wake, but are
more comparable to each other than to the UD and WT. These
curves complement those provided in the main text where the mag-
nitude is also incorporated.

APPENDIX B: ADDITIONAL VELOCITY SPECTRA
AND PDFS

Figure 11 shows the velocity spectra at the position where the
velocity deficit is half the maximum velocity deficit. It is also interesting
to compare spectra at the same physical position. This is done in
Fig. 19, at a position approximately centered between the ND and UD
positions in Fig. 11. The two figures show the same energy containing
frequencies. There are some small changes in the energy content, but
that is to be expected, as the TI differs between the positions. In sum,
comparing the spectra as in Fig. 19 does not change the results and
conclusions presented in the body of this work.

In the same manner, PDFs plotted at y=D ¼ 1 and y=D ¼ 1:5 are
shown in Fig. 20 to allow a direct comparison at the same physical loca-
tion. For both y-positions, the streamwise position is x=D ¼ 10. At
y=D ¼ 1:5, the measurement position is outside the UD andWT wakes,
and thus the TI is low. Therefore, these positions have very narrow veloc-
ity distributions. The clear asymmetry of the other profiles shows the
skewness of the flow, while the large tails, in particular, for the SD and
ND wakes, show the high kurtosis of the velocity distribution.
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A B S T R A C T

Planar particle image velocimetry was conducted upstream and in the near-wake of a lab-scale free-rotating wind
turbine model and compared to several actuator disks with the same dimensions. The Reynolds number of the
incoming flow is order 104. Actuator disks with different designs and solidities were tested, and the process of
actuator disk selection is explicitly shown. The drag, mean velocity and mean vorticity in the wake of the disks
were compared to that of the rotating model. For the disk that was the best match, the Reynolds stresses and
swirling strength are also presented. The instantaneous swirling strength illustrated that despite similar mean
fields, the instantaneous phenomena were significantly different. Distinct tip vortices were present in the wake of
the rotating model but were absent from the wake of the actuator disk. Proper orthogonal decomposition was
used to further investigate the underlying phenomena in the two flows, again demonstrating the importance of tip
vortices when studying the rotating model and the lack of such distinct vortices when using the actuator disk.
Hence, despite well-matched mean characteristics, the instantaneous structures in the two flows remain distinct.

1. Introduction

Renewable energy now accounts for a third of global power capacity,
and, according to Siemens (2019), wind power alone may represent one
third of the global electric demand by 2040. Placing wind turbines in
wind farms is the most economic and efficient implementation with
respect to planning, maintenance and use of land and infrastructure.
However, it means that the turbines are permanently exposed to the
wakes caused by upstream rows of turbines, and hence, Veers et al.
(2019) stated that the first grand challenge in wind energy research today
is to improve the understanding of wind farm flow physics. Port�e-Agel
et al. (2019) also described the importance of further developing models
for wind farm wake flow studies and extending these studies to include
factors such as topography, thermal stability and the role of atmospheric
turbulence. Moreover, in their ‘future perspectives’, Port�e-Agel et al.
(2019) emphasised the need for continued wind tunnel testing “to pro-
vide further physical insight on the flow, and to guide the improvement,
calibration and validation of […] numerical models”.

Field tests of wind farms have been, and continue to be, carried out
(Barthelmie and Jensen, 2010; Smith et al., 2013; Barthelmie et al., 2015;
Zhan et al., 2019, 2020), but such approaches are expensive, difficult
and, by their nature, incapable of being completely controlled, unlike

lab-scale experiments. Using small-scale models makes it possible to
study wind farms in a wind tunnel. Lab-scale experiments are thus helpful
in providing a deeper understanding of large scale physics at a range of
different conditions, e.g., different incoming flow velocities and turbu-
lence levels (Hearst and Ganapathisubramani, 2017; Li et al., 2020).
Multiple small-scale wind farm experiments have already been per-
formed (Theunissen et al., 2015; Camp and Cal, 2016, 2019; Bossuyt
et al., 2017; Segalini and Dahlberg, 2020), providing new knowledge of
wind farm flows and how to improve wind farm efficiency (Stevens and
Meneveau, 2017). However, the complexity of constructing and using
numerous rotating turbine models is challenging, which is why, on
occasion, simplifications are sought.

The actuator disk is a common simplification of a rotating blade,
horizontal-axis wind turbine, used both in experiments and simulations.
The simple structure of a static actuator disk is easier to simulate than the
blades of a moving rotor, allowing for fewer grid cells, which can have
larger dimensions, and hence allowing for larger time steps. In turn, the
simulations are not as computationally intensive. Stevens and Meneveau
(2014) used actuator disks in simulations to study the effect of
wind-input variability on wind farm power fluctuations. Later, Stevens
et al. (2014) used actuator disks when simulating and studying row
alignment in wind farms. Wu and Port�e-Agel (2012) used actuator disk
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simulations to study atmospheric turbulence effects on wind turbine
wakes. Work has been done on testing and further developing the actu-
ator disk as a simulation tool, and comparing the simulations to experi-
mental results (Harrison et al., 2010; Wu and Port�e-Agel, 2011; Martínez
Tossas et al., 2014; Lignarolo et al., 2016a; Simisiroglou et al., 2017).
Static actuator disks are also easier and less costly to manufacture en
masse for use in experiments, and often more robust than using moving
parts. Blackmore et al. (2013) used actuator disks as a simplification for
tidal turbines to study the effect of turbulence on drag force in a water
current. Howland et al. (2016) examined the deflection and morphology
of wakes behind an actuator disk model of a wind turbine operating in
yawed conditions. Bossuyt et al. (2017) used actuator disks to model
different wind farm layouts to examine unsteady loading. Theunissen
et al. (2015) conducted actuator disk wind farm experiments as a vali-
dation, and possible source of improvement, of the actuator disk as a
computational tool. While the actuator disk is shown to be a common and
convenient simplification, how well actuator disks replicate the behavior
of rotating turbines, and how much of an influence the actuator disk
geometry has, is still being established.

Actuator disks are typically designed to resemble a specific rotating
wind turbine, by matching the diameter of the disk with the diameter of
the rotor, and by matching the drag coefficient (sometimes referred to as
the “thrust coefficient” in wind turbine literature). Besides that, there are
to date no standards in terms of actuator disk design and production.
Camp and Cal (2016, 2019), Bossuyt et al. (2017) and Neunaber (2018)
used designs with a solidity that decreases with radial coordinate.
Aubrun et al. (2013), and later Lignarolo et al. (2014, 2016b), used fine
metal meshes with varying porosity at the center of the disk and the outer
edge. Blackmore et al. (2013) used a pattern of circular, equally sized
holes to maintain approximately uniform porosity across the radius.
Sforza et al. (1981) made their actuator disks from perforated metal
plates, while Pierella and Sætran (2010) used wooden grids, and Myers
and Bahaj (2010) used thin sheets of PVC plastic to create mesh disks.
Different actuator disk designs are essentially used interchangeably.
Aubrun et al. (2019) conducted a round-robin test of actuator disks,
comparing a mesh disk to a non-uniform disk with radially decreasing
solidity. They showed that the disks are not overly comparable, and that
the variation across facilities is quite large. Theunissen and Worboys
(2018) examined the effect of hole topology on the produced drag and
near-wake characteristics of actuator disks. With the exception of Aubrun
et al. (2019) and Theunissen and Worboys (2018), few comparisons
between the different disk design layouts have been conducted, and
when actuator disks are used in experiments, the process of actuator disk
selection is rarely explicit. The employed disk is simply said to have a
certain design, and to match the two previously mentioned criteria of
disk diameter and produced drag. Developing a standard actuator disk
design which produces the desired wake would be both efficient and
practical in order to create uniformity and comparability between ex-
periments. In order to do so, however, more knowledge on the flow field
behind actuator disks is needed, which is the focus herein.

After creating an actuator disk that matches the diameter and the
produced drag, previous studies have examined the similarity of the flow
field behind the actuator disk and the rotating model. The main question
has been whether the wake can be properly modeled in the absence of the
rotational momentum induced by rotating blades (Neunaber, 2018).
Aubrun et al. (2013) used hot-wire measurements, and found that the
wake of a rotating model and their porous disk in a modeled atmospheric
boundary layer were indistinguishable at 3D downstream. A comparison
at low turbulence inflow was also acceptable. Lignarolo et al. (2016b)
conducted Particle Image Velocimetry (PIV) measurements in the wakes
of both models. They showed that by matching the diameter and drag
coefficient, the energy coefficient, velocity, pressure, enthalpy field and
wake expansion matched, even in the absence of inflow turbulence.
However, differences were found in terms of turbulence intensity and
turbulent mixing within their field of view, stretching to 2.18D down-
stream, due to the presence of tip vortices behind the rotating model.

They concluded that the wakes are in good agreement, and suggested the
possibility to extend the use of the actuator disk model into the very near
wake, given that turbulent mixing is correctly represented. Camp and Cal
(2016) found that the mean kinetic energy transport in the far wake is
adequately represented by the actuator disk, however in the near wake,
significant discrepancies exist in the areas where rotation is a key phe-
nomenon. Additionally, the main difference in the mean velocity in the
near wake was the out-of-plane component, resulting from the rotation of
the rotor, whereas the mean velocity is nearly the same in regions where
rotation is not a critical phenomenon. They do, however, conclude that
the results are encouraging for modelers who employ the actuator disk
model for simulations of wind farms. Hence, there is a general agreement
that the actuator disk is an adequate simplification in the far wake, and
that there are certain discrepancies in the near wake, especially in the
areas that are strongly affected by rotation when using a rotating model.
It is important to note that the compared characteristics are usually mean
flow characteristics. Despite a similarity of the mean flows, the instan-
taneous phenomena in the two wakes might still differ. Current literature
examining the instantaneous flows and the fundamental structures
constituting the flows is sparse. Camp and Cal (2019) compared a
three-bladed rotating turbine model with an actuator disk using PIV.
They applied snapshot Proper Orthogonal Decomposition (POD) and
examined the invariants of the Reynolds stress anisotropy tensor,
discovering discrepancies in the underlying spatial structures and the
anisotropic character of the two wakes. While Camp and Cal (2019) have
started to explore the issues of structural comparability of the wakes of
actuator disks and rotating models, more research is needed to better
understand the differences. By gaining more knowledge on how to
improve the actuator disk model, it can become an accurate and simple
tool for the industry.

The aim of this work is to examine how comparable a well matched
actuator disk is to a rotating turbine instantaneously. The process of
actuator disk selection is shown in detail, in order to determine how
different disk designs and solidities affect the flow field. All actuator
disks designed for the selection process are based on designs used in the
literature. The results are therefore important to improve the knowledge
of the flow physics in wakes of small-scale wind turbine models already
used for research. For all the studied flow characteristics, the full
streamwise 2D plane up to x/D ¼ 3.3 is examined. This differs from the
work of Aubrun et al. (2013) and Lignarolo et al. (2016b) who studied
smaller fields of view, and Camp and Cal (2019) who conducted their
POD analysis within limited sections of the downstream direction of their
field of view. Further, the actuator disk whose wake most resembles the
wake of the rotating model based on mean flow characteristics is chosen.
The instantaneous phenomena and spatial structures in the wake of this
actuator disk are examined and compared to the wake of the rotating
model, in order to determine the potential similarities and differences of
the underlying flow structures.

2. Experimental method

2.1. Facility

The experiments were conducted in the small closed-loop wind tunnel
in Strømningslaben at NTNU; the test section measures 1 m � 0.5 m � 7
m (width � height � length). The present study was conducted 3 m
downstream of the wind tunnel contraction. The inflow is uniform, with a
maximum velocity of 35 m/s and a background turbulence intensity of
0.7%. It is the same facility as used by Skeide et al. (2020).

2.2. Test cases

Small-scale models were used in this study to examine the charac-
teristics of models that are relevant for wind farm experiments, as
mentioned in the introduction. The used rotating wind turbine models,
hereafter referred to as the rotating models (RM), have two-bladed
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plastic rotors connected to a sliding bearing. Magnets are placed at the
bottom of the tower to facilitate the mounting. They have a rotor
diameter of D ¼ 45 mm and a hub height of 65 mm. The tip-speed-ratio
(TSR¼ΩD/2Uh, whereΩ is the angular velocity of the blade tip and Uh is
the velocity at hub height) of the freely rotating models is approximately
4.8. This is slightly lower than, but still on the same order of magnitude
as, utility scale turbines, which usually operate at TSR � 6 � 8. The
maximum chord Reynolds number is on the order of Rec ¼ Urc/ν ¼ 2 �
104. Here, Ur is the local velocity experienced by the airfoil at a certain
radius and c is the chord length. At low Reynolds numbers, thin airfoils
have been shown to perform better than conventional airfoils (Sunada
et al., 1997). Thus, the rotor blades are cambered plates with a thickness
of 0.5 mm. The maximum chord length is c ¼ 8 mm. The same models
were used by Ebenhoch et al. (2017) and Segalini and Dahlberg (2020),
and the RMs are thus representative of models used in lab-scale wind
farm experiments.

The actuator disks were designed using SolidWorks and then 3D
printed using an Ultimaker 2þ with PLA. Using computer-aided design
(CAD) and 3D printing implies that the disk designs can easily be shared
and reproduced; the CAD files of the geometries can be found in the
Supplementary Material of this work. The disks were designed with a
diameter of 45 mm to match the rotating turbine, and a thickness of 2.5
mm. Two different actuator disk designs were tested. The first has

uniform circular holes and is intended to be similar in style to the mesh
actuator disks used by Aubrun et al. (2013) and Lignarolo et al. (2016b).
Hereafter, the disks with this design are referred to as Uniform Holes
Disks (UHD). The second design has trapezoidal holes that increase in
size as the radial coordinate increases, similar to the design employed by
Camp and Cal (2016, 2019) and Bossuyt et al. (2017). The solidity of
these disks decrease with radial coordinate, matching a characteristic of
an actual wind turbine. Disks with this design are referred to as
Nonuniform Holes Disks (NHD).

Three different solidities were tested: 35%, 40% and 60%. The disks
are named UHD and NHD followed by the number describing their so-
lidity, e.g., NHD35 for the 35% solidity disk with the NHD design. Due to
limitations in the 3D printing process, producing 35% solidity with the
UHD design proved problematic without letting the holes influence the
perimeter of the disk. Hence, a 35% solidity disk with the UHD design is
not included in the current work. A solid disk was also made for refer-
ence. All the disks can be seen in Fig. 1.

The actuator disks were designed with a small hole in the center in
order to connect them to towers. This design resulted in a large solidity in
the center of the disks, which can represent the nacelle of a wind turbine
(Neunaber, 2018). The tower was designed to match the RM’s tower, and
a magnet was placed at the bottom of it.

Fig. 1. All actuator disk designs and a picture of the RM, next to an image of the instantaneous total velocity field behind the respective disk and the RM. (a) RM, (b)
NHD35, (c) UHD40, (d) NHD40, (e) UHD60, (f) NHD60 and (g) the solid disk.
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2.3. Force measurements

Underneath the wind tunnel is a six-component AMTI BP40060HF
1000 force plate, able to measure the force and moment components
along the x-, y- and z-axes. Here, x is the downstream, longitudinal di-
rection, y is upwards, and z completes a right-hand system.

A test rig was constructed to measure the forces, consisting of a 0.5 m
long magnetic steel bar that stretched along the width of the wind tunnel,
on top of an aluminium cylinder that passed through a small hole in the
floor of the tunnel. The cylinder was then attached to the force plate
underneath the tunnel. The steel bar was lifted about 1 cm above the
floor of the wind tunnel, to avoid any contact with the floor that could
affect the force measurements, and to place the turbine in a uniform
stream uninfluenced by the boundary layer developing on the wind
tunnel floor. A sketch of the setup, as well as the defined axes and origin,
is shown in Fig. 2.

Three models were placed on the test rig while conducting the drag
measurements. This was done to ensure that the drag would be within the
load cell range and the small changes in solidity would be measurable.
Using three models also averages any small differences that might be
present between the models. One model was placed in the center of the
steel bar, at z¼ 0, and the other two were placed at a distance of 5D from
it, i.e., at z ¼ �5D. The measured drag coefficient,

CD ¼
FD

1
2 ρU

2
hA
; (1)

where FD is 1
3 of the measured drag (because three models were used), and

A ¼ πD2/4 is the reference area, for the RM in the present study is within
�1% of the CD reported by Ebenhoch et al. (2017) who used the same
turbines. This confirms that the setup is appropriate for this
measurement.

The drag force in the x-direction was then measured for five different
incoming wind velocities, corresponding to five different incoming
Reynolds numbers ReD ¼ UhD/ν, where ν is the kinematic viscosity of air
based on the measured temperature in the wind tunnel. Drag measure-
ments were also conducted having only the test rig and three towers
inside the wind tunnel. Each measurement lasted 60 s with a sampling
rate of 1000 Hz. Zero measurements were conducted before and after
every measurement, to account for potential drift of the force plate.
Measurement noise related to the transducer and the electrical equip-
ment gave rise to some uncertainty. Nevertheless, the signal-to-noise
ratio improved with the magnitude of the drag force. The lowest Rey-
nolds number shown in the results was selected based on where the
signal-to-noise ratio of the system became acceptable. For the Reynolds
numbers presented, the uncertainty in the force measurements ranged

Fig. 2. Sketch of the RMs on the test rig, with the defined axes, (a) from the point of view of the incoming flow and (b) from the side. The grey models were not
installed during the PIV acquisition. The sketch is illustrative and not to scale.
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from 0.9% to 4%.

2.4. Particle image velocimetry

For the PIV measurements, two LaVision Imager LX 16 megapixel
cameras were used, combined with Sigma 180 mm 1:3.5D APO DG
Macro lenses. The cameras were mounted outside of the wind tunnel,
next to an acrylic window. The first and the second camera had their field
of view just upstream and downstream of the turbine rotor, respectively,
meaning that the two did not overlap. The first field of view had a range
of �3.01 � x/D � 0.01 and �1.12 � y/D � 0.92, while the second had a
range of 0.31� x/D� 3.33 and�0.91� y/D� 1.13. Thus, the near-wake
was captured by the second field of view, while the first field of view
could be used to quantify the incoming velocity at hub height and to
study the characteristics of the incoming flow. In some of the presented
results, the data near the upper and lower edge of the field of view have
been cropped due to noise arising from particles entering and exiting the
domain.

A Litron Nano L200-15 laser, which is a Nd-YAG dual-pulse laser with
a measured power of 208 mJ per pulse, was used to illuminate the par-
ticles. The laser sheet entered the wind tunnel through an acrylic window
in the roof. The particles were seeded using a Martin Magnum 2500 Hz
smoke machine and the Martin Rush & Thrill Haze Fluid, producing
particles that are approximately 1 μm in diameter. A LaVision PTU X
programmable timing unit was used to trigger and synchronize the laser
and the cameras. In each measurement, 1000 frames were acquired by
each camera. Further acquisition details are provided in Table 1.

The recordings were acquired and processed using LaVision Davis
8.4. Background noise was subtracted from the images by subtracting the
minimum value of every pixel over the entire data set, and then over a
filter length of 29 image pairs to remove local variations in laser light
intensity. Then, the local mean background intensity was filtered out by
subtracting the sliding minimum over 20 pixels. The sliding average was
calculated over five pixels using a Gaussian profile. Image correction was
applied to correct for orthogonality. The processing was then performed
with a window size of 96 � 96 pixels and an overlap of 50% for the first
pass, while the final window size was 32 � 32 pixels with an overlap of
50%. The resulting uncropped vector field consisted of 307 � 207
vectors.

The 1000 vector fields for each case are independent, and the second-
order statistics are converged to within �8.7% based on the 95% confi-
dence interval. In order to substantially improve this, an order of
magnitude increase in the number of samples is required (Cardesa et al.,
2012), which is untenable here because of the number of test cases. The
uncertainty in the velocity measurement based on the PIV correlation
statistics is 2.7% in the high shear, tip-vortex shedding region of the flow
where there is high out-of-plane particle movement. This was estimated
directly in DaVis using established techniques (Wieneke, 2015; Neal
et al., 2015; Sciacchitano et al., 2015). In the rest of the field, the velocity
uncertainty is nearer 1.5%.

2.5. Notation

The following notation is used when discussing the results. Each
instantaneous velocity, corresponding to one location in one PIV frame, is

denoted as u ¼ uþ u
0
and v ¼ vþ v

0
for the velocity in the x� and

y�directions, respectively, where u0 and v0 corresponds to the fluctuating
parts of the velocity, and u and v are the mean velocities calculated by
taking the mean over all 1000 statistically independent PIV measure-
ments. The mean total velocity is U ¼ ½u; v�. The measurements are
conducted in a 2D plane, and hence the out-of-plane velocity component
w is not incorporated into the present analysis. Each characteristic
calculated by taking the average over all the PIV measurements is
denoted with an overbar.

3. Drag measurements

Since actuator disks are usually designed to match the drag of a
rotating turbine, the first step was to conduct drag measurements. For
each model and at each incoming Reynolds number, the average drag
force over the 60 s measurement was calculated, and the drag resulting
from the test rig and the towers was subtracted. As three models were
used during the drag measurements, the drag force was then divided by
three, arriving at the drag acting on only one disk or one set of rotating
blades. The drag coefficient as a function of Reynolds number is plotted
in Fig. 3 for all the models.

Lignarolo et al. (2016b) showed drag coefficients as a function of
actuator disk solidity based on the results presented in six different pa-
pers, and concluded that the drag coefficient decreases approximately
linearly with decreasing solidity. That is also the case for the current
measurements. As expected, the solid disk produces a much higher drag
coefficient than the RM. The drag coefficient of the solid disk at ReD ¼ 3
� 104 is omitted from the figure, as it deviates from the others by more
than 42 standard deviations, and is thus regarded as an outlier.

The drag coefficients seem to concentrate around some mean value,
suggesting that the non-dimensional drag is Reynolds number indepen-
dent over the presented Re range. The average drag coefficient over the
different Reynolds numbers was calculated, along with the standard
deviation, and is presented in Table 2 for the RM and the actuator disks
with 35% and 40% solidity. The NHD35 is the best match compared to
the drag coefficient of the RM, with a deviation of 1.8%.

4. Reynolds number dependence of the velocity field

For the RM and NHD35, PIV measurements were conducted at five
different incoming Reynolds numbers, relating to five different incoming
flow velocities at hub height, Uh. This was done to check whether the
normalized velocity in the wake would vary as a function of the incoming
Reynolds number, since the non-dimensional drag was Reynolds number
independent in this regime. The mean velocity field was calculated and
then normalized by Uh. The streamwise velocity component is the
dominant component of the total velocity. Hence, Fig. 4 depicts the
streamwise velocity component at five downstream locations for all five
incoming Reynolds numbers for the RM and the NHD35. The first profile
is from shortly behind the end of the model tower, and the last profile is
located close to the end of the field of view.

For the actuator disk, the normalized velocity profiles overlap at all
the downstream locations. On average, the standard deviation between
the measurements as a percentage of the mean value is 2.4% in the entire
field of view. Thus, the actuator disks are independent of Reynolds
number within the investigated range.

For the RM, the lines illustrating the normalized streamwise velocity
generally follow the same pattern and largely overlap as close to the disk
as 1D downstream. By 3D downstream, the velocity profiles are in very
good agreement. However, it can be seen that the two lowest Reynolds
numbers produce a slightly different profile at 1D, e.g., behind the na-
celle at y/D ¼ 0, implying that the RM’s wake is only Reynolds number
independent above some threshold Reynolds number. Studying the three
highest Reynolds numbers, starting at ReD¼ 3� 104, an average standard
deviation of 3.3% of the mean value is found.

Table 1
PIV parameters used in data acquisition and processing.

Parameter Value Unit

Interframe time 50 μs
Acquisition rate 0.86 Hz
Number of samples 1000
Field of view (x � y) 3.02 � 2.04 D
Final window size 32 � 32 pixels
Window overlap 50 %
Vectors (x � y) 307 � 207
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Based on the mean velocity field and drag results, the two lowest
Reynolds number cases, ReD¼ 1.5� 104 and ReD¼ 2.3� 104, illustrate a
dependence on the Reynolds number. To avoid Reynolds number effects
in the following analysis, the rest of the PIV measurements were per-
formed at the lowest Reynolds number within the Reynolds independent
regime, ReD ¼ 3 � 104, in order to limit other detrimental factors, e.g.,
the models auto-yawing inadvertently during a test; any test where this
was observed was repeated such that none of the results presented herein

represent yawed turbines.

5. Mean velocity fields

The velocity in the wake is the first characteristic used to compare the
RM with the actuator disks. The time averaged total velocity jUj was
normalized by the incoming velocity Uh, and is depicted in Fig. 5 for the
RM and each actuator disk. The vectors indicate the magnitude and the
direction. A mask has been applied over the model and to the area
affected by shadows and laser reflection near the tower. The total ve-
locity up to 1D upstream of the models is also included in Fig. 5.

The total velocity upstream of the actuator disks indicates that the
incoming flow slows directly in front of the disks, and that the slowdown
increases in magnitude and covers a larger area as the solidity of the disks
increase. The slowdown in front of the blades of the RM has a smaller
magnitude than what can be seen for the NHD35, showing that the RM
imposes less of a blockage to the incoming flow. Although subtle, this
result has implications for blockage estimates made for wind farms using
either free RMs or actuator disks, which have been demonstrated to have

Fig. 3. The drag coefficient as a function of incoming Reynolds number for all turbine models.

Table 2
Average CD for the RM and the disks with 35% and 40% solidity across mea-
surements taken at different Reynolds numbers, and the associated standard
deviation.

Disk type Average CD CD standard deviation

RM 0.57 0.08
NHD35 0.56 0.05
UHD40 0.66 0.05
NHD40 0.67 0.06

Fig. 4. Normalized u velocity downstream of the RM and the NHD35 actuator disk for different incoming Reynolds numbers.
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different blockage effects here.
The solid disk produces a significant recirculation area as a result of

its large blockage. The UHD60 also induces a large area of reversed flow,
and neither are thus comparable to the RM. The remaining actuator disks

have a small recirculation area directly behind the disk, that is only
present less than 1D downstream, and thus only affects the comparability
of the disks and the RM in the immediate wake.

It is evident that the solid disk and the disks with 60% solidity have

Fig. 5. Normalized total velocity fields for (a) the RM, (b) NHD35, (c) UHD40, (d) NHD40, (e) UHD60, (f) NHD60 and (g) the solid disk.
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considerable areas of deviation from the RM, which agrees with the drag
measurements. Furthermore, the NHD40 deviates more from the RM
than the UHD40 and NHD35. UHD40 and NHD35 both show good
agreement with the RM, with the main difference being less than 1D
downstream. The two have similar magnitude of deviation after 1D,
however, the UHD40 is slightly closer to the RM when averaging the
absolute value of the deviations.

Fig. 6 shows the normalized u velocity, being the dominant velocity
component, at five different downstream locations as well as one up-
stream location. The tip vortices present at the upper edge of the RM’s
wake (distinctly visible in Fig. 1a and comparable to those found by Hong
et al. (2014)) induce a steep velocity gradient seen at 1D downstream.
The gradient then flattens as one moves farther downstream and the tip
vortices lose strength. The actuator disks show a smoother transition
between the freestream and the wake at 1D downstream. The velocity
variations in the wake of the actuator disks homogenize quickly
compared to the RM’s wake. This is because the actuator disks transfer
kinetic energy in the flow into turbulence which quite quickly decays
(Batchelor and Townsend, 1947, 1948a,b). The actuator disks with low
solidity have a high velocity gradient region in the same vertical position
as the RM, however, this region of high velocity gradient occurs farther
from the centre of the disk as the solidity of the disk increases. Overall,
Fig. 6 indicates that the magnitude of u behind the RM is comparable to
the magnitude of u generated by NHD35, NHD40 and UHD40 from 1.5D
downstream.

6. Vorticity

In order to understand the organization of vortical structures in the
wake of the RM and the actuator disks, the vorticity is examined. The
time averaged out-of-plane vorticity ωz was normalized using the
incoming flow velocity Uh and the disk diameter D. Fig. 7 shows the
normalized vorticity for each actuator disk and the RM. The solid disk
and the disks with 60% solidity create two distinct areas of high
magnitude vorticity, covering large parts of the wake, and thus differ
from the lower solidity disks which seem to mainly produce vorticity at
the upper and lower edges of the wake. This vorticity seen at the edges of
the wakemay be caused by vortices created at the disk edges or as a result
of the interaction between the wake and the free-stream. Additional
vorticity is present directly behind the actuator disks, which is likely
caused by the turbulent flow through the holes in the disks, and the
interaction of these flows behind the disks (Ertunç et al., 2010; Mazellier
and Vassilicos, 2010).

The RM also produces high levels of vorticity along the upper and
lower edges of the wake, as a result of tip vortices from the rotor blades.
The upper line of vorticity is stronger and preserves its strength for a
longer distance downstream than is the case with the low solidity actu-
ator disks. However, towards the end of the field of view, this strong
vortex sheet breaks down and the vorticity diffuses. There is also vorticity
present in the center of the wake of the RM, possibly representing the
root vortex from the hub (Lignarolo et al., 2016b).

A quantitative comparison was made to determine which of the disk

Fig. 6. Normalized u velocity at one upstream and five downstream locations for the RM and each actuator disk.
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Fig. 7. Normalized vorticity fields for (a) the RM, (b) NHD35, (c) UHD40, (d) NHD40, (e) UHD60, (f) NHD60 and (g) the solid disk.
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wakes has the vorticity field that best resembles the vorticity downstream
of the RM. Close to the disks, the exact position of the holes is important
for the vorticity field. To avoid these effects in the comparison, only the
flow field downstream of 1.5D was evaluated. Two metrics have been
used to evaluate which of the disks best resembles the RM. First, the
magnitude of the average difference between the vorticity vectors of the
RM and the disks have been calculated. The 40% and 35% solidity disks
resemble the RM the most, with the NHD35 showing the smallest dif-
ference. Second, the percentage of vorticity vectors showing the same
sign as the RM was counted. The number of vectors with the same sign is
similar for most of the disks, with values around 80%. The results for both
metrics are shown in Table 3. Using these metrics, the NHD35 is the
closest match to the RM downstream of 1.5D.

Going forth, the analysis will be focused on only one actuator disk.
Since NHD35 is the closest match in terms of the drag and the mean
vorticity field, the remaining analysis will focus on this disk. For
completeness, the results for the other disks are provided in the Sup-
plementary Material to this work. The chosen disk is compared to the RM
for several mean metrics, in a similar manner to previous actuator disk
studies. However, in this case, in order to gain knowledge about the
underlying mechanisms of the flow, more than just mean quantities are
studied.

The mean vorticity field is a result of instantaneous swirl, and thus,
the instantaneous swirl can provide information about the flow struc-
tures that cause vorticity in the flow. Swirling strength is defined as the
second invariant of the velocity gradient tensor as described by Jeong
and Hussain (1995). Fig. 8 shows an image of the instantaneous swirling
strength, signed by vorticity, for the RM and the NHD35. These images
are representative of the 1000 PIV measurements that were taken. The
main difference between the two is the strong, distinct swirl seen at the
upper edge of the wake for the RM, caused by tip vortices from the rotor
blades. The actuator disk also has some swirl in the upper part of the
wake, however it has a significantly lower strength than the distinct
vortices from the RM, and it resembles the swirl at the lower edge of the
wake and close to the wind tunnel floor. This swirl may be formed by the
roll-up of the shear layer produced by the presence of the disk. The
actuator disk also has high intensity swirl directly behind the disk, not
seen after the RM’s blades. As previously mentioned, this swirl is
believed to be caused by the turbulent flow passing through the holes in
the disk and the interaction of the jets behind the disk.

The important finding here is that even though averaging of the
measurements resulted in similar sheets of vorticity at the upper edge of
the wake, with an average local difference of less than 5% in the last half
of the field of view, the instantaneous vortex structures differ. Many
previous studies have used porous style disks which approximately
match the drag and mean fields (Lignarolo et al., 2016b; Camp and Cal,
2016; Bossuyt et al., 2017). However, as indicated here when studying
the instantaneous fields, the phenomenology in the flows might still be
different.

7. Reynolds stresses

Another mean flow characteristic often examined when comparing
actuator disks and RMs is the normal and shear Reynolds stresses. The
normal Reynolds stresses are investigated here through the time aver-
aged turbulence intensity, expressed as the normalized root of the mean
2D turbulent kinetic energy

ffiffiffiffiffi
k2D
p

Uh
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2 ðu

0 u0
q

þ v
0
v
0 Þ

Uh;
(2)

where u
0
u
0
and v

0
v
0
are the normal Reynolds stresses in the streamwise

and wall-normal directions, respectively. The time averaged turbulence
intensity in the wake of the RM and the NHD35 can be seen in Fig. 9.

The RM shows high turbulence intensity at the upper edge of the

wake, stemming from the tip vortices. Towards the end of the field of
view, the tip vortices start to break down, and the turbulence diffuses.
The turbulence intensity at the upper edge of the wake behind the
actuator disk indicates that vortices emerging at the disk edge are present
in close vicinity of the disk, for x/D < 1. However, this turbulent struc-
ture quickly diffuses. The actuator disk shows a high concentration of
turbulence intensity directly behind the disk, which then slowly diffuses
throughout the wake. This highly turbulent region is likely caused by the
turbulent mixing of the jets and the small recirculation zone as observed
in section 5, akin to grid turbulence (Ertunç et al., 2010). The most
evident difference between the two wakes is in this region shortly behind
the disk, less than 1D downstream. Downstream of 2D, the average dif-
ference between the two fields is 12%.

The mean in-plane Reynolds shear stress, u
0
v
0
, normalized with the

incoming velocity squared, is shown in Fig. 10a for the RM and Fig. 10b
for NHD35. The shear stress u

0
v
0
physically represents the vertical flux of

momentum, with negative values indicating downward flux and positive
values indicating upward flux. Hence, it can be seen that for both models,
the upper part of the wake is dominated by negative u0 v0 and the lower
part is dominated by positive u

0
v
0
.

Both the RM and NHD35 produce more intense shear stress in the
shear layer of the wake, caused by flow entrainment and mixing. For the
actuator disk, an increased intensity of shear stress is observed directly
downstream of the disk, likely caused by the same phenomena that
causes increased normal stresses in this area, i.e., the turbulent mixing of
the flow passing through the holes in the disk. The largest difference
between the two flow fields is found in this region, for x/D < 1. Fig. 11
illustrates the shear stress along three downstream cross-sections. As can
be seen, the differences between the shear stress produced by the two
models diminishes as onemoves farther downstream, and the shear stress
is largely of the same order of magnitude. Thus, the mean characteristic
of Reynolds stresses is comparable between the static disk and the RM.

8. Proper orthogonal decomposition

As the swirl indicated that the instantaneous phenomena in the wakes
differ between the RM and NHD35, the spatial modes that make up the
wake were investigated to gain an understanding of the underlying
spatial structures in the flows. In order to examine this, POD was applied.
POD was first developed for fluid mechanics by Lumley (1967). Sirovich
(1987) then developed the method of snapshot POD, where each
instantaneous PIV measurement is considered to be a snapshot of the
flow. The analysis conducted in this study followed the steps described by
Meyer et al. (2007).

Snapshot POD is used to find the spatial modes of the flow. The mean
velocity field is considered to be the zeroth mode. The analysis then fo-
cuses on the fluctuating parts of the velocity components. The method
states that each snapshot can be expanded in a series of POD modes.
Thus, if u*n is a vector containing all the fluctuating u and v velocities in
snapshot n, ½u0n1…u0nM v0n1…v0nM �T , where M is the number of positions in
the snapshot,

u*n ¼
XN
i¼1

ani φ
i: (3)

Table 3
Comparison of vorticity downstream of x ¼ 1.5D.

Disk jωDisk � ωRM j
maxðωRMÞ

ωDisk

ωRM
� 0 [%]

NHD35 0.0519 81.9
NHD40 0.0616 72.0
UHD40 0.0556 81.2
NHD60 0.0745 81.5
UHD60 0.0920 82.4
Solid 0.1205 79.8

S.J. Helvig et al. Journal of Wind Engineering & Industrial Aerodynamics 209 (2021) 104485

10



Here, φi are the POD modes, and ani are the POD coefficients related to
snapshot n, determined by projecting the fluctuating part of the velocity
field onto the POD modes. The analysis was performed on N ¼ 1000
snapshots for each model.

The modes are ordered by their energy content, [λ1 … λN], with lower
numbered modes having higher energy content than higher numbered
modes. Fig. 12 displays the cumulative energy of the modes for the RM
and all the actuator disks. The NHD35 is the actuator disk which most
closely resembles the RM in terms of the magnitude of energy contained
in each mode. Additionally, both the RM and the NHD35 seem to have
two particularly energetic modes.

Since 1000 vector fields have been used to construct the modes, 1000
modes would be required to capture all the energy in the velocity fluc-
tuations. The number of modes required to capture a certain fraction of
the energy can, however, provide some indication on the number of
modes required to make a relevant approximation of the fluctuating

velocity (van der Kindere and Ganapathisubramani, 2018). It is worth
noting at this point that all the actuator disks and the RM require a
relatively large number of modes to capture 50% of the energy in the
flow, the RM requiring 129 modes and the NHD35 requiring 140 modes.
This suggest that even though the few most energetic modes might
provide information about the most energetic structures in each flow, the
flows are not constructed of a few large, energetic structures. Rather, they
seem to be complex flows with large amounts of local fluctuations,
requiring many modes to be described.

When high-energy modes are present, these usually represent peri-
odic, large-scale flow structures. However, the amount of energy con-
tained in the modes does not imply anything about the shapes of the
modes. Figs. 13 and 14 show the first mode of the fluctuating streamwise
(φ1

u) and vertical (φ1
v ) velocity components, respectively, for the RM and

the NHD35. When examining the modes, the absolute values are insig-
nificant, as each mode is coupled with a relative POD coefficient when

Fig. 8. Representative instantaneous swirling strength fields signed by vorticity for (a) the RM and (b) NHD35.

Fig. 9. Turbulence intensity fields for (a) the RM and (b) NHD35.

Fig. 10. Normalized Reynolds shear stress fields for (a) the RM and (b) NHD35.
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used to reconstruct the fluctuating velocities in a snapshot. The important
factor is the relative values, demonstrating the length scale and location
of the velocity fluctuations that contain a certain fraction of the total
energy.

The first mode of the RM shows high intensity turbulent kinetic en-

ergy at the upper and lower edges of the wake, which seem to represent
the kinetic energy in the tip vortices from the blades. These energetic
structures start right behind the rotor blades and are still visible at the
end of the field of view, but do, however, seem to decrease in intensity
farther downstream. As previously mentioned, Camp and Cal (2019)
studied the POD modes of actuator disks and RMs in the xy-plane. They
found a prominent feature near the top tip of the wake in φ1

u . However,
the tip vortices found behind the RM in Fig. 13 are more distinct.
Additionally, tip vortices can be observed in φ1

v in this case.
The first mode in the wake of NHD35 also demonstrates repeating

structures, suggesting a periodic shedding structure is also present for
this disk, but with very different dynamics to that in the wake of the RM.
There is high intensity turbulent kinetic energy directly behind the disk,
suggesting high velocity fluctuations at this location. These fluctuations
might be connected to the turbulent mixing of the flow jets passing
through the holes in the disk.

Comparing the modes of the RM and the NHD35, it is evident that the
most energetic structures in the two flows are fundamentally different.
The energetic structures in the modes of the RM are concentrated around
the edges of the wake, whereas for NHD35, the energetic structures are to
a larger extent present in the center of the wake. A difference can also be
seen in terms of the length scale of the structures. The RM indicates small

Fig. 11. Normalized Reynolds shear stress u
0
v
0
at three locations downstream of the RM and the NHD35.

Fig. 12. Cumulative energy of the modes for all actuator disks and the RM. The
inset is zoomed in on the five most energetic modes on log-log axes, with RM
and NHD35 highlighted.

Fig. 13. φ1
u for (a) the RM and (b) NHD35. Only the relative values are of importance. λ1 expresses the percentage of the total fluctuating energy found in the first

velocity mode.
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energetic structures, with the velocity fluctuations quickly changing di-
rection. The actuator disk illustrates significantly larger, and thus fewer,
structures. As previously seen in terms of the instantaneous swirling
strength, the tip vortices stemming from the RM are evident, and such
strong tip vortices do not appear in the case of the actuator disk. None of
the actuator disks showed similar behavior to the RM when studying
their modes.

9. Conclusion

The near wake of a lab-scale rotating wind turbine model and mul-
tiple actuator disks of the same dimensions were studied experimentally
in a wind tunnel with PIV. Actuator disks of two different designs and
multiple different solidities were used in order to represent the different
designs that have been employed by the existing literature. Both designs,
as well as the RM, are representative of lab-scale wind turbine models
found in the literature. The process of actuator disk selection, which is
often implicit in actuator disk research, is explicitly shown by presenting
the results from drag measurements as well as the mean velocity and
vorticity fields in the wake.

The normalized total velocity in the wake of the RM and each actuator
disk was compared, showing that the high solidity disks had too large
blockage, which led to a significant velocity deficit in the wake. The
velocity field that developed behind the low solidity disks agreed well
with the wake of the RM. Nonetheless, all actuator disks showed a
recirculation region that was limited to x/D < 1 for the lower solidity
disks.

The out-of-plane vorticity in the wakes was subsequently compared.
The RM showed increased intensity of vorticity along the upper edge of
the wake, induced by tip vortices. The actuator disks also showed
increased levels of vorticity along the edges of the wake. The lower so-
lidity disks showed high intensity vorticity directly behind the disks,
induced by turbulent mixing of the flow jets passing through the holes of
the disks.

The NHD35 actuator disk was the closest match to the RM in terms of
drag coefficient and mean wake vorticity, and was thus studied in further
detail. In previous studies, the comparison has been limited to mean
characteristics. Since the mean vorticity field is a result of instantaneous
swirl, the instantaneous swirling strength signed by vorticity was studied
in the present work. It illustrated that instantaneous tip vortices were
present behind the RM, but not behind the NHD35. Additionally, high
intensity swirl was seen directly behind the actuator disk, which again
was believed to be related to the mixing of the flow jets through the disk
holes.

The normal and shear Reynolds stresses of the NHD35 and the RM
were comparable. The difference between the two wakes was limited to
the area x/D < 1.

POD analysis was conducted to analyze the underlying instantaneous
phenomena of the two flows. It showed how the most energetic mode for
the RM represented the upper and lower tip vortices, which were not
present for the actuator disk. The energetic velocity fluctuations differed
both in terms of length scale and location. This implies that the main
structures constituting the two flows are different.

Despite having fairly good agreement between the RM and the
actuator disk across many mean parameters, including drag, velocity,
vorticity and Reynolds shear stress, the modal structure of the flows were
still different. The underlying, instantaneous flow phenomena in the near
wake of the actuator disk are thus not representative of a RM.

Actuator disks are clearly good for capturing mean flow properties,
but as this study has shown, instantaneous phenomena in the wake are
not always well captured. Moreover, the upstream blockage effect of the
actuator disks and RMs differed. Therefore, as actuator disks will
continue to be used, it is important to understand all aspects of their flow
behavior. This will contribute to a better understanding in studies in
which they are employed, and may also help in the development of
different disk designs which better capture higher order and instanta-
neous flow features.
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