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Abstract

Topology in condensed matter is an exotic field that can have important implications for quantum
computing. The current implementations of quantum computers suffer from short coherence
times and high error rates. Topological phases are inherently non-local and can provide intrinsic
protection against noise. At the core of the topological qubit is the braiding of Majorana bound
states (MBSs), characterized by non-trivial exchange statistics.

We take a wholesome approach to topological quantum computing and start with a re-
view of topology in condensed matter. Then, we show how the topological qubit that operates
by braiding MBSs can realize standard quantum gates. We summarize the derivation of the
Bernevig-Hughes-Zhang model for spin-Hall insulators, to which we later add superconductivity
and ferromagnetism to serve as a model for a second-order topological superconductor, which we
use for analytical and numerical calculations.

It was shown by Zhang, Calzona, and Trauzettel (Phys. Rev. B 102.10 (2020)) that trian-
gular domains of a second-order topological phase constructed from a spin Hall insulator and
a superconductor by applying a magnetic field will have MBSs bound to two of the triangle’s
corners. Tuning the chemical potential within a limited range moves one of the MBSs back and
forth along the triangle’s diagonal. Assembling the triangles into a larger composite geometry,
it is possible to move the MBSs purely by electrical control.

When the triangular geometry is made concave on the diagonal, the topological gap increases,
which means that the device becomes more robust. Using the numerical solution of a lattice
tight-binding model, we examine the robustness of the triangular and composite geometries by
recording the topological gap for various configurations. We systematically consider the effect of
increasing curvature with and without random edge disorder on the triangles’ diagonals.

We show that a moderate amount of concavity enhances the topological gap, while the larger
concavities reveal significant finite-size effects and a significant probability that the gap closes.
Simulating 1500 lattices with randomly generated edge disorder, we show that weak edge disorder
can enhance the topological gap. For a subset of the generated disorder configurations, the gap
will close. However, in the remaining samples, the gap magnitude is likely to increase significantly.
Thus, the model has a disorder-enhanced topological gap if the subset of configurations where
the gap closes can be isolated and avoided by tuning the model parameters and the geometry.

In the composite geometry, the chemical potentials are controlled separately on each of six
constituent triangles. We transfer the concave edges to the composite geometry and demonstrate
that the favorable characteristics from the isolated triangles are not directly transferable to the
larger geometry due to the geometrical dependence of the second-order topological supercon-
ductor. Tuning the spatial dependence of the model parameters can provide a future path to
transfer favorable characteristics from the triangle to larger networks.

Finally, we have taken a naive approach to implementing a Hadamard gate by stepwise chang-
ing the potentials in the composite geometry. We use weakness in this approach to demonstrate
the importance of examining the transition between adjacent potential configurations in detail.
Some transitions contain the nucleation and annihilation of MBSs as well as hidden exchanges
of MBSs during the process, which are not shown when only coarse steps in the potentials are
considered. When the composite geometry is used to implement a qubit, both phenomena can
be detrimental to the operation of the device and should be avoided.
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Sammendrag

Topologi for faste stoffer er et eksotisk felt som kan fa viktige implikasjoner for kvantebereg-
ninger. Maten navaerende kvantedatamaskiner implementeres fysisk lider av korte koherenstider
og medfgrende hgye feilrater. Topologiske faser er naturlig ikke-lokale og kan slik gi en iboende
beskyttelse mot stgy. Den grunnleggende funksjonen til en topologisk kvantebit er & flette Majo-
rana bundne tilstander (MBTer). Disse kjennetegnes av en ikke-triviell statistikk ved ombytting.

Vi tar her en helhetlig tilnszerming til topologiske kvanteberegninger ved a starte med en gjen-
nomgang av topologi i kontekst av faste stoffer. Deretter viser vi hvordan en topologisk kvantebit
som fungerer ved fletting av MBTer kan realisere standard kvanteporter. Vi oppsummerer utled-
ningen av Bernevig-Hughes-Zhang-modellen for spin-Hall isolatorer, og kombinerer modellen med
superledning og ferromagnetisme for & beskrive en annenordens topologisk superleder. Denne
modellen danner utgangspunktet for bade analytiske og numeriske beregninger.

Zhang, Calzona og Trauzettel (Phys. Rev. B 102.10 (2020)) viste at trianguleere domener av
en annenordens topologisk fase konstruert fra en spin-Hall isolator kombinert med superledning
og ferromagnetisme vil ha MBTer bundet til to av hjornene i trekantene. Nar det kjemiske
potensialet endres, vil en MBT bevege seg frem og tilbake langs diagonalen pa trekanten. Ved
a sette sammen flere trianguleere domener til en stgrre geometri er det dermed mulig & flytte
MBTer ved & kun endre det elektriske potensialet.

Nar diagonalen til trekantene krummes innover, gker stgrrelsen pa det topologiske bandgapet
som betyr at tilstanden er mer robust. Ved a lgse en gitter-“tight-binding”-modell numerisk
undersgker vi robustheten av bade de triangulsere og sammensatte domenene ved & registrere
stgrrelsen pa det topologiske gapet for ulike konfigurasjoner. Vi undersgker effekten av gkende
krumning systematisk, bade nar diagonalen til trekantene er glatt og nar diagonalen er deformert
av tilfeldig uorden.

Vi viser at en moderat krumning av diagonalen i trekantene forstgrrer det topologiske gapet,
mens stgrre krumninger gir betydelige endelig-stgrrelse-effekter og stor sannsynlighet for at gapet
lukkes. Gjennom simuleringer av 1500 gitre med tilfeldig generert kant-uorden viser vi at svak
kant-uorden kan gke det topologiske gapet. I en andel av gitrene lukkes gapet pa grunn av uorden.
I de resterende gitrene er det derimot stor sannsynlighet for at gapet forstgrres. Modellen har
dermed et topologisk gap som forsterkes av uorden hvis konfigurasjonene hvor gapet lukkes kan
isoleres og unngas ved a endre modellparametre og geometri.

I den sammensatte geometrien kontrolleres det kjemiske potensialet separat for hvert av seks
triangulasere domener. Vi overfgrer krumningen av diagonalene i trekantene til kantene i den sam-
mensatte geometrien. Fra dette viser vi at fordelaktige egenskaper fra de isolerte trekantgitrene
ikke kan overfgres direkte til den stgrre geometrien. Dette skyldes den geometriske avhengigheten
til annenordens topologiske superledere. Justeringer av geometri og modellparametre kan bidra
til & overfore de fordelaktige egenskapene til et stgrre nettverk.

Gjennom en naiv tilnserming viser vi avslutningsvis hvordan en Hadamard-port kan imple-
menteres i den sammensatte geometrien ved a endre potensialet i ulike domener trinnvis. Vi
bruker deretter svakheter i denne tilnzermingen til & demonstrere viktigheten av a studere over-
gangen mellom ulike konfigurasjoner av potensialet i detalj. For noen overganger observerer vi
utilsiktet nukleering og annihilering, samt skjulte ombyttinger av MBTer som ikke vises nar man
kun betrakter stegvise endringer i potensialet. Dersom den omtalte geometrien brukes til & imple-
mentere en kvantebit kan begge disse fenomenene veere skadelige for operasjonen av kvantebiten
og bgr derfor unngas.
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I love to think of nature as an unlimited
broadcasting station, through which God speaks to us
every hour, if we will only tune in.

George Washington Carver
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Chapter 1

Introduction

The concept of a quantum computer was launched by Richard Feynman in 1982, envisioning
a device that would perform computations by the exact mechanisms as nature itself functions
[1]. Actively exploiting the complexity of large quantum systems to simulate other quantum
systems would pave the way for a wide range of applications, including quantum chemistry and
materials science [2], optics [3], algebra and cryptography [4], and finance [5]. The existence of
such algorithms and the lack of classical algorithms that efficiently simulate quantum systems
demonstrates the potential power of quantum computing [6].

Despite the rich collection of quantum algorithms, quantum computing is limited by the
existing hardware. Small-scale qubit implementations have been demonstrated using supercon-
ducting circuits [7-10], photonic circuits [11], trapped ions [12, 13], spins on nitrogen vacancies
in diamond, [14] and electron spins in Si or Ge [15, 16]. Each physical system has advantages
and disadvantages, but the error rates are generally too high and the number of qubits too low
to perform useful calculations. The general thought is that quantum computers must implement
an error-correction routine on a subset of the physical qubits [6]. That leads to an overhead of
physical qubits being required for a given amount of logical qubits, which are the ones on which
the actual computation is implemented.

Certain specific applications in materials science may find short-term applications, but more
general applications are still far into the future. For example, in the well-known problem of
prime-number factorization to break the standard RSA data encryption, one will need the order
of 15,000 physical qubits [17] to implement quantum error correction while still having enough
logical qubits for the computation. On the contrary, the largest device reported to date has 127
physical qubits [18], clearly illustrating the need for increased scale and maturity in the quantum
computing industry.

The topological quantum computer is an alternative path that promises significant protection
against errors due to the intrinsic properties of the material in which it is realized [19]. While the
physical implementations mentioned above store the qubits locally, the topological qubit stores
the information in quasiparticle states referred to as a Majorana zero mode (MZM) or Majorana
bound state (MBS), and these have non-local properties like their statistical behavior under
exchange. As the noise in quantum systems is usually a local phenomenon, loss of information
due to noise is rare, and the system has intrinsic error protection. While the error rate will still be
finite, it will significantly reduce the number of errors and thus the overhead of physical qubits.
Comparing a topological quantum processor with a non-topological one with the same number
of physical qubits, the topological will have a larger number of logical qubits and, consequently,
enhanced scalability.

However, realizing topological qubits in experiments has proven to be an extremely difficult
task, and experimental reports have been surrounded by significant controversy [20, 21]. The
non-local nature of MZMs and the existence of multiple physical phenomena with very similar
experimental signatures [22] have fueled the controversy. Despite the experimental observation of
some of the expected signatures for MZMs, there is not sufficient rigor in the previous experiments
to conclude unequivocally that the signatures are due to the presence of a topological phase as
compared to other trivial phenomena [23].

As the search for realistic topological qubit platforms continues, we move on to consider a
novel topological qubit platform based on the second-order topological phase in which the spatial
symmetry and geometry of a device play central roles in the emergence of MZMs. Starting with
the proposal of Zhang, Calzona and Trauzettel [24], we examine the robustness of a triangular
geometry numerically in the presence of edge disorder and spatial variations in the chemical
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potential. The model used by Zhang et al., and which we also use here, is expected to model
HgTe quantum wells with proximity-induced superconductivity as well as certain iron-based
superconductors.

In Chapter 2, we introduce topology in condensed matter and consider how topological phases
of matter can be classified after the presence or absence of symmetries'. We then show how the
symmetry-protected topological phases can be characterized by robust edge modes and generalize
the result to the recently discovered higher-order topological insulators and superconductors.
The Dirac equation is introduced and used to calculate the topological invariant for two example
models.

Topological quantum computation is based on highly non-trivial physics. In Chapter 3, we
review how one can perform calculations by braiding exotic non-Abelian quasiparticles and argue
that the topological qubit is computationally equivalent to other qubit implementations®. Central
properties for the non-Abelian anyons are reviewed to provide additional context to the subject.

Chapter 4 introduces the Bernevig-Hughes-Zhang (BHZ) model for quantum spin Hall in-
sulators. We establish the mathematical framework and notation we will in this work, while
providing an outline of the derivations of the BHZ model. We look at how quantum wells
made of HgTe and CdTe will have a band-ordering inversion that eventually leads to robust
edge modes. Furthermore, we review the kp-model used to derive the BHZ Hamiltonian and
emphasize approximations made in the derivations.

Additional background is provided in Chapter 5. We perform a Bogoliubov-de-Gennes trans-
formation where holes are introduced as separate particles as a redundancy in the notation and
argue that introducing superconductivity in the system will couple the electron and hole states.
Finally, we perform a Fourier transform of the BHZ Hamiltonian and show that it corresponds
to a model with nearest-neighbor hopping on the real lattice.

In Chapter 6, we follow the work of Zhang et al. [24] and derive in detail wave functions
for Majorana bound states on the edge of a disc geometry. Some details of the calculations are
found in appendix B. Based on topological properties from Chapter 2, we argue that there will be
four MBSs on the disc boundary and show that their positions depend on the chemical potential.
From the disc solution, we argue that MBSs will be found at the corners of a triangular geometry
by projection and that the MBSs move between different triangle corners by tuning the chemical
potential. We also examine how MBSs on two different discs behave when brought together for
fusion.

A numerical model is presented in Chapter 7 based on the lattice Hamiltonian derived in
Chapter 5. The model is a lattice tight-binding method that we solve for various lattice con-
figurations. In particular, we expand the model of Zhang et al. by systematically examining
the effect of concavity on the diagonal of the triangular lattice and make an assessment of the
device robustness when edge disorder is introduced on the triangle’s diagonal. Assembling six
triangles into a larger structure, MBSs can be braided by electrical control and we show that
the observed characteristics for an isolated triangle can not be transferred directly to the larger
composite geometry. We compute the wave functions for all possible configurations of the chem-
ical potential on the composite lattice and use a naive attempt to perform a Hadamard gate to
demonstrate the emergence of accidental braids and hidden nucleation and annihilation. Finally,
we summarize our findings in Chapter 8.

1 Parts of Chapter 2 and most of Chapter 3 were presented previously in an unpublished student project by
the author and has been adapted to fit the needs of this work.
2See footnote 1.



Chapter 2

Topology in Condensed Matter

Harnessing the power of topological phases in quantum computing starts with certain phases
of condensed matter. A precise definition of a topological phase is that it is a system that,
at long wavelengths and low energies and temperatures, has observable properties that remain
invariant under smooth deformations of the space-time manifold of the system [25]. In other
words, a local perturbation cannot affect the observables of the system as long as the conditions
above are satisfied; the system will remain in a given ground state even in the presence of local
perturbations. The system is thus invariant to adiabatic perturbations of the system. It is
key to the topological characterization that a finite gap separates the ground state from the
lowest excited states. In that case, excitations above the ground state by local perturbations
are exponentially suppressed at low energies. The topological gap is, therefore, central to our
treatment of topological phases.

The non-local nature of topological phases puts them outside the traditional framework for
characterizing condensed phases. The Landau symmetry breaking theory classifies matter in
terms of conservation laws and broken symmetries. A system is described by a local order
parameter where a phase transition is a change in the order parameter resulting from a spon-
taneously broken symmetry. Such a local order parameter could, e.g., be the magnetization
changing from a disordered paramagnetic phase to an ordered ferromagnetic phase by break-
ing spin rotation symmetry. Two topological phases, however, can be distinct even if the local
symmetries are equal [26]. These states are distinguished by topology, and a phase transition is
associated with a change in the topology while the local symmetries are not affected.

Before moving on to a classification of different topological phases, it is helpful to have an
intuitive picture of what topology and topological phase transitions mean. In mathematics,
topology is the characteristic that describes the difference between a sphere and a torus. Locally,
they can not be distinguished, being locally flat. On a global level, the difference becomes
evident in that only the torus has a hole through the middle. A local operator can deform the
two to some extent but never deform one into another without ”tearing” and ”gluing,” which
are considered global operators. The local deformation of the sphere and torus is analog to the
smooth deformation of the space-time manifold that defines topology; the properties remain the
same as long as the operators are local.

In this report, we will focus on topological band insulators (TBI) which includes the topologi-
cal insulators (TT) and topological superconductors (TSC). In that case, the topological quantities
are k-space properties related to the band dispersion in energy and momentum. The topological
phase describes an invariant of the system, i.e., an integer value that does not change by smooth
deformations of the bands. Only by a phase transition where the bulk band gap is closed and
reopened can the system’s topological invariant change. Hence, when the gap is sufficiently large,
the topological state of the system is topologically protected.

2.1 Topological Classification

Topological phases comprise a considerable landscape of phases among which the TBIs are
a relatively small subset. Referring to the treatment of Stanescu [26], we briefly review this
landscape, both as a means to put the work on topological quantum computation into a greater
context and to emphasize some central properties of the TBIs. The first distinction of topolog-
ical phases is between phases that possess intrinsic topological order (sometimes referred to as
topologically ordered phases) and those with symmetry-protected topological (SPT) order. The
defining property of topologically ordered phases is long-range entanglement. They have degen-
erate ground states and bulk excitations with fractional charge and quantum numbers. Systems
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displaying this behavior are strongly interacting systems; materials with the fractional quantum
Hall effect belong to this class. Topologically ordered phases are protected against arbitrary local
perturbations of the Hamiltonian as long as the system remains in its ground state protected by
the topological gap.

On the fundamental level, condensed matter consists of ions and electrons. Considering
that the bulk excitations in topologically ordered phases can have fractional charges, one might
suspect that these excitations are not local. Instead, they are superpositions of the fundamental
excitations and non-local by nature. Changing the state of the system requires an infinite product
of local operators. Thus, the system has a long-range order even though the local operators do
not show long-range correlations.

The SPT phases are characterized by short-range entanglement and are topologically non-
trivial only in the presence of certain symmetries, hence the name. The ground state is non-
degenerate and such phases are found in both interacting and non-interacting systems. Like
the topologically ordered phases, SPT phases are robust against adiabatic deformations of the
Hamiltonian. However, the robustness only holds for perturbations that preserve the symmetries
of the system. Another important distinction is that SPT-phases do not have fractional excita-
tions in bulk. Instead, the topological properties are found on boundaries between phases with
different topologies. This class of SPT phases is where we find, e.g., the quantum Hall insulator
(QHI) and quantum spin Hall insulator (QSHI).

For the sake of topological quantum computing, both topologically ordered and SPT phases
can, in principle, be used, and there exist suggestions for both [25, 27]. However, the approach
that has received the most attention is one making use of the quasiparticles known as Majorana
fermions that can exist on the boundaries of a TSC. When these are braided around each other,
they exhibit the fractional statistics characteristic for the topological phases, and their non-trivial
exchange statistics is the mechanism used to implement topological quantum computation.

As said, the topological physics in SPT-phases are contained in the boundary modes. As the
last entry in our brief classification, we will consider non-interacting topological phases. For in-
teracting phases, the interactions can lead to the emergence of new phases, merge existing phases
and give new boundary physics, and there is currently no unified classification of these. Here,
we focus on non-interacting TBIs, which are classified based on simple symmetry arguments.
For the latter, we can use the presence of robust boundary modes to characterize the topolog-
ical properties of the system equally well as using bulk properties. The connection between
the bulk topological properties and robust edge modes is what is known as the bulk-boundary
correspondence.

At first, treating superconductors and insulators in the same manner under the class of TBIs
may appear counter-intuitive. Superconductors have excitations that are fermionic Bogoliubov
quasiparticles, while the TT has electrons and holes as excitations. However, the key is that both
are gapped phases, and despite the different nature of the gaps, they are both sufficient to define
topological properties.

2.1.1 Topological Band Insulators

Topological insulators are materials with an insulating bulk, but metallic surfaces or interfaces
due to the mentioned boundary modes [28]. For a trivial (i.e., “non-topological”) band insulator,
we can imagine that we create a surface where there is an odd number of broken bonds per unit
cell. As a result, there will be half-filled bands and, therefore, a metallic state at the boundary.
In reality, the metallic state is rarely stable and may be easily destroyed by chemical reactions
with, e.g., hydrogen or water molecules or by pairing up with other broken bonds. Contrarily,
a topological insulator has metallic surface states that are“topologically protected” due to their
bulk properties; the stability is independent of interactions with the environment or surface
orientation. We will see this by considering an argument presented in Ref. [28].

By the bulk-boundary correspondence of TIs, we know that the presence of boundary modes
is somehow related to the material’s bulk properties. The origin of the stability of the metallic
surface states is indeed rooted in the bulk band structure. Assume we create a junction of two
slabs of some material; the energy bands will be joined according to the symmetry of the wave
functions. Explicitly, bands derived from s-type orbitals from one material will form bands with
the s-type bands from the other, and likewise with other symmetries. What distinguishes the TI
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from other band insulators is that it has an inverted band gap, i.e., the symmetry properties of
the conduction band (CB) and valence band (VB) are opposite of the trivial phase. In joining a
trivial and a topological insulator, the valence band on the trivial side will join the conduction
band on the topological side since these bands have the same parity, e.g., both are s-like bands
or both p-like bands. Likewise, the trivial insulator’s conduction band joins the topological
insulator’s valence band. The result of such a junction is shown in Fig. 2.1 with HgTe/CdTe
quantum wells as example material.

E

Figure 2.1: Hlustration of the band inversion and resulting boundary modes for a HgTe/CdTe
quantum well of width L. CdTe has normal band progression with an s-type CB and p-type
VB while HgTe has the inverted band structure with a p-type CB and s-type VB. The bands
are drawn with red and green lines according to the parity of the bands. In proximity to the
junctions, the bands cross, and there will be metallic modes on the boundary while the bulk is
still insulating.

Due to the band inversion, the bands must cross through the Fermi level in the junction areas.
These crossings are exactly the robust boundary modes announced above, and it is clear that
small perturbations of the system cannot simply remove the metallic boundary modes. They
are protected since they rely on the bulk band structure of the material and cannot be removed
unless a perturbation is applied that is large enough to close the insulating gap in the center
region and reopen it with normal ordering. Moreover, the result also holds when the trivial
insulator is exchanged with air or the vacuum, being an insulator with stable metallic surface
states. The reason for using a quantum well in this particular case is that HgTe is a zero-gap
semiconductor and the spatial confinement is necessary to open a bulk insulating gap.

2.1.2  Symmetry Operations

We have limited the scope of topological phases to the non-interacting TBIs, which have a
complete classification according to three different symmetries. The presence or absence of these
symmetries will put a phase into a specific class, accompanied by topological numbers, and we
will see that only some combinations of these symmetries support topological phases.

Since we are looking for features that are robust against disorder, we consider phases that do
not depend on having translational symmetry; impurities that break the translational symmetry
would be detrimental to the topological properties. The Altland-Zirnbauer classes [29, 30] is a
ten-fold classification of systems possessing combinations of time reversal (7), charge conjugation
(C), and chiral (8§ = CT) symmetries and we now examine how each of these is used to classify
TBIs.

Time Reversal Symmetry

Following [31], time-reversal symmetry (TRS) is a discrete symmetry that reverses the direc-
tion of time,

T:t— —t, (2.1)

which means that operating on the position operator leaves it unchanged, 727 ~! = £. On the
other hand, applying time reversal (TR) on the momentum operator will flip its sign 7p7T 1 =
—p. Through the commutator [#,p] one finds that 747 ~! = —i. In general, 7 can be written as
a unitary matrix U, and the conjugation operator, K as 7 = UK and is an antiunitary operator.
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A time-reversal invariant (TRI) Hamiltonian must be equal to its complex conjugate
T :UH Ur =H (2.2)

up to some unitary rotation Ur. Applying TR twice should leave the system invariant up to a
phase factor UrUr = £1, so T2 = £1.

For a system with total integer spin, one can choose 7 = K without loss of generalization
and get 72 = 1. TR flips the spin for half-integer spin systems since it is a momentum, so the
TR operator must be different from the spinless (or integer spin) case. The convention is to use

T = —is, K (2.3)

where s, is the Pauli matrix in spin space. TR then corresponds to rotating the spin by 7 around
the y-axis, and, as a result, 72 = —1. In a TRI system,

[H, 7] =0, (2.4)

which means that an eigenstate |¢)) at energy E must have a TR partner eigenstate T |¢)) at
the same energy. For a spin—% system, it is then possible to show that an eigenstate [¢)) and
its time-reversal partner T [¢) are orthogonal, making the spectrum doubly degenerate. This
double degeneracy for spin—% systems is known as Kramers’ theorem.

Particle-Hole Symmetry

The second important symmetry for the classification of TIs and TSCs is the particle-hole
symmetry (PHS), also called charge conjugation symmetry and denoted C. The rest of this
section is based primarily on [26, ch. 5]. C transforms a particle into its antiparticle by changing
the sign of the particle charge. It is an approximate symmetry in condensed matter systems
(contrary to particle physics) that can arise between, e.g., electrons and holes and holds only
within a certain energy range. PHS is intrinsic to superconductors when treated in the mean-field
theory regime, as seen in the following.

The mean-field Hamiltonian for s-wave pairing, the Bogoliubov-de Gennes (BdG) Hamilto-
nian, is

H = %\TIT'HBdG\i/ (2.5)

where

o _iSyA) (2.6)

Hpac = <z’syA* HE
and the field operator is defined by

U= (wl o] Uy %) ; (2.7)
also known as the Nambu spinor. A is the pair potential. The BdG theory now has a particle-hole
redundancy in that an eigenfunction ¥ at some energy E > 0 has a corresponding eigenfunction

7. ¥ at —F where 7, is the Pauli matrix acting in particle-hole space.
In a similar manner to TRS, charge conjugation symmetry requires that

C:ULH U = —H (2.8)

and C?> = UiUc = +1. The operator can be expressed as C = 7,K which indeed squares
to C? = 1. If the system has SU(2) spin symmetry, i.e., the spin polarization is conserved,
C can be expressed as C = i1, K which squares to C? = —1. Thus, both the TR and charge
conjugation operators are anti-unitary operations that square to +1 depending on the properties
of the system. If the system is translationally invariant, PHS implies an energy spectrum being
symmetric about zero, E_(—k) = —F,(k) while TRS implies a spectrum symmetric in k,
E(k) = E(—k) for half-integer spin systems.

Chiral Symmetry

By combining TRS and PHS to & = 7C, a third unitary transformation arises, namely, a
chiral or sublattice symmetry. S is, however, not strictly speaking a symmetry since it anti-
commutes with the Hamiltonian. S always squares to +1 and implies a symmetry E_(k) =
—FE, (k). A chiral symmetry can only be present when the system either has both TRS and PHS
or neither of the two.
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Altland-Zirnbauer Classes

With the three symmetries, there are ten classes for the generic Hamiltonian. TRS and PHS
can be present and square to £1 or be absent (= 0), leaving nine classes. In addition, there can
be a chiral symmetry when both of the other two symmetries are absent, which defines the last
class. The classification of Altland-Zirnbauer (AZ) is listed in table 2.1 along with the topological
invariants that are supported in a subset of spatial dimensions. If a phase has a Z topological
invariant, it can take on any integer value by, e.g., counting the number of edge channels in a
finite geometry. In that case, there is an infinite amount of topologically distinct phases. The
Zs invariant is a binary classification, i.e., it can only take on values 0 and 1; either non-trivial
edge modes exist or not.

Higher spatial dimensions can be relevant in cases where the Hamiltonian depends on external
parameters that change adiabatically and are interpreted as additional momentum components.
It suffices to consider dimensions 0 to 8 since the pattern will repeat itself for higher dimensions.
For each spatial dimension, there are precisely five distinct symmetry classes [32].

Table 2.1: The Altland-Zirnbauer classification for symmetry classes based on time-reversal
symmetry (7)), charge conjugation symmetry (C) and chiral symmetry (S). Qg denotes the
topological invariant for a system in d spatial dimensions. Empty fields means that the ground
states of the system are all topologically trivial. Adapted from [26, tab. 5.1, 5.3].

Class T2 C* 8?2 Qy Q1 Q9 Qs
A 0 0 0 Z Z
AIII 0 0 1 Z Z
Al +1 0 0 Z
BDI +1 +1 1 Zo Z
D 0 +1 0 Lo 7o Z
DIIT -1 +1 1 Lo Lo Z
AIl -1 0 0 Z Lo 7o
cn o1 -1 1 z 7o
C 0 -1 0 Z
CI +1 -1 1 Z

Considering the complete classification of topological phases, the localized zero-energy modes
of interest are only present in a small subset, most commonly in the class D TSC, where the
chiral p-wave superconductor is found. In addition, similar non-trivial zero modes are found in
classes DIII, BDI, and CII, with somewhat different properties corresponding to differences in
the symmetries of the system [33]. The DIII class, e.g., has a four-fold ground state degeneracy
and spinful zero modes, while class D has spinless zero modes. Nevertheless, one cannot simply
pick any topological material and expect it to be useful for a topological quantum computer.
Instead, a material system must be chosen carefully to produce the desired physical phenomena.

2.2 Non-Trivial Edge Modes

In topological quantum computing, energetically isolated and spatially localized zero modes
are of great interest, and it is necessary to find a tool to determine whether these can exist in a
given system. The AZ-classes in table 2.1 turn out to be exactly what we need. In the simplest
case, for a TBI of dimension d, we can make a topologically protected boundary mode in (d — 1)
dimensions by introducing a domain wall where the sign of the mass changes. An example is
finite-length 1D T'SCs where 0D, i.e., point-localized, gapless modes are hosted at the ends of a
nanowire [34, 35].

In addition to the (d — 1)-dimensional boundary modes, there are two other approaches to
achieving non-trivial localized modes. The first is modes bound to defects like, e.g., vortices
being point defects in TSC thin films [36]. If we let & be the dimension of the defect, then the
defect can host topologically protected boundary modes if the phase with the same symmetries
in (§ + 1) dimensions is topological [32]. Phrased differently, the 4-dimensional defect can have
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Figure 2.2: Table of higher-order TTs and TSCs. In 1D (d = 1) there is only a first-order
(n = 1) phase with the possibility of non-trivial end-modes. In 2D, there are both first and
second-order phases; the former has propagating edge modes, and the latter has localized corner
modes. Depending on the symmetries of the system, the edge modes can be spin-polarized
(Chern insulator) or TRI with opposite spins traveling in opposite directions (QSHI). In 3D,
the first-order modes are ”face”-modes. The second-order modes can have a range of different
configurations depending on the system symmetries, and two different examples are shown. 3D
third-order TBIs can have corner modes on all or a subset of the material corners. Figure adapted
from Refs. [40, 41].

protected boundary modes only if the defect can be regarded as a boundary mode of a non-trivial
(6 + 1)-dimensional system. Whether that is the case is found from table 2.1. Vortex defects
(6 = 0) can, e.g., have protected boundary modes in all symmetry classes that have non-trivial
91, i.e., 1D topological invariant. The most common example is symmetry class D, for which
MZMs are hosted at vortices in the 2D (p, + ip,)-pairing superconductor.

In addition to MZMs bound to mass domain walls in 1D TSCs and at vortex defects in 2D
TSCs, it was shown recently [37-39] that MZMs can be hosted at the corners of a higher-order
topological superconductor (HOTSC) or in more general terms, an n-th order TBI has gapless
modes on (d — n)-dimensional boundaries as sketched in Fig. 2.2. The first-order 1D TBI is
the nanowire where the end modes are MZMs in class D. The first-order 2D TIs include the
Chern insulator and QSHI; we will use the former to demonstrate the Dirac Hamiltonian and
topological numbers in the next section and the latter also as part of our model for a second-order
topological superconductor (SOTSC) used for topological quantum computation.

Intuitively, a SOTSC can be understood by regarding the 1D boundary of a 2D TSC as a
gapped non-trivial phase. By introducing a different gapping mechanism on adjacent edges, the
corners behave as mass domain walls between different edges, and we end up with corner modes
[42]. Such a non-trivial gapping mechanism can be caused by a k-dependent superconducting
pairing like the sy pairing suggested for iron-based superconductors [43], antiferromagnetic layers
oriented along specific directions [44] or by designing the geometry and spatial symmetries of the
system [45].

Just like phase transitions from the trivial to first-order topological phases are accompanied
by the closing and reopening of the bulk gap, the transition to an n-th order topological phase
is accompanied by the closing and reopening of the gap of the (d —n + 1)-dimensional boundary
[37]. In some sense, the edges of a TBI behave as separate systems that can themselves undergo
topological phase transitions, but a phase transition to a higher-order phase may still depend on
the closing and reopening of the gap in the bulk material.

In the higher-order TBIs, the number and position of boundary modes will depend on both
geometry and symmetry [42] providing new degrees of freedom in device design. Consider, e.g.,
the corner modes in a square 2D second-order TSC (SOTSC) with a uniform superconducting
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gap. An in-plane Zeeman field parallel to one of the edges gaps the edges perpendicular to the
field, while the other two edges remain unaffected and maintain the SC gap. Since the nature
of the gap changes between Zeeman and SC on all four corners, there are correspondingly four
corner modes. On the other hand, in a 2D TRI TSC where the SC gap has opposite signs at
inversion-symmetric points, an in-plane Zeeman field results in an effective mass that changes
sign but only on two of the corners, yielding only two corner modes.

2.3 Dirac Equation

In the mathematical treatment of topology in condensed matter, and specifically the TBIs,
the Dirac equation (DE) is a central and recurring model due to several reasons: Many TIs
have spin-orbit coupling (SOC) and the form of the non-relativistic DE conveniently describes
interactions of spin, momentum and external fields. As a function of the parameters in the DE,
we can assess when and for which parameters a material phase is trivial and topological [46].

Secondly, the structure of the Dirac Hamiltonian is the same as for 3D TIs and QSHIs.
The description of electrons and positrons in the original high-energy theory is equivalent to
the description of quasiparticle electrons and holes in the valence and conduction band of the
condensed phase. Thirdly, developing an effective low-energy Hamiltonian with k - p-theory or
an effective Hamiltonian in the proximity of a topological phase transition often results in a
Hamiltonian of the same form as the Dirac Hamiltonian.

The general mathematical formulation of the Dirac equation is

H=cp-oa+mdp (2.9)

using ¢ for the speed of light, p for momentum, and a mass m. « is an array of matrices q;
which together with the matrix £ satisfy

{ai,a;} =0 {a;, B} =0 a?>=p2=1. (2.10)

For one- and two-dimensional models, we need two and three matrices, respectively, to satisfy
these relations according to the dimension of p. That requires matrices of dimension at least
2 x 2. Since the Pauli matrices 0., 0,0, satisfy the anticommutation relations, these will be
the obvious choice for the lower-dimensional systems. For 3D models, one needs at least four
independent matrices, meaning that «; and § must be at least 4 x 4 matrices. Still, one may
express the larger matrices as Kronecker products of the Pauli matrices, e.g., a; = 0, ® 0; and
B = 0, ®o0g, using the notation o for the 2 x 2 identity matrix. In that case, the system has four
bands, and the different Pauli matrices act in two different spaces, e.g., the spin—% and two-level
orbital space.

Using the anticommutation relations (2.10) we can easily obtain the energy eigenvalues by
squaring the Dirac Hamiltonian (2.9) where we get

E? = *p? + m?c? = E =4+/c2p? + m2ct (2.11)

describing the energy states of a particle and antiparticle. The spectrum has a gap with mag-
nitude 2|m|c? for non-zero m. In the Dirac Hamiltonian, we also have that if the mass has the
opposite sign, the Hamiltonian remains invariant by letting 8 — —p, still satisfying the anti-
commutation relations, so the theory does not distinguish topologically between positive and
negative masses. As the negative and positive mass equations are unitarily equivalent, we need
an additional vacuum benchmark to identify which phase is the non-trivial one.

Alternatively, we can add a quadratic correction —Bp? 8 to the theory where B is a constant
with unit inverse mass. It acts as a rest mass and breaks the mass symmetry in the DE so that
we can identify the topological phase without the vacuum benchmark. We will see below how
this plays out in two common model systems. With the correction, the Hamiltonian reads

H=wvp -a+ (mv2 — BpQ)B (2.12)

where the additional term breaks the mass symmetry. When m changes sign, changing the sign
of B gives a different DE due to the quadratic term.
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In geometries with boundaries breaking momentum conservation, the momentum operator
perpendicular to the boundary is exchanged with the differentiation operator —ihd; for the
appropriate direction i € {x,y,z}. In lower-dimensional systems, we take the momentum to
have the dimension of the system, i.e., p, = 0 in a 2D system. We also note that in condensed
matter systems, the velocity is not the speed of light but some quasiparticle velocity v in the
material.

2.4 Topological Invariants

We have mentioned the existence of topological invariants and stated that they are numbers
that do not change under smooth deformations of the Hamiltonian. Due to the bulk-boundary
correspondence, the invariants can be derived from both the bulk properties and the edge modes.
The theory of topological invariants is itself a large subject with a range of different methods,
and we limit this treatment to more general ideas in addition to calculating invariants for the
Chern insulator and QSHI. More elaborate treatments are found in, e.g., [31, 46].

A topological number is a stable and robust quantity that can not change unless the bulk gap
is closed and reopened. The implication is the following: assume we have two material phases
and want to know whether they are topologically distinct. If we can deform the bands of one
phase into the other while maintaining the symmetries of the system, the phases are topologically
equivalent if the band gap does not close along the path.Moreover, if we can deform the bands
into the atomic insulator, i.e., where the material is simply a collection of isolated atoms, without
closing the band gap, the phase is topologically trivial.

Based on the DE, there is a simple way to see whether we have a trivial or topological phase.
If we interpret the «; and 3 as spins, then looking at the coefficients will tell the orientation of
the spin. We express the Hamiltonian now as

H = dl(k)al + da(k)as + ds(k)S (2.13)
where the d;’s form a vector
d = [vk, vk, mw®— Bk?]. (2.14)

If this vector winds around itself through the Brillouin zone (BZ), the phase is non-trivial and
otherwise trivial as is shown in Fig. 2.3. We see that When mB > 0, the spin rotates 27 moving
from —oo to p = 0 and to co again along k;, while this rotation does not occur for mB < 0.
That shows that the two phases are topologically distinct and exemplifies how the topological
number can be understood in terms of a winding number.

[/ /=N /NN S NN

, . , .
(a) Topological phase, mB > 0 (b) Trivial phase, mB < 0

Figure 2.3: The figure shows d(k;, k, = 0) as defined in eq. (2.14) and centered around k, = 0.
Parameters are v = 2.5, B = 0.5 and m = £0.5. When m and B have the same sign, d winds
an angle 27 (if continuing to infinity), while the trivial phase tilts slightly before it straightens
up as k, tends to infinity.

There are many topological invariants and which one describes a given system depends on
the symmetries that are present. Perhaps the most famous is the Chern number or the integer
Hall conductance that can take on any integer value. Explicitly, it is given by

e? 1

where Fy,, is the Berry curvature which for the Hamiltonians we consider here is
1 O
me = ieabcdaamdbaydc. (216)

The integration in eq. (2.15) is then integrated over the filled bands and all k. It is assumed
summing over repeated indices with eqp. being the Levi-Civita tensor, d; = d;/d, and d = |d|.
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Since d is given by the system model, we then have a method to determine which phase the

2
system is in. o4, = 0 corresponds to the the trivial phase, while any integer multiple of <~ is a
separate topological phase.

2.5 Chern Insulator

To see the topological significance of the Dirac Hamiltonian, we will consider a specific model,
i.e., the Chern insulator which can have integer Hall conductance. It is described by a two-band
continuum Hamiltonian

H(k) =Y di(k)o; (2.17)

where o; are the Pauli matrices in spin space, and the coefficients d; are the components of the
vector
d=[ks k, m]. (2.18)

E=/kZ+k2+m? (2.19)

and has a gap of magnitude 2|m/| where m is a constant mass term. The spectrum is gapless when
m = 0, indicating that there may be a topological phase transition as m moves from negative to
positive.

All the Pauli spin matrices are odd under TR so the system is TRI if d satisfies

The energy spectrum is

di(—k) = —d,(k) (2.20)

which of course is only true in our model when m = 0. For m = 0, the gap closes, in which case
the Chern number also vanishes. Thus, we must have m # 0 to have a topological phase.

In appendix A we start from eq. (2.17) and show that the Berry curvature has the specific
form of eq. (2.16) and find an expression for the Hall conductance o,. Here we only repeat the
result

~ e?sgn(m)

Uzy - % 9 )
i.e, one-half of the conductance quantum. Taking this value for the true Hall conductance
of the system is an unphysical result since it is determined by the microscopic details of the
model. Neither should this value be surprising because, as we stated in the previous section, one
cannot distinguish the topological properties without either a quadratic correction that breaks
the mass symmetry of the DE or an additional vacuum benchmark. Moreover, moving from the
continuum to a lattice model will also allow the calculation of the true Hall conductance but will
make analytical calculations much more involved.

Calculating the Hall conductance from the continuum model, we do not get the actual value,
but we still obtain how the Hall conductance changes when moving through a topological phase
transition. The reason is the properties of the continuum model, which only captures a “half
fermion” compared to the lattice model. Comparing the continuum and lattice Hamiltonian, the
bands of the lattice version “bend down” away from k = 0 and contribute another “half fermion”
to the Hall conductance as illustrated in Fig. 2.4. To get the correct integer Hall conductance,
one must add a specific number of massive “spectator” fermions to the model [47]. These are
high-energy modes that are not affected by the topological phase transitions. If we know the
system’s state before a phase transition, we can find it after the transition by calculating the
change in the Hall conductance. It is possible to find the number of spectator fermions in the
model explicitly [47], but it suffices, for now, to use the continuum model around the transition
points along with adiabatic continuation from the vacuum. The vacuum is always trivial, so if we
deform the band structure from the vacuum into our actual model while calculating the change
in the Hall conductance each time the band closes and reopens, we can determine the true Hall
conductance of the system.

It remains to find when the topological phase transitions occur. As the the topological field
theories are low-energy theories, it is reasonable to believe that a lattice model that reduces to

(2.21)
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"spectator"” fermions

~—-continuum spectrum

o5 1 15 2

Figure 2.4: Tllustration of the energy spectrum for the Chern insulator in eq. (2.19). Empty
conduction band (grey), lattice valence band (red and blue) from eq. (2.22), and continuum
valence band (green) from eq. (2.18). In the continuum model, calculating the Chern number
only captures half a fermion (o4, = :I:% in unit %), i.e., the blue part. In the lattice version, the
bands bend upward (red) and add another half fermion, yielding an integer Chern number. The
half-fermion in the high-energy regime (red) is called a spectator fermion; upon a band closing
transition, only the low-energy part is affected while the spectator fermion remains in the same
"state.” Figure adapted from Ref. [48].

the DE for small k would have the same non-trivial physics. Such a Hamiltonian can, e.g., be
described by

d = [sin(k,) sin(k,) B(2+m — cos(ky) — cos(ky))]. (2.22)
The gap closes at four points (kg, ky,m) = (0,0,0), (7, 0,—2), (0,7, —2) and (7,7, —4). Ex-
panding the lattice Hamiltonian around these four points and calculating the change in Hall
conductance gives two regions for m where the Hall conductance is finite.

2.6 Spin Hall Insulator
The second model we consider is the QSHI described by the Hamiltonian

H(k) = {Hék) H*(O_k)] (2.23)
where H (k) is the DE with
d=[Ak, Ak, M —B(kZ+k2)] (2.24)

which has the form of the Chern insulator with a quadratic correction. Since the two blocks of
the Hamiltonian are decoupled, i.e., one Dirac Hamiltonian for each spin, we can simply perform
the calculations separately and add the results (see appendix A). There are two key differences
compared to the simple Chern insulator. First, the quadratic correction means that we do not
need the vacuum benchmark and can calculate the Hall conductance directly. Secondly, the
Hamiltonian has TRS built into it since the two blocks are TR partners, T 'H (k)7 = H*(-k).
Since the two blocks then get Hall conductances of opposite sign, the QSHI will always have zero
Hall conductance.

Despite the vanishing Hall conductance, we can still use the result to characterize the QSHI.
Instead of adding up the result for the two blocks, we define a new topological number, the spin
Chern number or spin Hall conductance, as the difference between the Chern numbers for the
two spin blocks. The result is a topological number

Cspin = %(sgn(B) +sgn(M)) (2.25)

that takes on values Cgpin € {0,1}. We can compare this with the AII class in table 2.1 for the
spinful TRI insulator and see that it is indeed characterized by a Zs invariant as shown.
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Topological Quantum Computation

Topological quantum computation operates on very different physical principles than other
quantum computers in the way information is stored non-locally in topological properties. Never-
theless, one can show that performing computations via braiding of MZMs is equivalent to other
implementations because one quantum system can be simulated efficiently by another quantum
system [49, 50]. In this chapter, we review the mode of operation of a topological quantum com-
puter to clarify what we mean by “braiding” and “non-local properties”, and emphasize some
essential properties of the MZMs that form the basis of the physical implementation.

First, we establish the fundamental constituents of a general quantum computer based on the
work of Nielsen and Chuang [51]. From the information science perspective, the fundamental
building block of a quantum computer is the qubit. In the same manner that a classical com-
puter operates on bits with values of either 70” or ”1”, a quantum computer operates on two
quantum states, |0) and [1), together forming a qubit. Contrary to their classical counterparts,
the quantum states can be in a superposition

) = a|0) + 5[1) (3.1)

for some complex amplitudes o and 5. According to the fundamental rules of quantum mechanics,
qubit state read-out is performed with a measurement that collapses the superposition into either
of its constituents, i.e., |0) or |1). At first sight, this fact may appear detrimental to performing
any calculations; it is, however, sufficient to perform a calculation multiple times, and then the
outcome will yield |0) with probability |a|” and |1) with probability |8]>. The advantage is
maintained as long as the measurements are performed in a proper way.

Operating on a single qubit is not very useful, and the true quantum advantage appears when
multiple qubits are combined. Looking first at two qubits, the resulting superposition is

[th2) = |00) + B ]01) + v |10) + J |11) (3.2)

which now has four complex amplitudes (the states are written in a compressed notation |mn) =
|m) ® |n)). The general extension to N qubits is 2" amplitudes, whereas a classical computer
can only store N numbers (restricted to either ”70” or ”1”). The large number of amplitudes
stored in a small number of qubits reveals the real power of quantum computers; 270 qubits will
store more amplitudes than the number of atoms in the observable universe [52]. The next step
is to recognize that operations on the superposition of qubits perform a calculation on all the
2NV components simultaneously, a phenomenon called Quantum parallelism [53]. On the other
hand, a classical computer would make the calculations sequentially for every component, making
obvious the potential advantage of quantum computers.

Running an algorithm on a quantum computer requires more than qubits. A quantum circuit
is comprised of several qubits along with quantum gates that manipulate the qubits. A gate
operating on one qubit is called a single-qubit gate and can be represented by a 2x2 matrix. For
each constituent of a state, the amplitude squares to the probability for that state; summing
the probabilities for all constituents must be unity. The result is that the gate matrix must be
unitary (U(2)), corresponding to an arbitrary rotation in the {|0),|1)} basis.

In addition to the single-qubit gate, one needs at least one two-qubit gate (entangling gate)
to perform wuniversal quantum computation, i.e., implementing arbitrary quantum algorithms.
As the name says, the two-qubit gate operates on two qubits, e.g., by doing a conditional bit
flip on one qubit depending on the state of the other. Furthermore, universality does not require
a continuous set of gates as one may expect. With only a small subset of gates satisfying
certain requirements, one can always make an arbitrarily good approximation to any unitary

13



14 Chapter 3. Topological Quantum Computation

gate [54]. This fact is fortunate since the topological gates based on braiding of MZMs are
discrete operations, and it does not make sense to speak of, e.g., fractional rotations.

3.1 Abelian Anyons

Topological quantum computation is implemented using quasiparticles called non-Abelian
anyons, and we will now take a closer look at what defines these particles and their statistical
behavior. Physically, the non-Abelian anyons can be the localized boundary modes, i.e., Majo-
rana zero-modes, that we discussed in section 2.2. To provide a better intuitive understanding,
however, we first look at Abelian anyons.

In quantum mechanics, the fundamental particle types are bosons and fermions, differing in
the symmetry of the wave function and statistics under exchange. Interchanging two fermions
gives a phase factor e™ = —1 while bosons gets a factor €™ = 1. In (3+1)D, i.e., three spatial
dimensions and time fermions and bosons are the only possible excitations as long as we impose
some fundamental requirements like localization and the ability to create, merge and annihilate
particles [55]. As we shall now see, anyons are particles in (241)D exhibiting exchange statistics
that are neither fermionic nor bosonic.

The existence of anyons was first demonstrated theoretically by Leinaas and Myrheim in 1977
[56]. Considering a many-body system of indistinguishable particles, they showed that in (2+1)D
and (141)D, there is a global topological property that allows anyons to exist. When exchanging
two anyons, they acquire a phase factor e’ where 6 is any phase except 0 or 7, which are the
bosonic and fermionic cases; hence, the name ”any-on” is used to describe these particles [57].

Intuitively, the difference between the (34+1)D and lower-dimensional systems can be un-
derstood by the double exchange of two particles as illustrated in Fig. 3.1. In three spatial
dimensions, adiabatically encircling one particle by another is topologically equivalent to the
zero-path, i.e., doing nothing. The path can always be lifted above the plane and shrunk to a
single point. Interchanging the two particles can thus only give a phase factor £1, which squares
to unity under double exchange. These phase factors are, of course, the fermionic and bosonic
statistics.

Figure 3.1: Illustration of how interchanging two particles twice, or equivalently braiding one
around the other, can impact the wavefunction in two and three spatial dimensions. In (3+1)D,
the path can always be lifted using the third dimension (here 2) and compressed to a single point.
In (24+1)D, the particles are restricted to the plane, so encircling one particle with another is not
equivalent to the zero path.

For (2+1)D, the situation is qualitatively different. Since the encircling path is restricted
to the plane, the encircling path is topologically different from the zero path. Shrinking the
encircling path would require cutting through the other particle which is not physically allowed.
This winding of one particle around another is non-trivial in (2+1)D and the system can acquire
a phase factor e’ that is not restricted to fermionic or bosonic. A double exchange

P(r1,12) = € (ra,11) — 09 (r1, 1) (3.3)

leaves an arbitrary phase factor e?? by interchanging particles twice which need not square to
unity in (2+1)D.
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3.2 Non-Abelian Anyons

The existence of anyonic particle statistics might be a surprising result, but topological quan-
tum computation relies on even more exotic particles, namely, the non-Abelian anyons. Under
exchange, these will not only acquire a non-trivial phase but be transformed by “any” uni-
tary matrix. The central property is that matrices do not commute; thus, the order by which
exchanges are performed becomes important. We refer to Ref. [25], to review the central charac-
teristics of the non-Abelian particle statistics and how these properties can be used in quantum
computation.

Assume we have an ensemble of N non-Abelian anyons and look at how they evolve with
time. The braid group By is the set of trajectories that the non-Abelian anyons can follow with
the progression of time. The standard visualization represents each particle by a “world line,”
which shows the position at any given time. Fig. 3.2 shows how a set of world lines representing
five particles evolve with time. A crossing of the world lines represents an exchange of positions
of the respective anyons.

17
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Figure 3.2: Illustration of the braid group Bs. Five anyons are braided around each other in two
spatial dimensions and time. At any point in time, a horizontal intersection gives the positions of
the anyons in space, and this intersection always contains N = 5 strands as long as the particle
number is conserved. Two strands are colored to make the movements easier to follow, but the
particles can be of either the same or a different type.

To describe the time evolution, we define a set of elementary operators o; that exchanges par-
ticle ¢ with 241 in the counter-clockwise direction, and the inverse performs a clockwise exchange.
Both the order and direction become important for non-Abelian anyons since the operations gen-
erally do not commute. Operations including disconnected trajectories, however, do commute
and can be performed in parallel, which is important to the performance of computations.

The o; braiding operators satisfy the property that o2 # I, i.e., a double exchange is not
equivalent to the identity operation. While the ordinary permutation group is finite for a fixed
number of particles, the braid group is infinite due to this specific property. Thence, the braid
group is an infinite discrete set of operations on the particles of the system.

In the world line representation, particle creation and annihilation correspond to a change in
the number of strands crossing an intersection at any fixed time. While unwanted creation and
annihilation of quasiparticles can cause errors in the system, it is also the basis of operation for a
topological qubit. A computational protocol initializes the system by creating a set of particles.
Braiding the particles performs the computations, and the final state is read out by bringing two
anyons together and measuring the result.

The process of bringing two anyons together is called fusion, and the possible outcomes of the
fusion is a set of fusion channels. Fusing two particles will result in the formation of another type
of particle or possibly the absence of a particle. The key for computations is that the braiding of
multiple non-Abelian anyons will change their fusion channel, which can be measured for state
read-out.

3.3 Majorana Fermions

The majority of the research on topological quantum computing is centered around a specific
branch of non-Abelian anyons called Majorana fermions. Originally, the Majorana fermions were
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described in 1937 as fundamental particles forming real solutions to the relativistic Dirac equation
[58]. A Majorana fermion is characterized by Fermi-Dirac statistics and is its own antiparticle.

Ettore Majorana proposed that the neutrino could be such a particle, but this has not been
confirmed experimentally to date [59]. In the context of quantum computing, it is, however, the
quasiparticle counterparts in condensed matter that are of interest. In condensed matter, the
physical degrees of freedom are electrons and holes, and Majorana fermions will be emergent
excitations that replicate the particle-antiparticle symmetry. Naturally, the Majorana fermions
must be a superposition of electrons and holes. Quasiparticles in superconductors are indeed
comprised of coherent superpositions of electrons and holes and governed by particle-hole sym-
metry, and Majorana fermions are thus predicted to exist in the topological superconductors
[27]. The presence of charge conjugation symmetry means that the zero-energy modes described
in section 2.2 are expected to exist in topological superconductors. In a metal or semiconductor,
electrons and holes are particle-antiparticle pairs, but since they have opposite charges, they
cannot be Majorana fermions.

3.3.1 Majorana Zero Modes

Majorana fermions can exist both as propagating and localized edge modes and are referred to
as Majorana zero modes since they are fixed at zero energy inside the bulk superconducting gap.
Based on Ref. [26], we summarize the properties of MZMs that are central to their application
in topological quantum computing.

1. MZMs are anyons following the non-Abelian statistics, and the exchange of a set of MZMs
has non-trivial statistics described by non-commuting operators.

2. The system’s state is independent of the dynamics of a braiding operation but relies only
on whether braiding operations are performed and their order.
i

3. MZMs are their own antiparticles, i.e., if an MZM has a real space operator, v; = ;.

4. The ground state is degenerate; the exchange of two MZMs is equivalent to a rotation in
the ground state space, and braiding operations will determine the state.

5. A pair of MZMs, v; form an ordinary fermion with creation and annihilation operators
ct = %('yl —i77) and ¢ = %(’yl + i72). The fermion parity determines the state of the
system.

6. The fusion channels for a pair of MZMs are particularly simple. Either they fuse into a
complex fermion, or they annihilate, i.e., a complex fermion with occupation number zero
or one.

7. When the total parity of the system is fixed, 2N MZMs can encode N — 1 qubits and has
a 2V =1 fold degenerate ground state.

8. MZMs appear in SPT phases and can be bound to topological defects like vortices, mass
domain walls, and phase boundaries.

9. The MZMs follow fermionic anticommutation relations, {v;,v;} = 20; ;, which retrieves
the standard {¢;,c;} = J; ; by substituting the relations to complex fermions above.

10. The spacing between the MZMs can be arbitrarily large while maintaining the system’s
state. This way, information is stored non-locally in two separated ”half-fermions,” meaning
that local perturbations cannot influence the system’s state.

Finally, we note that the MZMs survive provided that the bulk gap of the material remains
finite. A gap closing corresponds to a topological phase transition transforming the system to a
topologically trivial phase [34]. Since continuous deformations do not affect the topological prop-
erties, we can treat the exchange statistics for a much simpler model as long as it is topologically
equivalent. It also signifies the inherent error protection; local perturbations will not affect the
system as long as they are not large enough to force a gap closing and reopening transition.
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3.4 Topological Gates

It may appear mysterious how braiding the non-Abelian MZMs can perform valuable calcula-
tions equivalent to other qubits, but we shall now demonstrate how braiding sequences can give
the same result as the ordinary quantum gates.

For the sake of intuition, we will look at a specific system, namely, the braiding statistics of
MZMs bound to vortex cores [60]. Vortices in a 2D chiral TSC can host MZMs and these have
the property that winding the SC phase by 2, e.g., by braiding one vortex around another’,
transforms

Yi Vi1
0; = § Vi+1 = i (3-4)
Vi iFjFit1
where one of the MZM operators changes sign by exchange. ¢; is the operator for exchanging
vi with 7,41 for i = 1,...,2n — 1 (Ref. [60] uses T; instead o;). The exchange operator can be
expressed explicitly as

1
7(03) = 5(1 + 7ivi+1)- (3.5)
Assume we have a system with two complex fermions with creation (annihilation) operators

a' (a) and b' (b) which can be decomposed into four Majorana operators ; as

1 . 1 .

a= 5(71 +iv2) al = 5(71 —iv2) (3.6)
1 . 1 .

b= 5(73 + iv4) b = 5(73 — iY4). (3.7)

The two complex fermions can be either occupied or unoccupied so we can define a four-state
basis

{l00), [11),]10) , [01)} (3.8)

where the first number in each ket is the occupation number of the a-fermion and the second for
the b-fermion. In this basis, the matrix operators become

7(01) Z%(Corfo —i(:Es) (3.9)
7(02) Z%(Cofo —iGox) (3.10)
7(o3) :L(Cofo —iGo¢z) (3.11)

S

2

where ( and & are respectively the Pauli matrices in the fermion parity space and space of equal
parity states. 7(o1) and 7(03) exchange Majorana operators corresponding to the same complex
fermion and only give an Abelian phase contribution. 7(o3) exchanges Majorana operators from
different complex fermions, resulting in a non-Abelian contribution, but does not mix different
parities since it involves only the identity (y in the parity basis. Due to the fermion parity, i.e.,
fermions are only created and annihilated in pairs, the ground state subspace has dimension
22n=1 for 2n Majorana fermions or n complex fermions.

The braiding matrices in eq. (3.9) are unitary matrices, as are the quantum gates for non-
topological quantum computers. In light of this, it seems reasonable to believe that quantum
computing based on braiding should be able to perform similar operations to quantum gates
implemented by other means. To see this more clearly, following Ref. [61], assume the system is
in a parity-conserving state and consider only a new basis

00) = |0) (3.12)
[11) = [1) (3.13)

We can take the phase to be single-valued, but introducing a branch cut where a vortex passing through the
branch cut gains a phase of 27 to obey the vortex statistics.
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in which we have (with a change in the unimportant global phase which is hereafter neglected)

the operations 4
ez (1 —i

T(01) = <(1) Q) (3.15)

?

and

for braiding MZMs originating, respectively, from different and the same complex fermion.
Suppose now we perform a sequence of braids represented by the matrix product

Ug = 7(01)7(02)7(01) (3.16)

and illustrated in Fig. 3.3. The resulting operation has the explicit form

Uy = % G _11> (3.17)

which is exactly the Hadamard gate that appears frequently in quantum circuits to create entan-
gled states. Ref. [61] provides explicitly the braids to form other single-qubit gates in addition
to the CNOT gate, forming together a Clifford complete gate set. While the braiding statistics
were derived for the vortex-bound MZMs, parts of the derivations were first made for the Pfaffian
fractional quantum Hall state?(v = 5/2) and will be similar for other systems with MZMs.

Y4 ——

Y3 —~
T2 R
. _ Dzl

Figure 3.3: Braiding sequence for four vortex-bound MZMs equivalent to the single-qubit
Hadamard gate.

3.5 Anyons in Real Systems

Moving from the thermodynamic limit at zero temperature to experimentally realistic sys-
tems, we must adapt the theoretical models to account for new effects as described in Refs. [25,
26]. In an infinite system, e.g., a nanowire of infinite length, the Majorana operators commute
with the Hamiltonian, but in real systems, the commutator is exponentially small,

[H, ;] ~ €. (3.18)

It decays with the ratio of the separation of the MZMs, L, to a characteristic length of the
Hamiltonian, &, depending on the pairing potential, chemical potential, and Zeeman field. L can
be, e.g., the finite length of the nanowire.

Due to the finite spatial separation of the MZMs, they will hybridize and split away from
zero energy, breaking the ground state degeneracy. If every pair of MZMs is well-separated,
we can still, under certain conditions, treat the system as quasi-degenerate as long as L > &.
An important detail for the experimental detection of MZMs is that the hybridization splitting,
dFy, decreases in an oscillating manner,

SEn ~ coskpLe /¢, (3.19)

with increasing separation [62]. The oscillating behavior provides a means of separating MZMs
from topologically trivial phenomena, for which the splitting falls off monotonically with the
spatial separation.

2This is a noteworthy result considering that the fractional quantum Hall systems are not SPT phases but
rather belong to the topologically ordered phases.
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In addition to well-separated MZMs, we can define a window for the time taken by braiding
operations, T', that ensures that the system is well behaved. In the quasi-degenerate system,
we require that the system be insensitive to the hybridization energy during braiding transfor-
mations. Braiding operations should thus be performed on a time scale much smaller than the
inverse energy splitting.

At the same time, the topological character of the system depends on a ground state that is
energetically separated from excited states by a gap, A. There may also be sub-gap excitations
from which the ground state should be separated. In general, we thus require that the braiding
time be much larger than the inverse energy 0 F of the lowest-lying non-zero excitation we want
to isolate from the ground state. The presence and nature of the excited states will depend on
the host system, but we should keep in mind that sub-gap states do not always interfere with
the MZMs even if they are not separated from the MZM by a sufficiently large braiding time
[63]. In total, we can now formulate the braiding time requirements as

AT <SETN < T < 6E;, (3.20)

While the hybridization splitting imposes a constraint on the braiding time, it can also help
determine the quantum state of the system. When MZMs are brought into proximity, the fusion
channels will split in energy, making it possible to detect the topological charge by the energy of
the fusion channel.

A source of error is the presence of unintended thermally excited quasiparticle-quasihole pairs.
Their opposite charges will favor a rapid annihilation, but on the other hand, entropy will favor
that they split fully apart first. Errors occur if the thermally excited quasiparticles braid around
two or more of the quasiparticles used in the computations before annihilating. Such events
are exponentially suppressed at temperatures below the energy gap. Concerning the gates, the
braiding operations are discrete, meaning that small imprecisions in the movement and positions
of MZMs are unlikely to affect the final state. Furthermore, initialization of a pair of MZMs
from the vacuum with subsequent braiding operations and finally detection of fusion channels
by annihilation ensure that the details of the evolution do not make a difference.






Chapter 4

BHZ Model

In Chapter 2, we found that the quantum spin Hall insulator has a Z, topological invariant
and has helical edge modes within the bulk gap that propagate in opposite directions for op-
posite spins. Moreover, the calculation of the spin Chern number gave conditions for the Dirac
Hamiltonian parameters that realize a topological phase in the QSHI. Contrary to the integer
quantum Hall effect, the QSHIs carry dissipationless spin currents in the absence of an external
magnetic field [64]. Instead of the external magnetic field, an applied electric field combined with
strong spin-orbit interaction in the material generates an effective magnetic field that drives the
spin currents.

The first proposition for an experimentally realizable QSHI was the type III (broken gap)
semiconductor quantum well (QW) made from a CdTe/HgTe/CdTe heterojunction [65]. HgTe is
a zero-gap semiconductor with the distinct property that the heavy-hole (HH) and light-hole (LH)
bands have opposite signs of the mass [64]. To achieve an insulating phase, a gap can be induced
either by a uniaxial strain, or as we will consider here, by spatial confinement in a quantum well
as illustrated in Fig. 2.1. The Hamiltonian describing this system is the Bernevig-Hughes-Zhang
(BHZ) Hamiltonian [65],

H(k) =m(k)o, + Asin(kg)s.on + Asin(ky)oy, (4.1)

m(k) = 2m(cos ky + cos k) + mo — 4m, (4.2)

with m(k) being a mass term and m, mg and A are parameters determined by the physical
system. We already saw in section 2.6 that the Hamiltonian has a topological phase when
sgn(moB) > 0. The Pauli matrices in the spin and orbital spaces are represented, respectively
by s; and o;. We emphasize that the different Pauli matrices act in different spaces and that the
product s;o; in our notation describes the Kronecker product s; ® o; which is a 4 x 4 matrix
and not an ordinary matrix multiplication. Whenever a matrix is not included in the notation,
it is assumed to be the identity, i.e., s; = s;0¢ in the given basis, using the subscript j = 0 for
the identity.

The Hamiltonian (4.1) describes a four-band system with two bands stemming from orbitals
and two from the electron spins. The full Hamiltonian

H= Y o, HE K)o =Y ULH(K) (4.3)
k

k o¢ ss’

is expressed in terms of fermonic creation and annihilation operators, CL 0s and ck,, for momentum

k, orbital indices g,¢ € {«, 8} and spin s,s" € {1,]}. Equivalently, we may write it in terms of
field operators

T

Uk = [ckats CkBt) Ckal> Ckpl] (4.4)

for the right side of (4.3), consisting of an ordered set of fermion operators. The field operator
in eq. (4.4) also serve as the basis in which we write the four-band Hamiltonian. We continue to
motivate the BHZ-model, starting with the band inversion and then summarizing the kp-model
that is used to derive eq. (4.1) for the HgTe QW.

4.1 Band Inversion

The particular role of the HgTe layer is that it has an inverted band structure. Whereas most
II-VI semiconductors have the conduction band derived from s-type orbitals on the group-II

21
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atoms and the valence band from p-type orbitals on the group-VI atoms, HgTe has the opposite
order of the band symmetries [64]. The origin of the band inversion is the relativistic corrections
to the band structure as illustrated in Fig. 4.1, comparing HgTe with CdTe. There are three
significant corrections; the Darwin interaction, the relativistic mass-velocity interaction, and the
spin-orbit interaction [66]. Moreover, the bottom of the CB is originally derived from the s-states
of Hg or Cd, while the top of the VB is derived from the p-states of Te [67]. The mass-velocity
correction has a much larger effect on the heavier Hg than on Cd, so the CB in Hg is brought very
close to the VBs. On the other hand, SOC works on the p-type bands from the Te atoms and
is largely the same for HgTe and CdTe. In both cases, SOC separates the four-fold degenerate
VB from the two-fold degenerate split-off (SO) band. As the CB and VB are so close in Hg, the
splitting leads to the band inversion in HgTe, but not CdTe, where the CB and VBs are further
apart.

4 10
CdTe :+ HgTe
i 5 ¢ H
= T, —
g
£ O —— :
AAAAA —T, .
“‘_/Fs
2l F, A [‘6
. . . . — T,
non-rel. Darwinint. mv-int SocC non-rel. Darwinint. mv-int SoC

Figure 4.1: Sketch of the band ordering of CdTe and HgTe when progressively adding relativistic
corrections. On the left of both figures are the non-relativistic bands, and then the Darwin
interaction, mass-velocity (muv-interaction) and spin-orbit coupling are added to the bands. The
conduction band (green, I's) has s-type character originating from the Hg and Cd atoms, while
the valence band (blue, I'; & T's) has p-type symmetry originating from the p-type atoms. The
large mass of Hg combined with SOC leads to an inversion of the band ordering for HgTe, having
the T's band above the T'¢-band. The figure is adapted from Ref. [67] and with additional data
from Ref. [66].

In addition to the reversed band ordering at the I'-point, the conduction and valence bands
flip the direction of bending in HgTe as seen in the band diagram in Fig. 4.2. We can understand
this from a group theoretical perspective based on crystal symmetries [68, ch. 10]. There are
certain high-symmetry directions in reciprocal space at which the k-vector transforms into itself
under a set of symmetry operations; this is called the group of the k-vector. These high-symmetry
points are equal from a physical point of view and must therefore have the same energy. The
CB, LH, and SO bands have the same irreducible representation in high-symmetry directions
in the BZ. Therefore, there will be interactions between these bands; the bands will repel each
other and avoid band crossings. When the ordering of the bands at the I'-point is inverted due
to the relativistic corrections above, the only way to avoid band crossings is that the conduction
band flips and bends downward. Likewise, the original valence band flips and bends upward due
to the repulsion from the original conduction band. The HH band has a different irreducible
representation and can be degenerate with the LH band at the I'-point.

When a quantum well is formed by placing a HgTe layer between CdTe layers that have
the normal band progression, the bands from the two materials will connect in a way that
preserves the band parities. Due to the band inversion in HgTe, the bands must cross through
the insulating band gap at each junction, forming in-gap edge states as already demonstrated in
Fig. 2.1, and the quantum well effectively functions as a QSHI when the thickness is larger than
some critical thickness d. [70]. If the thickness is smaller than d., the bands are dominated by
the normal-ordered CdTe layers, and there will be no band crossings with corresponding edge
states. Tuning the Fermi level to lie inside the insulating gap through an external gate potential,
one may confirm that there is zero conductance in the normal state (narrow well) and a finite
quantized conductance in the inverted state (wide well) [70].
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Figure 4.2: Band structures for Hg;_,Cd,Te for different values of the composition z. In CdTe,
the I's band is the CB and I's the two-fold degenerate VB at the I'-point. When Cd is replaced
by Hg, the band ordering is inverted so that the I's band becomes the CB and the I's band
becomes the VB. The bending of I's and I's are also opposite for CdTe and HgTe. Reprinted
figure with permission from D J Chadi and Marvin L. Cohen. In: Phys. Rev. B 7.2 (1973), pp. 692-699
[69] 1973(©)The American Physical Society

As we are interested in topological properties, the bands closest to the Fermi level are the
interesting ones; these are sufficient to find the topological properties even though more extensive
models are needed to find experimentally realistic values derived from the model. Then we may
describe the HgTe quantum well using six atomic basis states by the following. We know that
CdTe has a normal band progression where the s-type I's-band lies above the p-type I's-band
while HgTe has an inverted band progression where the I's-band lies above the I'g-band. In
addition, there is a bulk SO band, I'7, due to the SOC. However, the SOC is so large that the SO
band is well separated from the other bands and has a negligible effect on the band structure, at
least for discussions of topological properties. It is therefore discarded in this context. Two spin
degeneracies for I'g and four for I's leaves six bands for the effective model. In addition, both
materials have the smallest gap around the I'-point so that we can define a basis

1 1 3 1 1 3
U =< I, = I, —= I's, = I's, = I's,—= I's,—= 4.
{ 672>7 65 2>7 872>a 872>a 8 2>’ 8 2>} ( 5)

with six states per unit cell. Note that this six-band model contains the CB together with the
LH and HH bands and not the six valence bands as in the conventional six-band model.

In the QW configuration, the finite size effects leads to the six bands combining into three
two-fold degenerate subbands, E1, H1 and L1. When the in-plane momentum is zero, the spin
quantum number m is still a good quantum number and the E1 and H1 bands do not mix.
The L1 band is separated from the others and is discarded in the model. As derived below, the
resulting four-band model has |E1, m ;) bands consisting of a linear combination of ’Fﬁ, my = :I:%>
and ’Fg,i%>. The |H1,m ) bands are linear combinations of the |F8,j:%> states. The model
can then be described in terms of the basis states

1 3
E1, 2>7 H1, 2>} (4.6)

1 3
¥ =<¢El,-),HL -
{2 .2,

in which we may express the effective Hamiltonian as

wikai) = |00 )

consisting of two blocks in the form of the Dirac Hamiltonian
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The upper and lower blocks are related by time-reversal symmetry acting in spin space, and (k)
is an orbital independent contribution. The off-diagonal terms between the blocks in eq. (4.7)
vanish when the axial rotation symmetry and spatial inversion symmetry is preserved. Even
though inversion symmetry is softly broken in real HgTe, these terms are small and do not affect
the topology of the system as long as they do not close the gap [31]. Therefore, the off-diagonal
terms are discarded.

We now deduce the form of the Hamiltonian by considering the effect of 2D spatial inversion.
The s-type |F6, :I:%> and thus |E1, j:%> has even parity under spatial inversion, and the p-type
|F8, :I:%> and thus |H1, j:%> has odd parity. Thence, the matrix elements coupling E1 and H1

must be odd in the in-plane momentum (k = —%% means that both position and momentum
are odd under spatial inversion). Therefore, the inversion operator must be
P=o.. (4.9)

When inversion symmetry is preserved, we require PH(k)P~! = H(—k) leading to

PHX)P ! =e(k) +0.dy (k)00 + o,da(k)oyo, + 0.ds(k)o.0,
= E(k) —dy (k)aw — dz(k)O'y + d3(k)0’z (410)
- H(-K)

by eq. (4.8). For this to hold, we must have that d;(k) and da(k) are odd functions of k, and
ds(k) and (k) are even functions of k, i.e.,

—di (k) = dy(~k), —da(k) = dao(~Kk), ds(k) = ds(—k). (4.11)

If we assume that the area of interest is small k, we may in general expand the coefficients
d; and € as

dy = Aky, dy = Aky, d3=M—B(kl+k)), e=C—D(kl+k]) (4.12)

with a set of expansion parameters A, B, C' and D that will depend on the properties of the
physical quantum well design. In the case of HgTe, the small k approximation can be justified
by looking at the energy spectrum of the HgTe quantum wells as presented, e.g., in figure 3 of
Ref. [71]. Both the band minima and edge modes are located in a relatively small region around
k = 0 so looking only at small k still captures the main physics.

Assuming a square lattice with only nearest-neighbor hopping, we can also construct a Dirac
tight-binding Hamiltonian on the form of eq. (4.8) with coefficients

di(k) = Asink, da(k) = Asink, ds(k) = —2B(2— 2£ — cosk, — cosk,)

(4.13)
e(k) =C —2D(2 — cosky — cosky).

A, B, C, D and M are again expansion parameters that depend on the actual heterostructure
that is described. Expanding these coefficients around the I'-point yields the previous expression
in eq. (4.12).

The parameters C and D do not affect topological properties and can be set to zero for
topological purposes. When we require TRI for the Hamiltonian (4.7), we must add the s,
spin matrix to the o -term. The other two terms are already invariant under TR since m(k) is
quadratic in k and both k, and o, in da(k) flip signs under TR. Furthermore, letting B = m
and M = my leads us back to the Hamiltonian stated initially in eq. (4.1).

4.2  kp-Model for Spin Hall Insulators

The Dirac Hamiltonian with the coefficients in eq. (4.12) is derived using the envelope function
approach for kp perturbation theory. Studying this derivation provides useful insight into the
validity of the BHZ, which we will later use, so we provide a summary of the derivations based
on Refs. [65, 72]. For more details, see also [73].

In the envelope function approach, we expand the wave function ¥(r) in a set of Bloch
functions u,(r) at k = 0 as

U(r) =Y Fo(r)un(r) (4.14)



4.2. kp-Model for Spin Hall Insulators 25

with a set of envelope functions F,(r) [72]. The Bloch functions u,(r) are functions that have
the periodicity of the crystal and we assume these are known and derived from the atomic
orbitals. We are interested in a quantum well structure and let the growth direction be along
the Z-direction. In that case, the in-plane momenta k, and k, are good quantum numbers and
we can express the envelope functions with an index n as

F, = eitkerthyv) £ (1) (4.15)

i.e., plane wave functions in the growth plane and some function f(z) along the growth direction.
We use a Hamiltonian [74]

2

I}
VV><p)-cr+4 22(VVXk) (4.16)

h h
H(k) = —+V+ kp+4 22(

2m

where p is the momentum operator, V is a potential and o is the spin-1/2 operator. The
third term in the Hamiltonian is the k - p-interaction and the fourth and fifth terms are SOC
contributions written with the spin-1/2 operator o. To simplify the problem, a solution is first
found for the case when k = 0, and the k-dependent terms are added as a perturbation later.
At k = 0, the Hamiltonian is

2
h
H(k =0) = %+V+4 55(VV xp)-o (4.17)

with momentum operator p. The k-dependent SOC is small, but the operator SOC term is
included explicitly in the unperturbed Hamiltonian due to the strong SOC in the II-VI semi-
conductors. Inserting the envelope function expansion (4.14) into the Schrédinger equation with
this Hamiltonian gives a set of coupled differential equations corresponding to the number of
envelope functions. In the Kane model, one uses an eight-band representation which includes a
two-fold degenerate s-type conduction band, a four-fold degenerate p-type valence band, and a
two-fold s-type spin-orbit split band below the other valence bands. The model must include the
conduction band since the coupling between the conduction and valence band is strong in the
narrow gap semiconductors [74]. The band inversion in HgTe further means that treating the
conduction band as a perturbation would be insufficient.

Choosing an appropriate basis, we can express the Hamiltonian as an 8 x 8 matrix operator.
The most obvious choice of basis is the bands inherited from the atomic orbitals of the species
in the II-VI semiconductor,

{S 1S DX 1LY 1,210, 1X 1), 1Y 1), 12 1)} (4.18)

with |S) being the conduction band inherited from s-type orbitals and the other states inherited
from the p-type orbitals in the corresponding directions. Increasing the number of basis functions
to include more bands would increase the model accuracy.

Due to the strong SOC, however, we should choose a basis that preserves the total angular
momentum and its projection along Z. Such basis is constructed from linear combinations of the
atomic orbitals [72],

w=[ro, 3} = ilsD
U2 = Fe, —;> = Z|S J,>
\ . | (4.19)
uz = |I's, 2> = E|(X+ZY)T>
w=lfs ) = X+ 0=y 3120
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w=[rw ) =—jé|<x—z'y>¢>—\/§|z¢>
us = |T's, —2> - %KX—@'Y)T) o
w=lrr 3) = 7|<X+zY>> \leT>
w=|Tr —3) == J=l(X-) D+ =z

where the I's bands have total angular momentum J? = 3/2 and the other two have J? = 1/2.
Since the SOC is very strong in HgTe, the spin-orbit split band I'; has only a small coupling
to the other bands and can be neglected in the case that we are interested in the topological
properties of the system. We are then left with a six-component basis. Applying the Hamiltonian
(4.17) on the six-component envelope function expansion (4.14) gives a 6 x 6 Hamiltonian

24— {E eJoxo + H, Toxa } (4.21)

Tl Eylys + H,

where E. and E, are band offset energies for the CB and VB respectively. The conduction band
is described by a Hamiltonian

h2k? 0
He=|2m" 0 (4.22)
0 2m*
and the valence band is described by
h? 5 h?
H, = —va(k - 4.2
o= =g (174 52 )2+ T 8)° (1.23)

where S is the spin-3/2 operator (4 x 4 matrices), mo and m* are real and effective electron
masses, and 1 and 7, are Luttinger parameters for the valence band. T is an interaction matrix
between the bands,

1
~LPk. 0
2 _ 1
N VA D
T : ‘ (4.24)
L Pk_ \{gpkz
0 1 Ph_

in which ky = k, £iky, and P = 7mio (S|pz|X) is the coupling between the s-like conduction
band and the p-type valence bands. The parameters E., E,, 71,2,3, m* are material parameters
assumed to be step-functions at the interfaces of the quantum well and have the values of the
respective materials in each of the three regions of the well.

We let the growth direction of the QW lie along Z and the center region of the well is the
region f% <z < %. We then solve the Hamiltonian (4.21) separately in each of the three regions
of the QW and couple the three eigenvalue equations by enforcing continuity at the interfaces.
The QW is a 2D structure so the in-plane momentum is a good quantum number. Then,

H(k)¢(kx, kya kz) = H(kmv kyv _Zaz)w(kza kya Z) (4'25)

with the six-component spinor

N =

oS oo o
NN NN TN T
\_/\_/\t\_z/\_/\_/\_/

Yk, by, 2) = e erthoy) (4.26)

ot

assembled from the envelope function components.
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The approach to find an effective Hamiltonian is to find a solution for the in-plane momentum
Kk = 0 by making an ansatz for the wave function in each region. Acting on each ansatz with
the Hamiltonian and applying boundary conditions at the QW interfaces allows us to determine
the parameters in the ansatze and thus the wave functions at k| = 0. Then we can add a
perturbation to get an effective Hamiltonian valid for small but finite k). Inserting k| = 0 in
eq. (4.21), we are left with

7 0 0 \/2P(-io.) 0 0 ]
0 T 0 0 VEP(-io.) 0
H0.0,-i0) = | - 0 0 U+v 0 0 0
V2P(-id.) 0 0 U-v 0 0
0 VEP(-io.) 0 0 U-v 0
Lo 0 0 0 0 U+V]
(427)

and letting A(z) = 1/m*, the different variables are
T =FE.(z) + (—0.A(2)0-)
U=Ey(z) = (=9:71(2)0:) (4.28)
V =2(-0.720:).

The form of the derivatives in 7', U, and V are due to the symmetrization of products that do
not commute in such a way that Kramers doublets (TRS) are preserved [75].

In the junction areas of the QW, there will be a certain valence band offset A between the
two sides when the Fermi energies align between the two regions. Thus, there is a forbidden
energy region —A < F < 0 in which bulk electronic states are forbidden. Any states of the
Hamiltonian within this energy range must be evanescent [75]. Therefore, the envelope function
must be localized at the interfaces and exponentially decaying at each side of the interfaces.
When k|| = 0, there are no terms in the Hamiltonian (4.27) that couple f3 and fs in eq. (4.20)
with the other components. In the designated basis, these are the spin-3/2 states and form the
two-fold degenerate H1 subbands. The other four components form the L1 and E1 subbands. The
L1 band is well separated in energy from the others and is, hence, discarded without changing
the qualitative properties of the model.

Considering first the fs component, it decouples completely from all other components, so
we are left with a single-component Hamiltonian

Hf3(z) = Euo(2) = (71(2) = 292(2))(=02) f3(2) = Efs(2) (4.29)

and the obvious ansatz for the wavefunctions in the three regions is

d
U, = Cyel?, z< =
2
d

U, =Vicos(kz), |z| < 3 (4.30)
d
\111112036_52, z < 5

Requiring that the wave functions are continuous at the interfaces, 5(z) and x(z) can be deter-
mined, and setting C5 = 1 further gives an expression for V3(E). Probability current conservation
through the boundaries provides an equation that can be solved for the energy of the H1t sub-
band. Repeating the procedure with fg gives the H1~ subband.

For the remaining components, f; and f; are coupled, as are fo and f5. Again, we make an
ansatz for interface-localized states, but with two non-zero components,

Cre** Vi (66z + 6752) Cile™@*
0 0 0
0 0 0
V=g eoz|> Y=y (c5 — =52 | V= _ o ooz (4.31)
0 0 0

0 0 0
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that will form the E1T subband. Acting on the ansatz with the Hamiltonian (4.27) we get two
1D Schrédinger equations

Tfi(z2) + \/EP(Z)(—@)JZ(Z) =Efi(2) (4.32)
\/gP(Z)(—if)z)fl(z) + (U =V)fa(2) = Efa(2) (4.33)

and when we again require that the wave functions are continuous across the interfaces, we are
left with two equations

B — ACO2(B) — B V22a(®)
2 P ~ pCd (@) GOl —— (4.34)
\/;TQ(E) v+ 2y )aR(E) -
M - AMO(E) - B _ Vit 4
2P _E(Hg) (Hg) | o, (He) §2(E)— E (4.35)
\/;75(E) o (1 4 295 #)62(E)

that are solved to find « and § as functions of E. As for the H1 bands, the continuity of the
probability current gives an equation

a(E) 2 3(E) (4.36)

ELCY _ ACDa2(E) — E <5(E)d> <E§Hg> — AR §2() — E)
= —tanh
which is solved numerically to find the energy of the E1T subband. The same procedure for f,
and f5 gives the energy of the E1~ subband.
Now we can use kp-perturbation to derive an effective Hamiltonian by calculating the matrix
elements

Mgl ky) = [ de (gl HxaOo, by =0, ) (4.37)
of the finite-k Hamiltonian (4.21). Here, 4, j run over the four-component basis
{|E1*) [H1F),|E17), [H17)} (4.38)

since we the L1 bands are well-separated from the H1 and E1 bands and are discarded. The
integration in eq. (4.37) is split into the three sections of the quantum well where each uses the
parameters of the appropriate region. The matrix elements depend on the quantum well width
d and are calculated numerically for a given d.

The resulting effective Hamiltonian is

ex + M(k) Ak_ 0 0
_ Ak ex — M(k) 0 0
H(ks, ky) = 0 0 a+ Mk  —Ak, (4.39)
0 0 —Ak_ €k — M(k)
which is the BHZ Hamiltonian
H(k 0
H(ky, ky) = { (() ) H*(—k)]’ H(k) =d;(k)o; (4.40)

that was encountered earlier in eq. (4.7) when we express the d-vector explicitly. Summing up, we
have followed the derivation of the BHZ Hamiltonian using the envelope function approach in kp
perturbation theory which contains multiple approximations that preserve topological properties
but cannot be used to accurately predict values of experimental observables. The derivations
start with a relatively small basis of eight Bloch functions, and then discard both the SO band
and the L1 subband in the QW.



Chapter 5

Background

5.1 Bogoliubov-de Gennes Transformation

When we work with superconductivity, it is convenient to make a Bogoliubov-de Gennes
transformation. Rather than working with the electron Hamiltonians above, the BAG trans-
formation introduces redundancy in the notation by describing ”holes,” being the absence of
electrons, as independent particles. The annihilation operator, ¢y for an electron with a set of
quantum numbers A\, now acts as the creation operator of a hole. This way, the basis for the
Hamiltonian is doubled, and when we introduce a superconducting interaction, the particle and
hole operators are coupled.

We now move to derive the form of the Hamiltonian in the presence of particle-hole symmetry
(PHS). In addition to the electronic Hamiltonian in eq. (4.1), we add a chemical potential, u,
and a magnetic ordering term, Mjs,, describing ferromagnetic ordering along the z-axis, which
will be useful at a later point. Thus, our starting point is the Hamiltonian

H(k) =m(k)o, + Asin(kg)s.on + Asin(ky)oy, + Mos, — p. (5.1)

The particle-hole redundancy is introduced in the notation in eq. (5.1) by using the anti-
commutation relation, {c;,, cA} = 0 ,» where A\, X' represents any set of quantum numbers and

0z, is the Kronecker delta. Since we are dealing with fermionic operators, we have to use the
full formulation of the Hamiltonian from eq. (4.3), but we will see that the field operators have
twice the number of components. Thus, we get

H =3 57 (el M2 (ke + (S HE () — crea MO (), )

kos
SS/

1
=5 > (CLQSHEE/(k)ckgsl — Ckes MY (k)c;r(gs> + const.
kog

’

1
=3 Z (CI{QSHSQ;,(k)ckCS/ - c,kgs/Hgg,(—k)cT_kgs) + const.

kos

’

s s
= % Z (CLQSHE;(k)CIKS' - C—k.Qst’gs(_k)cT—kqs’> + const.
kQ/c
S s
by splitting the Hamiltonian into two parts and flipping the momentum of one part of the sum
since we are summing over all momenta. In eq. (5.2), there are now two terms where one acts on
particles and the other on holes. Note that the particle-hole symmetry is a redundancy in the
notation rather than an actual symmetry, and the Hamiltonian with PHS is equivalent to the
original electron Hamiltonian up to a constant renormalization of the energy which we discard.
The difference between the particle- and hole contributions is the difference between H?;, (k)
and H.7. (k). In eq. (5.1) we treat this difference by introducing an additional set of Pauli
matrices, 7;, to describe the behavior of the Hamiltonian in the particle-hole space in the same
way that o; and s; describe the action in the orbital and spin spaces. The principles for the
notation extend to what is now an 8 x 8 Hamiltonian, where identity matrices and Kronecker
products for matrices in different spaces are assumed implicitly in the notation.
The first term in eq. (5.1), m(k)o, is diagonal in the spin and orbital spaces and is even in k,
and will thus have the opposite sign for holes identified by the 7, matrix. In the second term, we

29



30 Chapter 5. Background

have sin k, = — sin(—k,) which remains unchanged. s,o, is diagonal in spin and has the same
sign independently of the order of the orbitals in the fermionic operators. The second term is
then equal for particles and holes and assigned the identity 7y in the particle-hole subspace.

In the third term, sink, = —sin(—k,) again remains unchanged, but o, has opposite signs
when exchanging the order of the orbitals and thus acquires the 7, matrix. Finally, p and M
are constants and s, has the same sign for both combinations of spins, so both of these will also
have a 7, matrix in the particle-hole space. The total Hamiltonian is then

H(k) = m(k)r.0, + Asin(ky)s.on + Asin(ky) .0y — p7, + MoT. 54 (5.3)

in the eight-component basis

T
_ t t t t
Uk = |Ckat kBt Ckal CkBL Clgar Cikgr Cokal Cikgy (5.4)

wherein the first four components are particle operators and the latter four are hole operators.

5.2 Superconductivity

When we introduce superconductivity, it couples the particle and hole blocks through the
off-diagonal Pauli matrices 7, and 7, and we shall, in turn, find an explicit expression for the
addition Ha to the Hamiltonian in eq. (5.3) that adds superconductivity to the quantum spin
Hall insulator. We will start with the Hamiltonian describing a Fermi liquid (electron gas) using
a mean-field approximation and find an explicit form for a translationally invariant Ha. The
discussion here is a brief summary of the parts that are relevant to our application here, but
more elaborate treatments of superconductivity can be found in standard textbooks like, e.g.,
Ref. [76].

We may describe a Fermi liquid with a Hamiltonian

H=> (ex— 10) € s Cicos + > ‘/eﬂ(khk2)C]T(1+qygSCL27q,QS/Ck2g5/Ck1§S. (5.5)
kos kikaq
sls’;g‘

where the first term is the single-particle Hamiltonian and the second term takes account for
interactions between electrons through an effective interaction potential Vog. The interaction will
include phenomena like Coulomb interactions between electrons and electron-phonon couplings.
In the context of superconductivity, the most significant contributions to the interaction term
occur when k; = —ks and electrons with opposite momenta and spin form Cooper pairs, which
we may understand as pairs of electrons being attracted to each other by the assistance of
lattice vibrations. Exactly opposite momenta maximizes the number of Cooper pairs formed
and should, hence, constitute the ground state. To account for this we introduce new summation
indices k = kg and k’ = k; + q, and get

H= Z (ex — “)CLQSCI‘@S + Z ka’CL/gsCT—k'gs'C*kCS/Ckcs' (5.6)
kos k}('
ss’0g

We now focus on the interaction term, i.e., the second sum in eq. (5.6) and look for a way to
simplify the four-operator interaction. If we have a general operator O that can be written as a
product of creation and annihilation operators, it has a contraction defined by

0*=0-:0: (5.7)

where : O : denotes the normal ordering of those operators. Normal ordering means that all
creation operators are found to the left of the annihilation operators. Thus, the normal ordered
operators always have expectation value 0 since acting on the vacuum |0) just means

(0lcf =0, cl|oy=0. (5.8)

The normal ordered operator may be seen as a measure of fluctuations above the ground state.

In eq. (5.7), when : O : takes the role of fluctuations, the right side gives the true value with
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fluctuations subtracted, and the contraction will be an average or mean field value, which we
will denote by <O> Wick’s theorem states that a product of operators can be written as the

normal ordered product plus the sum of all single pair contractions; all double pair contractions,
etc. To ease the notation, let

i i _ T
Cher s CLier g7 sC—kes! Ckgs = C1C5C3C4 (5.9)

in which case Wick’s theorem tells us that

61056304 = 61630364 + <clc;> 10304 1 — <c]£c;:,> C;C4 + <clc4> : 0303 P <0303> : 0104 :
- <C£C4> ccles: + (eseq) s cled 4 <cJ{c£> (cgeq) — <01{03> <C£C4> + <CIC4> <c£c;),> . (5.10)

For superconductivity, we will keep only two of these terms by making an approximation

clebeses = (eseq) : clel 4 <cJ{c£> D ey
Pt toot (5.11)
= (C—kos Ckes) i gsCirpst T <Ck’gs C ks’ >C—k<s’ck§s

assuming that the other terms are either close to zero or can be subsumed into the single-particle
energy . The selected terms are also non-zero only in the presence of superconductivity, con-
trary to the other terms. With this approximation, the full interaction term in the Hamiltonian
is

Z Vi <<C—k§s’ck§s> CL’gscik’gs’ + <CLQSCJLk/QS/> c—kgs’ck§s> (512)

Kk’

ss' 0s
and we note that the averages and “free” operators have different orbital and momentum indices.
Thus, we can sum over those variables by defining

AI s’ s = Z ka/ <Ck' s Jr—k’gs’>
k/

AQaSS ( E Z ka/ C kcs’ck§s> .
ks

(5.13)

A € C is a superconducting order parameter connected to the magnitude of the superconducting
gap. It is in general dependent on momentum and can have different values depending on
the spin and orbital structure of the model in question. While it can be determined through
self-consistent calculations, we simply treat it as a complex number that we may determine
experimentally. Substituting eq. (5.13) into eq. (5.12), we find a general expression

- Z ( 0,55 cL,gscT Kos' T Ag o S(k)c,kgsrckgs). (5.14)

Kk’
ss’0s

Since k and k’ are decoupled in the two terms, and likewise s, s’ and g, ¢, we are free to relabel
the indices to be the same in both terms on the right side giving a general expression for the
superconducting pairing,

Z (AQ ss’ Ckgs —k,gs/ + Ag ss’ (k)C*kQSCkQS/)' (515)

koss’

5.2.1 Conventional Superconductivity

The simplest superconducting pairing is the conventional s-wave singlet pairing mentioned
initially, coupling fermions of opposite spins. In that case, the pairing must be an off-diagonal
matrix in spin space. Since the fermionic wave function must be overall anti-symmetric by defi-
nition, the anti-symmetric spin structure implies that the pairing should be even in momentum.
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The simplest option is that A is independent of k and the orbital, giving a Hamiltonian of the

form
Ha = — Z (ACLQTCT—kgL + ATC—kgickgT)- (5.16)
ko

In the basis of eq. (5.4), we can then find an explicit form of the s-wave pairing expressed by
the Pauli matrices. Since there is no mechanism coupling the orbitals, we must clearly have the
identity. A only couples opposite spins so the spin matrix must be off-diagonal. Anti-commuting
the particle operators leaves a negative sign ¢;. QTC]L—k ol = —CL 0 i,CT_k ot SO We must have is, to get
the appropriate signs.

Finally, for the contribution in particle-hole space, we will write the pairing as

A = |Ale"® = Age'® (5.17)

dividing it into a magnitude Ag and a phase ¢. If we neglect the orbital matrix, the remaining
form is ]
0 el
_ ot
e 0
0 it (5.18)
e~ 0

which we find to be 7'ysye”—2‘15 including the spin matrix as found above. Thus, the pairing term
in the Hamiltonian can be written

Hp = Agrysye” ™2, (5.19)

By a gauge transformation, we may further remove the phase factor in eq. (5.19) to be left with
a simple expression
Hp = Ag1ysy (5.20)

describing the s-wave superconducting pairing within the same mathematical framework as we
used for the QSHI.

5.3 Lattice Hamiltonian

To understand the contribution of the separate terms of our model Hamiltonian, it is con-
structive to consider a lattice formulation by applying the Fourier transform (FT) to the fermion
operators in the full Hamiltonian (4.3). We will also use the real lattice Hamiltonian in the
numerical calculations in Chapter 7. On the lattice, the Hamiltonian consists of matrix elements
connecting wave functions localized on different lattice points corresponding to unit cells in the
physical material. We want to find the formulation of the full Hamiltonian that includes the
particle-hole symmetric QSHI Hamiltonian (5.3) and the superconductivity (SC) contribution in
eq. (5.20). The strategy is to consider one term at a time, insert Fourier transformed fermion
operators, and deduce how the prefactors must look. For the FT of the fermion operators, we
use the convention

ik~ri T e—ik-!‘i (5.21)

1 1
_ T
Crk = N D com ™™ = VN > o,
r; r;

for orbital o € {a,} and labeling the N physical lattice sites with an index ¢ and a vector r;
defining the position of lattice point 3.

We first consider the terms of eq. (5.3) where the only k-dependence is in the operators. If
we take, e.g., the term

— 4chLcha¢k (5.22)
"

coming from m(k)7,0,, exchanging the k-space operators with the FT of the lattice operators
gives

k,ri,r]‘ ry
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where we have used the property of the FT that

Z etk (ri—ry) _ N(Sri,rj (5.24)
k

where dy, r, is the Kronecker § function. Equation (5.22) contains only operators operating on
the same lattice site and is an on-site term on the lattice. For the other terms of eq. (5.3)
that have matrix elements that do not depend on k, we use exactly the same procedure which
simply exchanges the fermion operators to on-site lattice operators and all k-independent terms
correspond to on-site terms on the real lattice. Since the prefactor stays the same, the matrix
structure also does not change, so the lattice Hamiltonian has contributions

Hy ~ Z Uy, ((mo — Am) 10, — uty + MoT,8, + AoTysy)\I/Ii (5.25)

ry

from the constant terms. On the real lattice, the basis is similar to eq. (5.4), but there will be a
lattice index 7 instead of the k-index. The ordering of particle-hole, spin and orbital contributions
remain the same. Explicitly, we state the basis as

T
Uy, = {Crm?‘ Cr;pt Crial  CriBl CLQT CLBT Ciiai cilﬂ,L (5.26)

residing on lattice site 7.
For the k-dependent terms, the process is more involved but follows the same procedure.
Consider the term
Z ijkcaTk 2m(cos kga + cos kyb) (5.27)
k

where we have included the lattice constants a and b in the X- and y-directions respectively.
Setting the lattice constants to unity recovers the form of eq. (5.3). It turns out that rewriting
the cosines in terms of exponentials,

cos(0) = = (e +e77), (5.28)

[N

and then inserting the F'T fermion operators gives a relatively simple formulation,

B ey e (e g o) (e 4 )]

k,ri,r]‘
=Y ot SO (520)
o k

r;r;

where in the last sum we have introduced a vector § € {a%X, —aX%, by, —by} that connects nearest-
neighbor lattice sites on the square lattice. The sum over exponentials on the right is again a
0-function, but with an additional vector é and therefore r; = r; + 6. The result is a hopping
term

mZCLTri—kéCaTl‘m (530)
r; )

annihilating a fermion on site r; and creating a fermion on a neighboring site r; + 4. For different
bands, there is only an overall sign change so the term in the full Hamiltonian is

Hye ~ Y Wy is(mros) Uy, (5.31)
r; )
In the remaining terms, we replace

sin(f) = 2%(6” - e*w) (5.32)
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which will in turn lead to a spin-dependent hopping term. Starting with the cLchmk contribu-
tion, we insert the FT of the operators and the sin(6) identity to get

Z CLchmk A(sin kya — isin k,b)
k

A ; 1, ; T, ;
_ 2 T —ik(ri—r;) | = (,itkea _ —ikgza\ _ Y ( ikyb _  —ikyb
- N . CaTriCﬂTrje ! 2 (6 € ) 2 (6 Y € Y )
r;ry
iA ;
T oON Catr; CB1r; €

kr;r;

(5.33)

—ik-(r;—rj;) [eikza _ e—ikza _ ieikyb 4 Z-e—ikyb] .

Substituting  into the square brackets of eq. (5.33) and adding the appropriate phases +im/2
and i7 to give all terms the same sign leaves us with

1A . ) ) . . - . .
o o Z CLTr~CBTl‘jeilkV(ri7rj) [ezkxa + efzkxa+z7r + ezkybfzg + efzk:berz?]

kl‘i r;

—ik- r,—rj; ik-6—10
= 5N Z CLTriCBTrje ( )Ze s (5.34)
; s

where 05 is the angle that § makes with X. Applying the FT identity (5.24), we may rewrite
eq. (5.34) with the Kronecker §-function,

. il (s s 1A .
T 9N Y Chiecpreye %y e HmTTind) < D) > o e 0 s (5.35)
) k rir; 8

leading again to a nearest-neighbor hopping term, but with an additional phase factor e~%%s
depending on the direction of the hopping. We may further simplify,

1A i 1A .
ey CL,r v, 4+ 5CBTr € s — - CLT v, 4+5CB1r; (cos s — isinOs) (5.36)
r; 8 r; &

entering the full lattice Hamiltonian. For the similar expression
C;chaﬂ( A(sin kga + isin kyb), (5.37)

the sign difference for the sin kb term results in a negative sign for the 65 phase, but is otherwise
equal, so

i A
Z cLchmk A(sinkgya + isink,b) = —% Z C;T v, +5Catr; (cos 05 +isinbs). (5.38)
k r; ')

For the opposite spin, the matrix elements have the opposite signs and thus

. . iA .
Z Cg¢kco¢¢k (—A)(sinkza — isinkyb) = > Z C};i v, +5Calr; (c0s 05 — isin Os), (5.39)
k r; 5
i . . iA T .
Z CoiCplk (—A)(sinkza + isin kyb) = > Z Covp v, +5CBLr; (CO8 05 + isinbs). (5.40)
k r; 8

Lastly, the hole contributions on the form cc' will have the opposite sign for sinfs because of
the 7,-dependence in the sin k,b-term in eq. (5.3) along with the result for the particle terms.
That means that the lattice tight-binding Hamiltonian has a contribution
1A + .
Hiap ~ -5 Z \I/riM(cos 05 5,05 +sinbs7,0,) Uy, . (5.41)
r; 5



5.3. Lattice Hamiltonian 35

In the basis of eq. (5.26), we then have the full lattice Hamiltonian

Hy = Z \I/ii((mo —4m)T,0, — Pty + MoT.82) Uy,

ry

i A
+ g ‘I'iﬁa (mrzaz — Z7(003 05 5,05 + sin Qgrzay)) U, (5.42)
r; 8

consisting of an on-site contribution and a hopping contribution depending on the direction of
the hopping. The lattice Hamiltonian (5.42) now contains everything that is contained in the
k-space formulation (5.3) as all steps in the derivation are exact.






Chapter 6
Model for Majorana Bound States

A second-order topological superconductor (SOTSC) can be realized in a QSHI by introducing
s-wave superconductivity (SC) combined with in-plane ferromagnetism (FM) or antiferromag-
netism (AFM). We have already derived such a model in eq. (5.3) and added the SC pairing in
eq. (5.20), we get the Hamiltonian

H(k) = m(k)T,0, + Asin(k,)s.0, + Asin(ky)T.0y — uts + Aotysy + Hur (6.1)

in the basis of eq. (5.4) which is the Hamiltonian used by Zhang et al. [24]. We will follow
this work providing detailed calculations to show that the model (6.1) is indeed an SOTSC with
localized modes bound to the edge of a disc. We then argue that it follows that there will be
localized modes in the corners of an isosceles right triangle geometry as well. We recall that
m(k) is a mass term

m(k) = 2m(cos(k,) + cos(ky)) + mo — 4m (6.2)

and g is the chemical potential, Ag is the SC pairing strength and Hj; describes FM ordering
which we take to be
H]\/[ = MOTsz (63)

for a field strength Mj oriented along the z-direction. A, m, and mg are constants that can be
determined from the solution of the kp-model in section 4.2. The 2 x 2 Pauli matrices 7;, o;
and s; operate in the particle-hole, orbital and spin subspaces respectively. Kronecker products
between the different spaces are assumed implicitly, and identity matrices are neglected in the
notation such that all matrix terms in the Hamiltonian eq. (6.1) will be 8 x 8 matrices.

What we aim to do in this chapter is to start with a 2D disc lattice and show that there
exist zero-energy eigenvalues corresponding to localized wave functions along the disc boundary.
Furthermore, we show that the positions of these localized modes depend on p. The strategy
is as follows: we first set the SC and FM terms in the Hamiltonian (6.1) to zero, which will
decouple the spin contributions in the Hamiltonian so that it becomes a block-diagonal matrix
with 2 x 2 blocks on the diagonal. Focusing on one of the blocks, we solve for the boundary
modes using an ansatz for the wave function. As the spin blocks are related through time-reversal
and charge conjugation symmetries, we restore the full eight-component wave functions using
symmetry arguments. We then reintroduce the FM and SC contributions by projecting these
terms onto the wave functions resulting in an effective Hamiltonian for the boundary of the disc.

The next step is to find wave functions with zero energy at points on the disc boundary.
We make an ansatz for the Majorana bound state (MBS) wave functions and apply the effective
boundary Hamiltonian. Looking for mass domain walls on the boundary, we deduce the positions
of four MBSs with their respective wave functions.

6.1 Wave Functions on the Disc Boundary

For the assessment of topological properties, we have argued in Chapter 2 that it is sufficient
to study low-energy models around special points in the BZ. Rather than the lattice version
in eq. (6.1), we Taylor expand the Hamiltonian and examine the continuum model closer. As
announced we set Ay = My = 0 leaving a model Hamiltonian with only diagonal terms in spin.
Since the spins are decoupled, we pick one of the blocks,

h mo —m(k2 + k;) — A(ky — iky) (6.4)
e, — .
Alky + iky) —mo +m(k2 +k2) — p
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which is the continuum formulation by a Taylor expansion of the block describing electrons with
spin up. The equation is also a Dirac Hamiltonian with A acting as a velocity and a rest mass in
the form of a quadratic correction mk? as we introduced in eq. (2.12). Introducing a disc lattice
with radius R, the finite geometry means that the momentum is not a good quantum number.
Instead, we transform the problem to the real lattice using the transformation

ke — —i0p  ky — —id, (6.5)

which means that we can express the Hamiltonian as

+m(92 + 9%) — —1A(0y — 10
he’T _ mo m( T ‘y) H t ( , ¢ yQ) (66)
—iA(0y +10y) —mg —m(0; +0;) — p

on a finite geometry. On the disc, it is convenient to work with polar coordinates (r, ¢), and we
can make this transformation by replacing

By 0, — eFi® <ar + ; ag,) (6.7)
2 52 2 1o 1
(see details in appendix B.1) which inserted into eq. (6.6) yields

mo +m (07 + 75 02 + 1 0r) —Ae™ % (i0r + 10,)
et = _ (6.9)
—Ae™ (i0, — 10,) —mo —m(0} + 502+ 10,)
in polar coordinates.

6.1.1 Disc Eigenvalues and Eigenvectors

When there is no magnetic ordering, the angular momentum v is a good quantum number,

so we make an ansatz N
r

Urg) = e [ﬁjw] (6.10)

for the wave function on the boundary of a disc of radius R > |m/A|. X is a real-valued constant
that determines how a wave function located on the disc boundary decays in the radial direction.
The wave function has two components « and [ that we will determine to find an explicit
expression for ¥. We note also that the periodicity of the angular coordinate ¢ constrains v to
being integer-valued through ¥ (r, ¢) = ¥(r, ¢ + 27).

To determine A, o, and 3, we will solve the Schrodinger equation

he (7, ) = e(r, @) (6.11)

using the ansatz for the wave function and e for the energy. We need the first and second

derivatives of i with respect to both r and ¢. Let ¢ = (wa wb)T, in which case the derivatives
are

a<p'l/}a = iV'l/)a 33)1/%1 = _V2wa
. ) (6.12)
Opthy = i(v + 1)ty Opthy = — (v + 1) ¢y
0t = (A= 5 )
(6.13)

1 1)° A3
sy = (27"2 + (/\ - 27,) >¢a/b = (AQ - T W)wa/lr

Inserting the derivatives into the eigenequation (6.11) gives an equation on the form

hll — e h12 wa
{ R2l 22 _ E] [1/117] =0 (6.14)
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where the matrix elements are given by

R = mg + m(/\2 - :—j + 471”2) (6.15)
h'? = —iAe~t® <)\ + (Vié)> = —ide™ " </\ + ’:) (6.16)
h?' = —iAe'? </\ - ’:) (6.17)
h22 = —mo—m<)\2— 4‘:’2+:2+i5) (6.18)

where we have also introduced a helper variable v/ = v + % From eq. (6.14), we can find an
expression for A by setting the determinant of the matrix equal to zero. When we sort the terms
according to the order of A, we get a fourth-order polynomial in A,

0= (hll _ E) (h22 _ 5) _ h12h21)

om2u?  9m2y  m2 v'?
o _ amv m- 21,2 2 02 A27
= —m2\ +( 2mmg + 2 T2 +2r2+A>/\+<€u my Arz) (6.19)
12
— —m2\ 4 (—2mm, + A2)A? + <63 —mj, — A2V2)
r
where
! 2
gy =€ — mr—2 m, = mgy — mﬁ- (6.20)

Applying the quadratic formula in A\, we get the general solutions

V2 2mmg — A? n \/A4 — 4dmmgA? + 4m?2e2

2 —_————— —
/\1/2* r2 2 2

(6.21)

2m 2m

There are two solutions for A2 marked with subscripts and corresponding to the #+ before the
square root.

To find the components « and 8 in the wave function, we consider one of the equations in
eq. (6.14),

2 !
9 m  mv . v
«a and § are not independent, so we let

m m1/2

B=m\N+my+ —

7 e —e=mut mA? —¢, (6.23)

which implies that
!
a=iA </\ + V), (6.24)
T

and we can expand the wave function in the two eigenstates of different A;. The total wave
function is then

iv el
Up(rp)= Y Che™? (6.25)

j=1,2 Vr

ia(x+2) ]
(m,, + m)\? — sy)e“"

with expansion coefficients C};.

6.1.2 Explicit Eigenvalue Expressions

When we impose open boundary conditions, ¥, 1+(r = R, ) = 0 on the disc, we get a new
set of equations

Z'A(/\1—|-VT_/) iA()‘ﬂ'VT-,)
(my +mA} —ey)e’® (my, +mA] —e,)e’?

Cy, eMF
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for the expansion coefficients, with a secular equation

/

/
iA (/\1 + 11/%) (my +mA3 —g,) =iA (/\2 + 2) (my, +mA] —&,) (6.27)

that we can solve to obtain an explicit expression for the energy €. Note also that ¢, and m,
are now evaluated at r = R. The calculations (see appendix B.2) are tedious, but we find that

the energy is

l//

R
Furthermore, inserting the explicit expression for the energy back into )\f /2 allows us to
simplify. To see this, consider the relation

r=a+Vb = 2?=(a®+b)+Vidb (6.29)

!
= sgn(m)|A|% +m (6.28)

and rewrite the expression for )\f /2 to use this relation in reverse. We get

R 1 V2
)\1/2__m+WiW\/A4_A2<4mmO_4m_R2

2
=y A + 1 5V At —d4mm, A? (6.30)
m

m 2m2 " 2

A2 A2 m, AN/ A2 m,
—(Z) () g 2 (S
2m 4m? m 2m 4m? m

which now has the form of eq. (6.29). We may then write

A | A2 m,

We also note here that A\; + A2 > 0 (assumed in the derivations in appendix B.2) due to the
absolute value in the first term, confirming the sign in the expression for ¢,,.

6.1.3 Disc Edge Wave Functions

To fully determine the wave functions for the boundary modes on the disc, it remains to
relate Cy, and C), in eq. (6.26). Solving each of the two equations in the matrix for Cy,, we get

Ao+ & mit + mA2 —
Cy. = —Cy,efeMWEZZ R o oQo—A)RTw T 7772 “v 6.32
M A2€ A+ % A2€ mi +mA? — el (6:32)

using the superscript R to denote m, and ¢, evaluated at r = R. In the limit of a large disc,
R > |m/A|, and considering the wave functions for the boundary modes where r ~ R and

A > %, we can safely approximate

)‘ + L/ v AZ - Cv
L~ and % 2 (6.33)
M+ 5 mii+mAf — &/
By insertion of egs. (6.32) and (6.33) into eq. (6.25), the total wave function is
ivp ; v i v
B (rp) = 1A2(>\1 +2) 0o, +iA (X + TQ)CAQ |
NG (my +mA} —£,)e®Chx, + (my, + mA] —€,)e’?Cy,
e Qe ADR AT 1 Aar) s ( v;)
_e N ( e eMT + e ) 1A( A2 + 5 4 (6.34)
VE 2 (ceammimoh y o)l mad — <) el

) )\1(T—R) _ )\g(T—R)
:ely@e e (_e—)\gRC)\Q)

\/77

(m,, +mA} —ef)eie |



6.2. Effective Boundary Hamiltonian 41

To simplify the expression further, we look at the ratio between the two components of the vector
in the last line of eq. (6.34),

A+ %) A1 - -2+ )

m, +mA\2 — ¢ !
ort =) (g4 e — e — 2l | — B ) + () A1

A A2 my, v (635)
o =V — e+ R
(3 /2 — sl ) ()
= sgn(mA),
which allows us to write the total wave function as
o sgn(mA)
Ver=e “"K(T)[ ieie ] (6.36)
where
e)\l(r—R) _ eAQ(T—R)
K(r) = (6.37)

and A is a normalization factor.

6.2 Effective Boundary Hamiltonian

We now want to find an effective boundary Hamiltonian that includes the SC pairing and
FM ordering. For a large disc radius, we approximate a segment of the boundary as a straight
line with a spatial coordinate s and momentum p,,

v

=R = —. 6.38
s=Rp  po=4 (6.38)
With the large disc approximation, |A|/R > |m|/R?, the energy dispersion (6.28) is

Eer=— sgn(m)|A|p¢ —u Eey :sgn(m)|A\p¢ K

(6.39)
En4 = —sgn(m)|Alp, + 1 Ep, =sgn(m)|Alp, + p

where time-reversal and charge conjugation symmetries connect the dispersions for particles and
holes, and for different spins. Both symmetries flip the direction of momentum while the latter
also flips the sign of the energy. Applying these two symmetries, we can also express the wave
functions in the full basis through TRS, 7 = is,K, and PHS, C = 7,K. Note that the prefactor
e'P#3 falls out of the projection; under both symmetries, the combined complex conjugation and
sign flip of the momentum cancel each other and since it is unchanged by the projection matrix,
the bra and ket contributions cancel. Then, the wave functions can be written

1 0 0 0

—iel? 0 0 0
0 1 0 0
0 ie” " 0 0

T, p~ 0 U, | ~ 0 Unar~ | Uy |~ 0 (6.40)

0 0 ie= 0
0 0 0 1

0 | 0 | 0 | —ie'¥ |

in the full eight-component basis in eq. (5.4).
The SC and FM contributions are added through a projection onto the four basis functions
in eq. (6.40), }
Hij; = <\I/i|A0TySy + MoTZSx|\I/j> = <\I/i|H]\/[,3c|\I/j> . (6.41)
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Performing the calculation in two steps, we first act on the basis states with Hys s¢, yielding
four vectors,

0 M, 0 Ay ]
0 iMye—i 0 iAgei®
M, 0 Ao 0
—iMye*? 0 iAge™ "¢ 0
0 , Ao , 0 , M, , (6.42)
0 ’L'Aoe_iw 0 Z'Moeigo
“ Ay 0 —M, 0
L iAoei‘P | L 0 ] 7Z.M067w_ L 0 ]

and left-multiplying by the basis states of eq. (6.40), the result of the projection gives an edge
Hamiltonian

[ 0 Mo (1 — e™2%) 0 —2A

7:[. o Mo(l - 62“0) 0 QA() 0
A 0 2A 0 — My (1 — e%¥)
—2/¢ 0 —Mo (1 — e™2%%) 0 |

0 —2i Mg sin e 0 —2Ag | (6.43)

_ | 2iMysin e 0 2A¢ 0
- 0 20 0 —2iMj sin @e'?
| 249 0 2i M sin e~ 0 ]

_ r_ —iT.S
=AgTysy — Me =%,

subsuming the factor 2 into Ag and M in the last step. The orbital contribution is projected
out and the edge Hamiltonian is a 4 x 4 matrix in particle-hole and spin spaces. We also use

M = Mysin ¢ (6.44)

to simplify the notation in the following. The full disc-edge Hamiltonian also includes the energy
dispersions in eq. (6.39) on the diagonal, so in total we have

H(p) = — Apys. + AoTysy — Me ™=5%s, — ur,
5 o (6.45)
:iAE@sz + AgTysy — Me™"=%%s, — ur,.

In the last equality, the momentum operator is replaced with p, = —i0,/R.

6.3 Majorana Bound States

We now want to find wave functions for MBSs on the disc boundary by solving the boundary
Hamiltonian in eq. (6.45). Making an ansatz for the wave function and acting on it with the
boundary Hamiltonian, we find position-dependent energy eigenvalues that we use to determine
the positions of MBSs on the disc edge. The ansatz is

‘110 = €Rf§(¢) de [Cl Coy C3 C4]T (646)

describing MBSs localized around some position ¢; on the disc boundary and £(¢p) is a localization
function that determines how much the MBS spread out in the angular direction. The ¢;s are
placeholder functions giving an amplitude in each of the basis functions for the 4 x 4 Hamiltonian.
The ¢;s will be expressed explicitly below. The localization of MBSs requires the wave function
to decay away from the localization center, which we achieve when the real part of £ is positive
for angles smaller than ¢; and accordingly negative for angles larger than ¢;.

When we apply the Hamiltonian (6.45) to the ansatz (6.46), we get a matrix equation

PAE—p iMe 0 -y
—iMe™  —iAE —p Ag 0
| Wy =W 6.47
0 Ag iAE+p ilew | 0T 0 (6.47)

—Ag 0 —iMe™"  —jAE+p
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where €A on the diagonal results from taking the derivative of the exponential in the ansatz.
The energy € should be zero for MBSs by definition, but it is helpful to keep it in the derivation
to find the positions of the MBSs. The phase factors can be moved from the Hamiltonian to the
eigenstates, and the energy eigenvalues subtracted on the left side,

ZAE — U — € ZM 0 —Ao ei:,a/ch
—iM —GAE —p—e€ Ag 0 e~/

- ) =0 6.48

0 Ay IAE+p—e iM efw/%g (6.48)
—A 0 —iM —iAE+p—e] | e%/%¢y

without changing the problem. Setting the determinant of the matrix in eq. (6.48) equal to zero,
we find for the energy (see appendix B.3)

e = (M2 + A% 4 Azpi) + 2\/M252 + p2A2p. (6.49)

A= /A2 42 (6.50)

and we can also write the energy in terms of ¢ by exchanging p? — —¢&2. If there exist MBSs,
there must be a solution for ¢ = 0 in terms of p, and ¢. To find the conditions, set € = 0 in
eq. (6.49), isolate the square root, and square both sides to get

using

M* + A* + A*p* + 2M (A? + A%p?) + 24%p* A% = AMA? + 44° A%p?

- - (6.51)
= M*42M> (2A2p2 - 252) + A* + Atp* + 2A2a%p? — 2% A%p? = 0.
Treating the expression as a polynomial in M2, we get that
M2 —A2 _ A2p? £ \/(A2p2 _ A2)2 — At Adpt — 2A2A2p? + 242 A2p?
(6.52)

=A% — A%p* + 2|Ap|\/ — A}

which is obviously imaginary as long as Ag is real, which was assumed when setting up the

model. M = Mjsin ¢ must be real, i.e., ¢ € (0,27), so a band crossing on the disc boundary is
only possible when p = 0. Inserting p, = 0 back into eq. (6.49), the energy spectrum on the disc

boundary is
e::l:\/AQ—l—Mgsichp:I:Z\/A?Mg sin? ¢ (6.53)
= +(A £ [Mpl[sin¢|)

having four bands by combination of the two “+”s as shown in Fig. 6.1.

We can understand the presence of MBSs on the disc boundary by a simple argument similar
to the QW argument in section 2.3. Assume we make a junction of an FM and an SC material.
The nature of the gap will be different in the two materials. At the junction, the bands will
connect in a non-trivial way to preserve the symmetries of the bands involved, in the same way
that bands originating from the same atomic orbitals will combine for the QSHI. On the disc,
we started with an anisotropic magnetic field that when projected onto the boundary, has a
magnitude that varies around the disc as Mjsing. Some parts of the edge will be dominated
by the magnetic terms, but when sin is small, the spectrum will be dominated by the SC
contribution. The circumference of the disc then acts as a series of junctions between magnetic
and superconducting materials with periodic boundary conditions. Each junction acts as a mass
domain wall, hosting bound non-trivial modes. The non-trivial modes are MBSs when they
appear at zero energy due to the particle-hole symmetry in the model.

Finding the position of MBSs on the disc edge means that we need to locate the positions ;
where the bands cross at ¢ = 0. From Fig. 6.1, there are four of these positions in our model.
A is defined by a square root, so setting eq. (6.53) equal to zero, the only option that gives a
solution is

sin | = —. 6.54
|sin | A (6.54)
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Figure 6.1: The figure shows the energy spectrum for boundary modes on a disc as a function
of the angle ¢ around the disc according to eq. (6.53). Different colors represent different energy
bands and these are seen to cross at zero energy at four points along the disc circumference.
The crossings occur at angles ¢; in eq. (6.56), and are marked by black dots in the figure. The
parameters in the figure are Ag = 3.4, My = 9.9 and pu = 3.8.

Assuming My > 0, we may also write this as

A
singp = :I:M (6.55)
0

which has four solutions in the range ¢ € (0, 27) since there is the combination of the “+” sign
and two complementary angles. The four solutions are

(A
p1/4 = £sin ! <1\40> Y23 =41+ T (6.56)

given that My > A. In the case that My < A, there are no solutions and, hence, no MBSs. There-
fore, there is a topological phase transition for My = A moving from second-order topological to
the trivial phase. The essential feature here, however, is that altering the chemical potential on
the disc, changes the positions of the mass domain walls where the MBSs are located. Topolog-
ical quantum computing can implemented by physically braiding MBSs around each other, and
the ability to move and manipulate MBSs purely by control of an applied electrical potential
makes this SOTSC a promising platform.

Having established that MBSs can exist along the disc boundary, we can determine the MBS
wave functions by first finding an explicit expression for the localization function & and then
solving eq. (6.48) for the ¢; functions. The full calculation is performed in appendix B.4 where
we show that the wave functions are

(&)[—i —ie~eiv emieie 1]T

(—&)[i ieeir  —eieiv 1]T
‘1’325(52)[—1' je~Weir =il ip 1]T

(

—&)[i e elel? 1}T.

(6.57)

where the vectors come from the components [cl cy C3 64] T and B(£&) = exp(:t [ &R d<p).

In eq. (6.40) we found how the wave functions transform between orbitals for the different

particle types and spins. Using these relations, we find the MBS wave functions in the full eight-

(0-p=3)

component basis. Moreover, we add a phase factor e’ to get all components on the
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same form,

[ o—ile—v+3)/2 ] emile+o+5)/2
_ileto+35)/2 cile—9+%)/2
cile—9-%)/2 et t9-%)/2
o i(et9-%)/2 e i(e—9-5%)/2

Wy~ cile—0+3)/2 Wy ~ _ei(etv+3)/2
o i(pt0+5)/2 e—i(e—0+5)/2
e—i(w—ﬁ—g)/z —i(p+9—%)/2
ez(g0+197§)/2 ez(wﬁfg)m

) ) ) ) (6.58)

[ o—ile=v-3)/2 ] [ emiletv=3)/2 ]
ci(et0—5)/2 cile=0-5)/2

pile—9+3)/2 pileto+3)/2
—i(p+0+%)/2 _6—1'(@—19—&-%)/2

Vo | ieo-g)2 | T Liero-g)2
o—i(pt9-5)/2 o i(e—9-5%)/2

_e—i(¢—ﬂ+g)/2 e—i(ga+z9+%)/2
pi(eto+3)/2 _ei(e—0+5)/2

for the four MBSs. An additional property of the wave functions is that ¥; and W3 are related
by inversion, ¥35 = —PW,, where the inversion symmetry operator is

P =0.Tpsptn Tosptn = eTimTe8:02/2 (6.59)

where T,_,4n produces a shift of 7. In the same way, we have ¥4 = PW¥,. The inversion
property inhibits scattering between the inversion partners and disallows fusion between them.

6.4 MBS Fusion Properties

Fusion is the process of bringing two MBSs together and observing their collective behavior. In
the process, the energies will split away from zero and the wave functions will overlap. Measuring
the MBS energy splitting is a possible way to perform read-out of an MBS qubit state. Since the
measurement is the means by which the qubit state is initialized and read out, it is interesting
to study the fusion properties under various conditions. Since the effective Hamiltonian is non-
interacting, i.e., there are only pairs of fermion operators in the full Hamiltonian, the only way
fusion can happen is by a hopping operator that connects wave functions on different lattice
sites.

To describe the fusion process, we define a fusion strength

Fyiy = | (Wil T]95)]- (6.60)

for two MBSs ~; and +;, with indices corresponding to the wave functions in eq. (6.58) and T is
the hopping operator. To find an explicit expression for T, we start from the hopping term in
the lattice Hamiltonian (5.42) and add up the contributions of the hopping term along the +%-
and +y-directions. m7,0, has the same contribution in both directions and gets a factor 2 while
cosfs and sinfs are both 1 in the +% and +§ directions. Thus, the hopping operator will be

. A
T = —27(5203c + 7.0y) +2mT,0,. (6.61)

Fusing an MBS with itself is not possible so F,,.,, = 0, and we instead look for an explicit
expression for F,,.,,. Writing out all the terms is rather tedious; closer examination of the
structure of the wave functions does, however, provide a simpler path. The first observation is
that the particle and hole components of the wave functions in eq. (6.58) are complex conjugates
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of each other. The diagonal terms of 7' then result in either the sum or the difference of two
complex conjugates depending on the entry in T, which again corresponds to either a cosine or
a sine function. For, e.g., the contributions to F),.,, from the first and fifth components of the
wave functions, we have

_ iler=9+3)/2 9y o—ilwati+5)/2 _ —i(e1—9+3)/2 (—2m) eilerti+3)/2 (6.62)
and by introducing 1 = (p1 £ ©2)/2 we may rewrite it as
—2m (ei(‘p*ﬂ” - 671—(4#719)) = 4imsin (p_ — 9). (6.63)

In the same way, we add up the second and sixth, third and seventh, and fourth and eighth
components, giving respectively

2m (e*i(*"*“” - ei(“"*“”) = 4dimsin (p_ + 9) (6.64)
2m (eii("o‘fﬁ) - ei(@‘ﬂg)) = 4imsin (p_ — 9) (6.65)
—2m (em”*'*'ﬂ) - e‘“"**‘ﬂ)) = 4imsin (p— + 19). (6.66)

Applying a trigonometric identity,
2sina cos B = sin (a + B) + sin (a — ), (6.67)
allows us to sum up and simplify the contributions,
4im[sin (p— —9) +sin (p_ +9) +sin(p_ — ) +sin (p_ +9)] = 16imsinp_ cosv, (6.68)

and taking the absolute value yields
Fy, vy, ~ cos, (6.69)

focusing on the dependence on the chemical potential through ¢ = arctan(u/Ag).

In addition, F),.,, has a contribution from the off-diagonal terms in T. We can apply the
same approach by considering the particle-hole symmetric contributions while keeping track of
the sign of the matrix elements in T. That gives us four contributions:

A N i(pr—9+T) no—i(or—9+5)] _ Al LAY m
5_(1-1—@)6 +(=1+1d)e ] fA(zsm<ga+—19—|—§)+zcos(g0+—19+§))
(6.70)
Ar No—i(prt9+3) W S Y ™ ; ™
5»(—1—1—2)6 + (1+1i)e ] —A<zsm<ga++19—|—§)—Hcos<<p++19+§))
(6.71)
g _(1 - i)eii(“‘”*ﬁ*%) +(-1- i)ei(‘”*ﬁ*%)_ = —A(i sin (g0+ - - g) + i cos (gp+ - — g )
) " (6.72)
Ar . i , o
—|(-1- i)e’(‘p++19_7) +(1- i)e_’@’*‘w_?) = —A(i sin (np+ +9 - I) + i cos (gp+ +9 - E))
21 - 2 2
(6.73)
Using eq. (6.67) along with another identity,
2cosa cos B = cos (a — ) + cos (o + f3), (6.74)

we add the components and simplify to

1A [Sin <g0+ + g) cos?) — sin <<p+ — g) cos v + cos (gp+ + g) cos ) — cos ((p+ — g) cos 19]

= 4iA(cos py —sinp, ) costd
(6.75)
and we have the same result as in eq. (6.69) up to a constant factor depending on ¢ .
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The procedure can be repeated for all other combinations of MBSs to produce a fusion table,
but before we find those expressions, we generalize our model by considering the fusion of MBSs
originating from different islands (discs) with the possibility of a phase difference 20¢ = ¢ — ¢’
in the SC pairing. The chemical potential can also be different, and we have 9 and ¥’ describing
the two islands. In the previous treatment, we disregarded the phase of the SC potential, but
when we have multiple islands with a phase difference, we need to reintroduce the SC phase into
the treatment. The phase enters through eq. (5.19) in the full Hamiltonian and thus into the
wave functions in eq. (6.58) as an additional phase dependence e?.

Since the wave functions are connected through the inversion operator P in eq. (6.59), i.e.,
U3 = —PU; and ¥y = PWV,, it is, however, not necessary to calculate the fusion strength for all
combinations of MBSs. It is sufficient to find the fusion strength of v; with the four MBSs on the
other disc. The remaining fusion strengths are found through symmetry arguments. The first
notion is that it has no physical significance if we switch the order of the discs while everything
else remains the same. In general, therefore, we have F’w:’yj =F,,. fori,je {1,2,3,4}. For
the pairs with ¢ = j, we can relabel the indices so all diagonal entries must be equal. The same
holds for 7,5 = (1,3) and (2,4), so these must also be equal.

The inversion operator commutes with T,

[P,T} —0, (6.76)
and the squares to P2 = —1, so ¥; = PVs.
connected through inversion symmetry,

On the anti-diagonal, the elements are then

(U1 [T04) = (T3] POT(P |Ws)) = (W3 PTPT|W) = (U5|T|Ws). (6.77)
The 4,5 = (1,2) and (3,4) are likewise connected through inversion
(0| T|Ws) = = (3| PITP|Wy) = — (U5|T| W) (6.78)

where the opposite sign which falls away in the absolute value. In summary, we have the relations

Fryiy = Frayg = Frayy = Iy
Eyiy = Py = Fraiyy = Friy
(6.79)
F%i“/é = F’Ysi’Y{ = F’Y2¢’Yf; = FMW&
By = Fray = By = Frpiyg

so we only need to calculate four different fusion elements. The fusion strengths for all four
combinations of MBSs on two discs are derived in appendix B.5 and the results are summarized
in table 6.1.

Table 6.1: The table displays the fusion strength of pairs of MBSs as calculated in appendix B.5
from eq. (6.60). The primes denote MBSs from a second island where the islands differ by a
SC phase 2§¢ and the chemical potential through ¥4 = (¥ —¥')/2 where ¥ = arctan (u/Ag) as
before (alternatively expressed as in eq. (B.45)).

71 Y2 V3 Y4
vy sind_ sindp cosd; cosdp cos¥_ sindg sindy cosd
vy cosPy cosdp  sind_ sindg  sind; cosdg cosP_ sindg
¥4 cosd_ sindg sindy cosdp sind_ sindp  cosd; cosdp
vy sinvi cosdp  cosU_ sindg cosPy cosdo  sind_ sindd







Chapter 7

Numerical Calculations

7.1 Numerical Method

To go beyond the simple disc geometry, we employ a numerical solution of the bulk Hamil-
tonian in eq. (6.1). A solution on the lattice requires, however, a real space formulation of the
Hamiltonian. The numerical method follows directly from the lattice Hamiltonian in eq. (5.42),
which was obtained by applying Fourier transforms to the fermion operators in the full Hamil-
tonian. The Hamiltonian we need to solve will be the expression in eq. (5.42) where we have an
eight-band basis for each lattice site. Writing out the sum over lattice directions explicitly for
the square lattice, the eigenequation for the lattice Hamiltonian gives a set of equations

b 1A
(’ITL()TZUZ — i Tz + A()’I'ysy672¢”LYJ + MOTzsz — 4m7’z02)\11i_’j + <_25z0m + mTZ(TZ>\Ifi+17j

1A 1A 1A
+ (2520'3; + mTzaz) \Iji—l,j"' <—2Tzay + mTzaz) \Ili,j+1+(27-z(7y + mTzO'z> \I"L,j—l = E\Iji,j
(7.1)

using lattice point indices i, j and including the possibility for a spatially varying chemical po-
tential y; ; and superconducting phase ¢; ;. Eq. (7.1) here assumes a square lattice configuration
where {sin @, cos@} in eq. (5.42) are {0,1} in the positive z-direction and {1,0} in the positive
y-direction.

The system (7.1) of linear equations in ¥ can now be formed into a matrix problem with an
adequate choice of basis that will depend on the lattice configuration. If we choose to label the
lattice points by one index i running over all N lattice points, the basis will have the form
Vepsg o Vepa Vors Yo Vs Yhia Yhs Yhia Yhs - ‘I’hN%/;]Q)
where every eight entries correspond to the bands located on the same lattice point. The ordering
of the lattice points in the basis is a matter of preference and will depend on the geometry of the
lattice. As long as one keeps track of the ordering to map the solution back onto the lattice, the
particular ordering is unimportant. The basis vector has 8 N components and the corresponding
eigenmatrix will be a sparse 8N x 8 N matrix whose eigenvalues and eigenfunctions are solved
numerically.

=[]

The form and dimension of the lattice Hamiltonian can be seen intuitively by considering the
model sketch in Fig. 7.1 for a 1D lattice with nearest-neighbor hopping. It is easily transferred
to the 2D lattice problem by doubling the model to include hopping in two directions. If we look
at a specific state on a given lattice site, there are at most eight on-site terms representing band
transitions. Some of these will be zero, corresponding to the combination of Pauli matrices in
the Hamiltonian, but the on-site Hamiltonian will be represented by 8 x 8 matrices. Likewise,
the nearest-neighbor hopping will also be an 8 x 8 matrix for each direction. As a result, the
Hamiltonian for an 8-band system with N lattice points must have dimension 8 N x 8 N with on-
site terms represented by 8 x 8 block matrices along the diagonal, and off-diagonal block matrices
for hopping terms connecting different lattice sites. For each row of 8 x 8 block matrix rows, there
will be three non-zero block matrices representing the on-site and nearest-neighbor transitions.
In 2D, we can wrap the N lattice points onto a 2D lattice, yielding the same dimension for
the Hamiltonian, but with two additional non-zero block matrices in each block-row to include
hopping in both directions. Thus, the lattice Hamiltonian will be a large but sparse matrix, as

49
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LPI—Z l-pi—l l'IJI qu+1 l'IJi+2

Figure 7.1: Sketch of the lattice tight-binding model for a 1D system with nearest-neighbor inter-
actions. Each lattice point is represented by a gray disc and has eight bands each corresponding
to the basis defined in eq. (7.2). The possible transitions for a single state, e.g., the spint hole
state in the §-band are illustrated with arrows. Red arrows represent on-site terms while the
black arrows represent hopping to any of eight bands on the two neighboring lattice sites. Each
arrow represents a different matrix element in the lattice Hamiltonian of eq. (5.42), and some of
these transitions will be forbidden corresponding to zero-entries in the Hamiltonian.

200~

Figure 7.2: Plot of the absolute value of the Hamiltonian matrix for a square 5 x 5 lattice. The
matrix has dimension (8-25) x (8-25) and each point in the figure represents the absolute value
of the Hamiltonian for the matrix element of the same index. The matrix is clearly sparse and
has five non-zero block matrices for each block-row and -column

is seen from Fig. 7.2 where the absolute value of the Hamiltonian is plotted for each lattice point
to reveal its structure.

The lattice solution and corresponding energy spectrum of the 8N x 8 N lattice Hamiltonian
are found by diagonalizing it numerically using an existing eigensolver library implemented in
Matlab [77]. Appendix D contains the code that was used for the numerical solution. The
eigenfunctions are then restored back onto the lattice according to the ordering of the basis in
eq. (7.2) and the probability densities for MBSs are found by summing the absolute squares over
each band and as well as eigenfunctions corresponding to zero-energy solutions.

The above approach captures exactly the physics contained in the original model in eq. (4.1)
since the derivation in section 5.3 includes all the k-dependence by taking the Fourier transform.
However, there is a more naive approach to derive the lattice Hamiltonian that turns out to
give the same result, despite two important approximations. Since we are studying a low-
energy theory and the candidate material of HgTe quantum wells have the minimum band-gap
around the I'-point [65], we make a Taylor expansion of the bulk phase-space Hamiltonian (6.1)
assuming that the low-energy subspace captures all of the important physics in the system.
Before performing the Taylor expansion, we note that eq. (6.1) implicitly assumes that the lattice
constants a, b in the z- and y-directions are unity. Using the same expansion as in eq. (6.4), only
for the full Hamiltonian and reinstating the lattice constants gives

H = (mo — m(ani + bzki))@oz + A(akg s,04 + bky To0y) — pTs + AoTySy + MoT, 5, + O(k‘s)
(7.3)
To solve the Hamiltonian on a lattice, we transform it to real space by making an exchange,
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kn, — —i0,, which by insertion yields a Hamiltonian
H = (mo + m(a28i + b28§))7'zaz — iA(a0y 5,04 + b0y T.0y) — ut. + NoTysy + MoT.s,  (7.4)

where 0,, is now a lattice derivative connecting different lattice points. To define the lattice
derivatives, we let ¥; ; be a fermionic wavefunction localized on some lattice point (i, j) where
7 and j run over the lattice in the x- and y-directions respectively. Applying a finite-difference
approach to approximate the derivatives, the first lattice derivatives of ¥ are

Vi1 —¥io1,

2a
7.5
W01 — W51 (7.5)

20

83;\112'7]' =
OV =

in the lowest-order approximation, and where the lattice constants a, b are assumed uniform over
the lattice. The second derivatives can similarly be approximated as

Wit1; =2V + Vi,

02V, ; =

o a? (7.6)
g2y, . — Yigr =2V, + Wi

yohl b2 )

Inserting the lattice derivatives (7.5) and (7.6) into eq. (7.4), the lattice constants cancel, leaving
the exact same form as eq. (7.1). As announced, the naive approach using a low-order Taylor
expansion and then a low-order approximation for the lattice derivatives yields the same result
as the rigorous derivation presented in section 5.3. The two approximations cancel, but using the
exact approach, we found that nearest-neighbor hopping is equivalent to cos(k;), so this is not a
surprising result. Increasing the accuracy of the lattice derivatives would include longer-distance
interactions, but since the original model only contains nearest-neighbor hopping, these longer-
range interactions can safely be discarded. Nevertheless, the exact model is the more rigorous
approach for the general case since it does not require arbitrary choices for the accuracy of the
expansions.

7.2 Solution for a Disc

In accordance with the analytical calculations, we solve the eigenequation (7.1) on a disc
for varying chemical potentials as shown in Fig. 7.3. We also keep track of how the energy
of the lowest-lying states changes with time, as shown in the right part of the figure. If the
system supports localized boundary modes at zero energy, i.e., MBSs, these appear as increased
probability densities along the disc boundary. The angular positions of the MBSs are observed
to change as a function of the chemical potential as demonstrated in Fig. 7.3 and there are in
total four degenerate MBSs for low chemical potentials.

Using a circular geometry is a useful geometry to perform the analytical calculations and
provide some intuition for the model, but a less appropriate approach in designing qubits with
scalability. Instead, we will consider other geometries by application of the same numerical
approach and argue that these should exhibit a similar behavior by simple conceptual arguments.
In particular, we may inscribe an isosceles right triangle in the disc as shown in Fig. 7.4. Starting
with the disc which was demonstrated analytically to have four MBSs on the edge, and projecting
those onto the triangle we are left with two MBSs as the progression in the potential in Fig. 7.4
shows clearly. When projecting the four MBSs onto the three corners of the triangle, there will
always be two MBSs that are projected onto the same corner. Those two will hybridize and split
away from zero energy, leaving only the MBSs that were projected onto separate corners.

The physical rationale for the projection comes from the understanding that non-trivial edge
states are hosted on mass domain walls as demonstrated for the Chern insulator in section 2.2.
We showed analytically that by projecting the bulk Hamiltonian onto the disc boundary (6.45),
the effective magnetic field varies as sinp with the angle ¢ along the disc boundary. As a
result, there is a competition between the superconducting and effective magnetic field along the
boundary leading to specific points behaving as mass domain walls. In the triangular geometry,
the mass domain walls are still present, but are projected onto the triangle corners.
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Figure 7.3: Numerical lattice solutions of the Hamiltonian in eq. (6.1) on a disc with a radius of
25 lattice points, and for multiple chemical potentials. The black areas along the disc boundary
are the probability densities for MBSs (zero-energy states), and it is seen that their positions
change as a function of the chemical potential. On the right, the energies of the lowest-lying
excitations are plotted as a function of the chemical potential. There are four degenerate zero-
energy solutions as expected, and these are seen to split off when u increases and the MBSs
are pairwise brought close to each other. The parameters for the simulation are mg = 2, Ay =
O.25m0, m=A= 0.577’L()7 M() = 04m0

Central to the picture is that varying the chemical potential changes which triangle corners
the MBSs from the disc are projected on; thence, moving MBSs between different corners is
achieved simply by tuning the chemical potential. Having already derived expressions for the
positions of MBSs on the disc in eq. (6.56), we can also find the critical chemical potential p. at
which an MBS moves from the upper right corner of the triangle to the lower left as in Fig. 7.4.
The angle of the line separating regions II and III is at a right angle with the triangle diagonal
and at an angle —7 with the positive & direction. When ¢4 = —7, the MBS passes from region
IT where it is projected onto the lower-left corner, and into region III, being projected onto the
upper right corner.

From this we infer that there is a critical chemical potential associated with ¢4 = —% at

4
which one of the MBSs moves from one corner to another. Explicitly, we have
L A T M?2
Q4 = —sin ! (A/[()) =7 = fe = 70 — A2. (7.7)

In the numerical solution, there is a certain discrepancy between the analytical MBS positions
and the numerical ones. It is clear in Fig. 7.4 that the numerical solutions (in red) have some
ripples in the radial direction and are not strictly 1D along the edge. As the analytical solution
approximates the boundary modes as 1D, this is expected to cause some deviations in the results.

Examining the same concept of projection around p = 0 reveals another critical chemical
potential very close to zero as shown in Fig. 7.5. The positions of the MBSs on the triangle
are, however, not consistent with how we argued for the positions based on projections from the
circle. We might argue that operation in this region requires significant fine-tuning and is not
desirable in a real device, but it is nevertheless a discrepancy in the description that deserves
attention. Furthermore, it is evident that the topological gap, i.e., the energy of the first excited
states, is very small around g = 0 for the triangular geometry, which makes the topological
protection weak in this region. To exploit the benefit of topological protection, we should in
general avoid operating in this region, and will primarily direct the attention towards regions of
larger p in the following sections.

7.3 Triangular Lattice Solutions

The triangle geometry introduced in the previous section can be a versatile approach to
creating a qubit operated by electrical control. As suggested by Zhang et al. [24], combining
six isosceles right triangles in the geometry displayed in Fig. 7.6, while controlling the chemical
potential in each triangle separately, provides a method to braid MBSs by electrical control.
Before we make further assessments of the composite device, we examine the isolated isosceles
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Figure 7.4: Overlay of numerical solutions of the bulk Hamiltonian (6.1) on a disc and triangle
lattice for three different chemical potentials. The MBSs on the triangle are colored blue while
the MBSs on the disc are colored red. Analytical positions for the MBS according to eq. (6.56)
are shown as black dots. Moreover the disc is split into three regions (roman numerals) separated
by dashed lines. When the disc is deformed into a triangle, two of the MBSs are forced to reside
on the same corner and will hybridize such that there will only be two MBSs on the triangle. In
the leftmost figure, the two lower disc MBSs (red) are both in region II and are projected onto
the same triangle corner, thus hybridizing. The other two MBSs are projected onto separate
corners and remain localized in regions I and III. When the chemical potential reaches a critical
value i, the MBS in region III spreads out towards the corner in region IT (u. = 0.5292Aq with
the given parameters). When p is increased above p., the MBSs that was previously in region
III is now localized on the corner in region II and there are now two MBSs in region III. The
simulation parameters are the same as in Fig. 7.3.

right triangles and the state of the topological protection in the presence of edge and potential
disorder.

From the introductory chapters, it is clear that the system’s stability is intimately related to
the magnitude of the topological gap. The larger the gap, the less is the likelihood of excitations
above the ground state, which can be detrimental to the topological state of the system. A
second important device requirement is that the MBSs are sufficiently mobile to perform braiding
operations. Depending on the model parameters, the movement of MBSs is restricted within a
certain angular range on the disc, restricting the movement of MBSs also on the triangular
lattice. To assess device design requirements, it is essential to understand how the topological
gap and MBS mobility are affected by different lattice configurations and model parameters.

Using our numerical model, we consider multiple geometrical variations and examine how
the geometries affect the topological gap magnitude and MBS mobility. Except where otherwise
is explicitly stated, we use the same set of model parameters in table 7.1 for all simulations.
For reference, we start with the plain isosceles right triangles. For each lattice, the eigenstates

Table 7.1: Model parameters used in the numerical model corresponding to the lattice Hamilto-
nian in eq. (7.1).

m mo A AO MO
1.0 2.0 1.0 0.5 0.8

and energy spectrum are calculated for a range in the chemical potential, and a small subset of
the lattice wave functions are displayed to highlight important features. The energy spectrum
is shown for the whole range of u, and we take the energy of the first excited modes away from
1 = 0 to be the topological gap of the system, as we already argued that the region around p =0
is not relevant for the purpose of moving and braiding MBSs.

Figure 7.7 shows the solution for a right triangle on a 70 x 70 lattice. From the energy
spectrum, we infer that the topological gap is just below 0.014( as long as we move away from
1 = 0. By increasing the resolution in the energy, we confirm that there are two quasi-degenerate
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Figure 7.5: Numerical solutions on the disc (red) and triangle (blue) and analytical positions of
MBSs (black dots). When p is decreased towards zero there is another critical chemical potential
at which an MBS moves from the triangle corner in region III to region I at approximately
1 = 0.00023A¢. There are two black dots in region II the whole time signifying that the MBS
should remain in region III, but numerical simulations on the triangle reveals otherwise.

QSHI B

SC

Figure 7.6: Conceptual sketch of a SOTSC qubit based on six connected isosceles right triangles.
Superconductivity is induced in a QSHI (red) by placing it in proximity to a superconductor
(green) and adding a magnetic field B in the plane. The field could also be added as a ferro-
magnetic layer. The potential u; is controlled independently in each of the regions in the QSHI
marked by different shades of red.

MBSs separated by at most 1.5 - 1077 Aq in energy for large 1 and several orders of magnitude
smaller for small u. The lattice solutions also show the two MBSs located in the lower corners
for small p and that one MBS transfers to the upper corner at a critical chemical potential of
approximately 0.42A,. As a remark, the gap is small but finite at 4 = 0 (see appendix C.3); the
gap is several orders of magnitude larger than the MBS splitting.

7.4 Concave Diagonal Triangles

The first feature we add to the triangular geometry is making the diagonal of the triangle
concave. For a consistent definition of the concavity that is qualitatively the same for different
lattice sizes, we measure it by the angular span « of the diagonal as shown in Fig. 7.8, where «
is related to the curvature radius R and the lattice size L through

) L
o = 2asin (\/§R> (7.8)
When the edge is straight, the curvature radius R goes to infinity and, hence, @ — 0 corresponds
to the straight edge.

Introducing a small concavity on the diagonal does not significantly affect the minimum gap,
but reduces the gap somewhat for larger chemical potentials. The effect is likely to be a disorder
effect occurring when the curved boundary is imposed onto the discrete square lattice. Naturally,
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Figure 7.7: Numerical solution of the bulk Hamiltonian on a right triangle with sides of 70 lattice
points. A critical chemical potential is located at u ~ 0.42Ay where one of the MBSs smears out
on the diagonal and is located on different corners for smaller and larger p. The energy spectrum
as a function of p on the right shows that the minimum of the topological gap is approximately

0.01A.

Figure 7.8: The definition of concavity for a triangle refers to the angle o which is completely
determined by the curvature radius R and the triangle side length L through eq. (7.8).

the edge will have some “steps” acting like disorder. The wave functions for a range of concave
geometries are included in appendices C.1 and C.2.

For moderate «, a more interesting effect appears as demonstrated in Fig. 7.9. There is a
significant enhancement of the gap by approximately 3.5 times compared with the triangle of the
same size, but with a straight diagonal. Moreover, one MBS smears out and moves smoothly
along the diagonal for a relatively large range of u before it localizes at the upper corner when
1 approaches 0.6A.
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Figure 7.9: MBS wave function on a concave triangular lattice with o = 0.257 on a 70 x 70
lattice. The lower right MBS smears out on the diagonal and then moves smoothly towards the
upper corners as i increases. The topological gap is 0.035A.

In addition to the above-mentioned, we also observe the following (additional figures are
presented in appendix C): (1) Making the diagonal concave generally increases the MBS splitting
away from zero energy. (2) When the concavity is too large, the gap decreases at one point in
the spectrum, just below p = 0.64,, but remains large elsewhere. (3) The mobile MBSs are
distributed on the diagonal and do not localize entirely in the lower right corner. Adjusting the
model parameters will affect the localization. (4) There are significant finite size effects for the
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Figure 7.10: The dependence of the gap magnitude on the curvature. The left figure shows
the four lowest-energy bands for « in the range {0.057,0.4757}. Each set of bands are colored
according to the value of « in the colorbar. Lighter-colored bands tend to appear at somewhat
larger energies, indicating that larger curvatures increase the gap. The right figure shows the
minimum gap for the same range of a for the triangles with short sides of 50 and 70 lattice sites.
The trend is that moderate concavities enhance the gap while too small or too large concavities
can close the gap. The oscillations in the right figure indicate strong finite-size effects.

gap dependence on the curvature. Some of these effects are seen in Fig. 7.10 where the minimum
gap is found for a range of « for the 50 x 50 and 70 x 70 lattices. (5) Finally, we also observe in
Fig. 7.10 that the gap minimum moves towards larger .

Common for both lattice sizes is that a moderate o will increase the gap while small and
large a can give small or vanishing gaps. The fluctuations in the minimum gap as a function
of a are likely a disorder effect. For a completely smooth boundary, the minimum gap would
be a smooth function of « since the model does not contain contributions that can cause steep
oscillations in the gap magnitude. The curves for the two lattice sizes differ only by the lattice
size (and the number of points in «), and the peaks and valleys do not appear at the same
positions. For different lattice sizes, the resulting disorder effects from the lattice discreteness
will differ, and the fluctuations are expected to be smaller for the larger lattice. The steepness of
the valleys, particularly in the smaller lattice, also indicates strong discretization disorder effects.
Nevertheless, the overall trend with larger gaps at moderate p remains in both cases.

In the discussions of the topological gap, we defined the gap as the energy of the lowest-lying
excited state. In some cases, however, the topological protection remains intact in the presence
of other low-energy modes as long as the different MBSs do not couple either directly or through
excited fermion states [78]. In the finite lattice geometry, there is, strictly speaking, not a bulk
gap anymore. Still, there will be an energy region around zero with a low density of states
separating high-energy high-density regions, as seen in Fig. 7.11.

When the states in the low-density region are well-separated from each other and the MBSs,
one might achieve topological protection with an effective gap equal to the energy range of the
low-density region instead of the energy of the first excited state. The topological protection
of the MBSs even in the presence of other excited fermions is a consequence of global fermion
parity conservation. It can be shown using only the particle statistics of complex fermions and
MBSs and assuming spatially well-separated MBSs.

If the separations between states in the low-density region are small, other challenges related
to the signal strength at readout can nevertheless arise. Furthermore, nucleated MBSs or nearly-
degenerate low-energy modes can couple to the MBSs and disturb the exchange statistics that
topological quantum computing relies on. Therefore, examining the behavior of the first excited
state is still helpful to the analysis. Dynamical temperature-dependent analysis of the system
can reveal whether the sub-gap excited states are detrimental to the topological protection and
braiding statistics.
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Figure 7.11: Distribution of the 500 smallest eigenvalues for the concave 70 x 70 triangle with
a = 0.15m. The eigenvalues were computed for y = 0 and sorted into 70 equally sized bins.
There is a region around E = 0 with a low density of states (green background) that separates
two high-energy regions (blue background) with much higher density of states.

7.5 Triangles with Edge Disorder

Real systems will suffer from disorder. Building on the previous model of triangular islands,
we add edge disorder to the diagonal of the triangles while keeping track of the MBSs and
the magnitude of the topological gap. The specific geometry of our device will have direct
consequences for the excitations that are present. If the deviations from the smooth edge are
sufficiently large, nucleation of MBSs can occur. The MBSs are hosted at domain walls on
corners and boundaries, and if the disorder is significant, it can form structures that mimic the
phenomena in the triangle itself, i.e., the disorder leads to the formation of new corners where
MBSs are hosted.

7.5.1 Sine-Shaped Edge Disorder

A simple way to introduce some amount of disorder is to deform the diagonal of the triangles
either by simple analytical functions or by small random fluctuations. First, we consider the
effect of modulating the straight and concave diagonals by a sine function, providing a controlled
and predictable model to understand qualitatively the physical phenomena that appear in the
simulations. We assign an amplitude to the disorder measured in units of the lattice spacing in
the direction perpendicular to the edge and measure the frequency by the number of peaks along
the diagonal. A selection of results for the sine-disordered triangles is shown in Fig. 7.12.

When sine-disorder is introduced along the straight diagonal, the critical chemical potential
is moved towards smaller values, from approximately p. = 0.42Ag to p. = 0.32Aq. Still, the
MBSs remain localized in the triangle corners. When the edge is made concave, the behavior is
similar to the smooth concave triangles in section 7.4. Moreover, the disordered concave triangles
have an enhanced gap, as seen in Fig. 7.12b, where the concavity counteracts the disorder effect.

For a large concavity, o = 0.387, in Fig. 7.12¢, the first excited modes cross through £ = 0
around p = 0.7Aq. A small gap persists when there is no disorder, but we observed in Fig. 7.10
that the gap can close for large « also for the smooth triangles, so the gap-closing is likely a
finite lattice effect, rather than caused by the disorder.

If the disorder is sufficiently large, new MBSs will nucleate on “corners” along the diagonal.
Each peak becomes a domain wall where the nature of the gap is different on the different sides
of the peaks and hosts MBSs in the same way as the triangle corners do. Fig. 7.13 shows an
exaggerated disorder configuration to demonstrate the MBS nucleation. In addition to the two
MBSs for the low-disorder triangles, there are 16 localized low-energy modes on the peaks of the
sine function. Furthermore, none of the MBSs are mobile by tuning u. Despite the exaggerated
disorder amplitude, the qualitative phenomena of nucleation and demobilization will also appear
in geometries with smaller amplitudes and random disorder.
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Figure 7.12: Wave functions on sine-disordered 70 x 70 lattices with three different lattice con-
figurations. The disorder parameters are the same in all the three figures; the diagonals are
sine-shaped with an amplitude of 1.8 lattice points and in total 29 maxima perpendicular to the
diagonal. The wave function distributions are similar to the smooth concave triangles (see ap-
pendix C.2). (a) The straight disordered edge has a single-point gap closing and the gap remains
small for the larger p. (b) With moderate concavity and disorder, the gap persists for all u and
is enhanced compared to the straight edge without disorder. (c) In the case of large concavity,
the disorder leads to a single-point gap-closing close to p = 0.7A, but the gap otherwise remains
large.

7.5.2 Random Edge Disorder

The sine-shaped disorder can provide an intuitive understanding of the effect of disorder in a
controllable and determined system. The nucleation of MBSs and reduced mobility of MBSs will
be detrimental to the functioning of a qubit by braiding and should be considered. However, a
more appropriate model is to introduce random disorder on the diagonal. We construct triangles
with random edge roughness along the diagonal in the following manner. (1) Define a straight
line by discrete lattice points and add a Gaussian random number to each point. (2) Smooth the
disordered line using a local smoothing function (in this case, the lowess function in Matlab). A
measure of frequency is obtained by adjusting the span of points used to calculate each smoothed
value. (3) Map the disordered line onto the diagonal of a triangle such that the amplitude is
directed perpendicular to the diagonal at all points. (4) Define a polygon with the disordered
line as diagonal and define the lattice as points lying within the polygon. An example of a lattice
generated by this method is shown in Fig. 7.14.

To control the disorder frequency and amplitude, the smoothing function’s span is adjusted
empirically to produce an average number of peaks along the diagonal. The amplitude is defined
by the average distance from the smooth diagonal measured in the lattice parameter. Neither
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Figure 7.13: Demonstration of nucleation induced by huge edge disorder. The results were
obtained on 70 x 70 concave triangles with a = 0.257 and sine disorder with amplitude 15
and 8 peaks along the diagonal. (a), (b), and (c¢) show the wave functions corresponding to
the first, third, and sixth-lowest eigenvalues (summed over the positive and negative symmetric
eigenvalues) at g = 0. (d) The sum over all 18 low-energy modes at u = 0.2A¢. The wave
functions show only minor changes by changing p. (e) The 50 lowest energy eigenvalues as a
function of p. There are 18 low-energy states close to zero whereof (a), (b), and (c¢) provides a
selection of the corresponding eigenfunctions.

Polygon
Lattice
Edge

Figure 7.14: Generation of a 50 x 50 triangle with edge roughness on the diagonal. The lattice
is defined by the points enclosed by a polygon that has a disordered diagonal. Points that have
the vacuum as nearest neighbors are defined as edges and colored in red. Parameters for this
lattice is a = 0.257, roughness amplitude = 2.0 and number of peaks = 20.

of these numbers should be taken as deterministic since the exact number of peaks is not well-
defined, and the amplitude varies between samples.

Introducing edge roughness has multiple implications for device design. We take a qualitative
and quantitative path to examine these effects closer. Figure (7.15) shows a statistical treatment
of the edge roughness, and the results were produced in the following manner: (1) We isolate
a range in p that allows the MBS on the diagonal to move between the two corners. It will
depend somewhat on the lattice configuration, but in general, tuning p between 0.15Ag and
0.63A is sufficient. This range avoids the hybridization for larger u where the gap becomes very
small and avoids the region around p = 0. (2) One hundred lattices with different edge disorder
configurations are generated, and the energy as a function of p is computed for each lattice in
the same way as the right-most part of Fig. 7.7. (3) For each lattice, the smallest energy of the
first excited state is recorded. For the result in Fig. 7.7, that would be just below 0.01A(, which
occurs around p = 0.42Aq. (4) The procedure is repeated for multiple values of the concavity «
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Figure 7.15: Statistical results for 50 x 50 lattices with random edge disorder on the diagonal.
One hundred lattices were computed for five different concavities (plain, o = 0.087, 0.187, 0.287,
0.387) and three different roughness amplitudes measured in the nearest-neighbor distance in
the lattice. Moderate a tends to give the largest gap. The left figure shows the mean gap
magnitude in solid lines and the standard deviation in dashed lines, both as a function of «.
The three figures on the right show the distribution of the underlying dataset where each dot
corresponds to one disorder configuration. Each color corresponds to a different «, and the three
figures have increasing roughness magnitudes towards the right. A significant fraction of the
disorder configurations enhances the gap at the expense of larger variations and the possibility
of gap-closings. In the concave triangles, the average gap is enhanced at the expense of greater
variations in the data. There are a fraction of gap closings for the two smaller amplitudes, but
the expected gap magnitude is larger if the gap closings can be avoided.

and the disorder amplitude.

The rationale for considering only a limited range of p is a practical consideration. It is
central that the MBS that moves on the diagonal is sufficiently mobile to move between the
triangle corners since that will constitute the mechanism for braiding and thus computation.
Exceeding the point in g where the MBS is located on a corner does not have favorable effects on
the device, and we thus choose to limit the range of p to avoid the small-gap and hybridization
effects at smaller and larger p. The sufficiency of the limited range will be seen explicitly in
section 7.6 where we demonstrate the exchange of MBSs by tuning p within this range.

The general trend in the statistical treatment is that the gap magnitude increases when
the triangle diagonal is made moderately concave but decreases as « increases beyond 0.287.
The trend coincides with the concavity dependence in section 7.4 in that the gap increases
for moderate «. Throughout, the gap is smaller for the disordered edges compared to the
smooth concave counterparts; for amplitude 0.7 only slightly and more significant for the larger
roughness amplitude. The fact that increasing the roughness at @ = 0.087 increases the gap
is an interesting feature and indicates that the discreteness of the lattice may already cause a
disorder-effect replicating the result for the smooth concave edge.

Looking at the underlying data point at the right of Fig. 7.15, there are additional features
hidden in the mean values. Namely, the gap closes in some fraction of the generated lattices,
yielding values close to zero. They will not be exactly zero even when the excited modes pass
through zero due to the discrete series of pu. For the two smaller disorder amplitudes, the gap is
generally expected to be larger if effects from the gap-closing can be mitigated, but the enhanced
gap comes at the expense of increased variability. As discussed in section 7.4, the presence of
low-energy excited states need not always have detrimental effects on the topological protection
but further investigations for the specific system are necessary to conclude.

As the disorder increases to amplitude 2.0, the gap magnitudes are more evenly distributed
from vanishing to slightly lower than the smaller amplitude configurations. Only at the inter-
mediate o = 0.187 is there a region resembling a gap in the data between 0 and .01A,. Large
edge roughness is thus detrimental to device behavior consistency. The lack of consistency be-
comes evident when we compare lattices generated with the same parameters, only different edge
roughness configurations. In some cases, the roughness will enhance the gap, while in others, it
will bring down the first excited states to close the gap entirely at some point in the spectrum
(see appendix C.5).
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Figure 7.16: Cavities in the boundary can obstruct the movement of MBSs in the case of large
disorder. The lattice is a straight edge 50 x 50 triangle with disorder amplitude 3.0 and 20 peaks.
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Figure 7.17: The wave function on a disordered edge spreads out on the diagonal even when the
diagonal is straight, contrary to the smooth boundary case from Fig. C.2a. The gap magnitude
also decreases from the smooth case. The disorder amplitude is 2.0 with 20 peaks.

In addition to the gap magnitude, i.e., the energy difference to the lowest excited state, main-
taining highly mobile MBSs is crucial to performing braiding. When the roughness amplitude
increases, lattice “cavities” can form along the diagonal as seen, e.g., in Fig. 7.16. Rather than
moving between corners, the mobile MBS moves between the cavity and the upper corner and
never reaches the lower right corners. In the worst case, the MBS can be trapped entirely, as
illustrated with the exaggerated sine disorder in Fig. 7.13. Such edge cavities must be avoided
to ensure predictable behavior in an MBS braiding device.

There are two more effects that we observe for the case of random edge roughness: as shown
in Fig. 7.17, the mobile MBS is smeared out on the diagonal in a similar manner as for the
concave triangles, but the first excited states are still separated from the zero-energy states by
several orders of magnitude larger than the MBS splitting. Moreover, the MBS is still mobile
and moves between the triangle corners as p changes. Secondly, the critical chemical potential,
i.e., where the mobile MBS moves from one corner to the other, differs depending on the lattice
configuration and is another reason to avoid large disorder on the boundary.

7.5.3 Lattice Potential Disorder

Until now, we have used a uniform chemical potential on the lattice, but small fluctuations in
1 would be expected in an actual device. In Fig. 7.18, we examine the effect of adding random
noise to the chemical potential. The approach is similar to the statistical treatment for edge
disorder. We have computed the energy spectrum for a limited range of p where each lattice
point is assigned a small random Gaussian fluctuation du; ;. This is repeated for 100 lattices for
eleven different amplitudes from 1% to 20% of Ag.

Fluctuations up to 5% of Ag make only a minor difference to the gap magnitude. Beyond 5%,
the effect increases quickly by producing a large spread in the gap magnitude. Since the mean
value of the fluctuations is zero, the mean value of the gap decreases slightly, but the trend is that
fluctuations in p will reduce the gap. The more significant effect, however, is on the variation of
the gap size, which is increased by orders of magnitude. The variability and unpredictability of
the gap size will pose a greater threat to creating a reliable device.
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Figure 7.18: Statistical data for 50 x 50 concave lattice with & = 0.187 and non-uniform g. On
the left, each dot corresponds to one simulation where the random Gaussian fluctuation with
amplitude du is added to p. For each amplitude dpu, there are 100 configurations of p; ;. The
right figure shows errorbars of the same data centered on the mean value of the gap and bars
giving standard deviations for each du. As du increases, the mean value decreases only slightly,
while the variation in the gap increases rapidly.

7.6  Qubit Geometry

Based on the isosceles right triangle, one can design a simple composite geometry in which
braiding of MBSs can be performed purely by electrical control as suggested by Zhang et al.
[24]. The geometry was shown in Fig. 7.6 and consists of six triangles for which the chemical
potential can be controlled independently. When the chemical potentials are changed between a
low and a high value, i.e., smaller and larger than the critical chemical potential, in a particular
sequence, the MBSs can be braided to perform computations. In Chapter 3, we saw how braiding
sequences could produce the effect of a quantum gate, and here we provide a connection to the
physical implementation.

The braiding is performed by changing the chemical potentials step-wise, and it turns out
that, for a two-particle exchange, we need to change only one of the six potentials for each step
as shown in Figs. 7.19 and 7.20. Moreover, it is sufficient to vary u between a high potential i,
and a low potential pg. To make the presentation more streamlined, we use a binary notation by
denoting the low potential by “0” and the high potential by “1”. A given potential configuration
is then described by a six-component binary vector where the numbering is marked on the first
lattice in Fig. 7.19. To get a better overview of the chemical potential in different regions, we can

4 - - - ~ "

[1,0,1,1,0,0]  [1,0,1,1,0,1] [1,0,0,1,0,1]  [1,0,0,0,0,1]  [1,0,0,0,0,0] [1,0,1,0,0,0] [1,0,1,1,0,0]

Figure 7.19: Step-wise demonstration of the exchange of two MBSs originally located in the
lower right and middle right corners. Each step is marked below by a six-component vector
[,ul Lo ... ug] that gives the relative value of the chemical potential for each of the six regions
marked in the rightmost lattice. A “0” corresponds to a low chemical potential pg = 0.1A while
a “1” corresponds to a high potential p, = 0.65Ay. The colored arrows follow the movement
of the two MBSs with a star at the end of the movement performed in the current step. The
potentials that change are also marked with colored numbers in the potential vectors. The qubit
lattice is created from six triangles with sides of 45 lattice points.
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Figure 7.20: Schematic overview of how p is varied for the different regions of the qubit lattice
in Fig. 7.19 to produce the exchange of two MBSs. Each column corresponds to a separate step;
blue areas mean high © = u, and green areas low y = pq. The exchange procedure is the same as
is shown in Fig. 7.19, in which the numbering of the regions is also given in the leftmost lattice.

also represent the potential in a table like the one in Fig. 7.20 and see how it changes for each step.
In appendix C.8, the 32 wave functions for the subset of configurations with (i, us) € {01,10}
are provided, split into plain edge, concave edge and random concave edge geometries. The MBS
positions are the same in the three variations but differ in how the MBSs are spread out around
those positions.

We can assemble sequences from the table of wave functions in appendix C.8 to realize the
desired exchange operations. When we have assembled a given sequence of potentials like the
one in Fig. 7.19, we can make a linear interpolation for each step to study how the MBSs move
as the potentials change slowly. Then, it will be clear which MBSs move for each step. As long
as only one of the six potentials changes, as seen in Fig. 7.20, only one of the MBSs changes
position during that step. That allows us to monitor the gap between the MBSs and the first
excited states throughout an exchange operation. For the plain triangles in Fig. 7.19, the gap is
0.01A or larger through the entire exchange (see details in appendix C.6).

Through the entire exchange operation above, there are four MBSs separated from excited
states. However, there are potential configurations where MBS fuse and leave only two MBSs on
the disc. If more than one p; changes at a time, performing the interpolation between steps and
observing the movement of MBSs, is important to detect unwanted excitations or exchanges.

7.6.1 Concave Qubit

When the edges of the qubit geometry are made concave, the MBSs spread out as for the
individual triangles, but the mode of operation is not changed. The particle exchange in the
concave-edge qubit is shown in Fig. 7.21. The smearing of one MBS on the triangle diagonal
does not inhibit movement between the same positions as for the straight-edge qubit.

A significant difference from the isolated triangles is that the MBSs cannot be moved smoothly
between all corners, which is apparent for the fourth step in Fig. 7.21. The MBS on the right
moves to the center position but in an abrupt manner similar to the straight-edge lattice. The
cause for the abrupt movement is seen from the previous step where the MBS is smeared out

i .
[1,0,1,1,0,0] [1,0,1,1,0,1] [1,0,0,1,0,1] [1,0,0,0,0,1] [1,0,0,0,0,0] [1,0,1,0,0,0] [1,0,1,1,0,0]

Figure 7.21: Concave L = 65 qubit with a = 0.257 showing the exchange of the two MBSs on
the right side of the lattices. The exchange is the same as for the straight edge geometries in
Fig. 7.19.
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along the edge above the right corner; if it were to move smoothly to the center, it would be
smeared out along the edge below the corner. Studying the energy spectrum between the steps,
the gap to the first excited state vanishes between the third and fourth steps and remains very
small for the remaining steps (see appendix C.6). Surprisingly, while the concave edges enhance
the gap for the isolated triangles, the concave qubit geometry has low-energy modes that are
degenerate with the MBSs for parts of the braiding sequence.

7.6.2 Gate Implementation

With the table of wave functions in appendix C.8, we have, in principle, what we need to con-
struct a simple quantum gate like the Hadamard gate from Fig. 3.3 by three sequential exchanges
as demonstrated in Fig. 7.22 showing the major steps. By closer inspection, however, there is a
caveat when we assemble the sequence, and we can use that to acquire a deeper understanding
of the device. The complete scheme for the Hadamard braid is included in appendix C.7. It
requires at least 18 steps in the chemical potential, where the most steps change the potential in
only one region. A larger number of potentials must be changed between each exchange.

During the Hadamard gate braid, the MBSs start and end in the same positions for each of
the three exchanges. Nevertheless, the configurations in the second and third lattices in Fig. 7.22
are not the same. The first indication is that the MBS on the upper right corner is distributed
along different edges. This phenomenon is more apparent when we look at the concave geometries
(see appendix C.8) where the MBSs spread out more but the phenomenon can still be seen in the
straight edge geometry. When we connect the [0,1,0,0,0,0] and [1,0,1,1,0,0] configurations,
there is an additional movement of the MBSs depending on how we connect them, and it is
necessary to examine the transition in more detail.

In Fig. 7.23, we make a linear interpolation between the two configurations, [0, 1,0, 0,0, 0] and
[1,0,1,1,0,0], with 20 intermediate steps. There is a low-energy mode that becomes degenerate
with the four other MBSs during parts of the transition. Moreover, the low-energy modes interact
with the MBSs and alter the wave function distribution by nucleation. In the qubit simulations,
the wave functions are summed over the four lowest-energy states, but the corresponding wave
functions typically contain parts of several or all four MBSs. When an intermediate step shows
the presence of six MBSs in the wave function despite summing over only the four lowest-energy
states, it means that the first excited states become degenerate with the MBSs and the wave
functions interact.

Since we already saw that the concave edges could diminish the gap, we make the same test
for the straight edge geometries in Fig. 7.24. In addition to the direct transition between the
configurations in Fig. 7.22, we can skip one of the (apparently) equal lattices, transitioning from
the last step of one MBS exchange to the second step of the next MBS exchange (see appendix C.7
for more details). That gives us three options for the transition with the energy spectra shown in
Fig. 7.24. Tt appears that it is possible to perform the transition while maintaining a finite gap,

4 4 4 4
2 1 3 2
y. 3, S, A2 1Y ¥ 3 1o,
[0,1,0,0,0,0] [0,1,0,0,0,0] [1,0,1,1,0,0] [0,1,0,0,0,0]

Figure 7.22: Demonstration of the braid that produces the Hadamard quantum gate by three
sequential exchanges moving from left to right. Each step here corresponds to a series similar
to that in Fig. 7.19 with the full scheme included in appendix C.7. The potential configurations
shown here are the first (and last) steps of each exchange. The MBSs are marked with numbers
to keep track of how the MBSs move and each major step is also marked with arrows displaying
how the MBSs are exchanged.
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Figure 7.23: Results for interpolating between the [0,1,0,0,0,0] and [1,0,1,1,0,0] potential
steps with 20 linearly interpolated intermediate steps. (a) Wave functions at a subset of the
intermediate steps summed over the four lowest-energy eigenvalues. At some points during the
transition, there are six MBS (top lattices), indicating that two low-energy modes are interacting
with the four original MBSs and leading to nucleation. (b) The energy spectrum for the potential
interpolation shows that the first-excited state is brought down and becomes degenerate for a
large part of the procedure. The line appearing exactly at zero energy is made up of the four
MBSs that appear in the start and end steps.
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Figure 7.24: The energy spectrum for interpolation between the exchange operations that consti-
tute the Hadamard gate braid. There are three ways to connect the different operations separated
by vertical blue dashed lines: direct (middle region) between the lattices appearing in Fig. 7.22,
or by skipping either of the two “equal” lattices (left and right). The potential configurations
are marked above the spectrum, and blue dashed lines and the intermediate steps are linearly
interpolated.
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Figure 7.25: Comparison of two lattice configurations starting from the same potential config-
uration and transitioning to states where the wave functions appear equal, but the potential
configurations differ. The exchange in (b) contains an additional exchange of the MBS on the

top and upper right compared to (a), as demonstrated with arrows showing the movement of
MBSs.
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but an examination of the wave functions shows that the procedure either involves an additional
exchange, or the wave functions become undefined during the exchange. In Fig. 7.25, we compare
the two last steps in a single exchange operation with the case where we go from the second last
step in one exchange to the first step in the next. The wave functions in the end points appear
to be equal, but with different potential configurations. As a result, the procedure that connects
two different exchange operations involve an additional particle exchange of the top and upper
right MBSs compared to the case where the potential configuration returns to the initial one.
The additional MBS exchange occurring between the other “planned” exchanges is but an
example. More elaborate schemes may exist that connect different exchange operations without
such “hidden” exchanges. Nevertheless, the example demonstrates the crucial importance of
making a careful and detailed examination of the MBS movements beyond the potential steps.

7.6.3 Edge Disorder

Based on the result for the concave disordered triangles, we would expect that the qubit
geometry will also be stable with a finite gap for small amounts of disorder. In Fig. 7.26,
we demonstrate an MBS exchange in the qubit with moderately disordered edges. The MBSs
are connected to the same positions as before but located further away from their associated
corners than in the concave geometry. The decay length (“size”) of the wave functions appears
smaller in the presence of disorder but will depend on the particular configuration and requires
a systematic search to conclude. Most importantly, as the potentials change, the MBSs move in
the same pattern as in the case of straight and concave edges discussed previously.

4 4 4 Pl 4 4 4
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Figure 7.26: Exchange procedure for qubit geometry with randomly disordered edges. The MBSs
are bound to the same positions as in the straight edge geometry, but the MBSs smear out on the
edges. In this particular example, the MBSs are also located further away from the corners than
in the smooth concave geometry. The disorder amplitude is 1.5 with 20 peaks and o = 0.257.
The lattice was inspected to make sure the upper four triangles are connected with the lower
two.

7.7 Discussion

From the bulk BHZ Hamiltonian with added superconductivity and ferromagnetism, we have
shown by analytical and numerical calculations that MBSs are hosted at four points on the
boundary of a disc. In the effective Hamiltonian on the boundary, the magnetic field has a varying
amplitude. The superconducting pairing is constant and isotropic, so there will be regions where
the SC pairing dominates and other regions where the FM interaction dominates. Since these two
types of regions have gaps of different natures, there must be points along the boundary acting
as mass domain walls where the bands cross to bridge the FM- and SC-dominated regions. These
crossing points are the positions of MBSs. In extension of this argument, we would expect that
lattice structures caused by disorder can also act in the same way if they are formed in the way
that one part is dominated by SC and the other by FM. From the numerical simulations, this is
what we observed for triangles with both the sine-disorder and randomly disordered edges.

We have argued by simple arguments of projection and numerical calculations that the MBSs
can be hosted in two corners of an isosceles right triangle. If we imagine that the disc is deformed
into a triangle, the domain walls where the MBSs are bound will generally move to the triangle
corners. At one of the corners, there will be two MBSs, which will hybridize. On the triangle,
there will be only two MBSs, which are moved between different corners. The concept of projec-
tion gives the expected result for moderate chemical potentials. However, in a small region of u
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around zero, the idea breaks down as the MBSs are found in two corners that are not predicted
from the projection, nor by the analytical calculations. The gap separating the MBS from the
first excited state is also very small but finite.

Transforming the BHZ Hamiltonian to a lattice formulation, we find the MBSs on the disc
boundary by numerical simulations. A difference between the analytical and numerical results
is that the analytical approach gives a strictly 1D system, while the numerical method has a
small radial component. It is seen clearly in, e.g., Fig. 7.4 that the MBS wave function has
a radial component. The discrepancy between the numerical and analytical results for p ~ 0
may be caused by approximations in the analytical calculations. In the numerical solutions,
the radial distribution of the MBS can lead to interactions and novel phenomena that are not
accounted for in the analytical 1D model for the disc boundary. It can also be a discretization
effect. Forming a disc geometry on a uniform square lattice means that the edges of the disc will
have a certain roughness; each lattice point interacts only with the nearest neighbors and does
not contain information on the global geometry of the boundary. The geometric dependence
of the topological excitations might lead to effects that are not well described by assuming the
boundary is smooth.

As the energy difference between the MBSs and the first excited states around p = 0 is very
small in most cases, it is unfavorable to operate in this region. It is sufficient to tune p in a
region p € {0.15A0,0.65A0} to move one of the MBSs between different corners. Nevertheless,
the phenomenon indicates the presence of topological physics in the bulk Hamiltonian that the
analytical model does not describe well.

To measure the robustness of different geometries, we have primarily considered the energy
difference between the MBSs and the first excited states. We have identified this energy difference
as the topological gap and looked for configurations that maximize this energy gap. It has been
argued for MBSs bound to vortex cores in chiral SCs that the system’s state is still topologically
protected in the presence of a small number of localized states within the bulk SC gap. In the
confined geometries, there is, strictly speaking, no longer a bulk gap, but there is still a low
density of states in a region around zero, separating high-energy regions with a high density of
states.

While the robustness in the presence of low-energy excitations is a general result and only
requires fermion parity conservation, the distance to the first excited states is still important. In
the qubit geometry with concave edges, we showed that the first excited states became degenerate
and interacted with the MBSs for a range of u. As a result, there were six MBSs on the
lattice during the intermediate steps, which can be detrimental to the exchange statistics. Such
interactions must always be avoided, even though some low-energy modes can be tolerated in
certain cases. A deeper analysis of the statistics when MBSs are exchanged under these conditions
is necessary to create a reliable topological qubit.

There are also practical reasons to consider the distance to the first excited state. Detection
of the system’s state is necessary to extract the information from a calculation. If there are
many low-energy states in the system, the signal will contain more than just the MBS signal
and diffuse the observed characteristics. MBS computing as a field is in its infancy, and it is still
disputed whether MBSs have been observed experimentally or not. As such, having a system
with MBSs well-separated from other states will help detect MBSs without encountering noise
from other low-energy excitations.

Making the diagonal of the right triangles concave, the general trend is that the topological
gap increases for moderate concavities, but decreases for the largest values. An angular span of
the diagonal between 0.257 and 0.307 appears to be the optimal curvature, but the simulations
revealed large finite-size effects. As the curvature is incremented slowly, there are certain points
where the gap drops or closes as the first excited states cross through zero energy. The sharpness
of the drops indicates that it is caused by the discreteness of the lattice, as explained above.
Imposing a curved boundary on a square lattice will impose some disorder giving rise to low-
energy excitations. The size of the finite-size disorder for the concave triangles is helpful for the
assessment of the disc geometry. It is likely that the unexpected positions of the MBSs on the
disc for p = 0 can be caused by a large finite-size effect.

When we combine the triangles into a larger qubit geometry on which braiding can be realized,
the concave edges lead to less favorable characteristics due to the nucleation of MBSs and the
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presence of low-energy states. The MBSs are bound to a corner in the qubit geometry but are
also distributed along a specific edge. For movements along the opposite edge, the MBSs do not
move smoothly along the edge, but we observe nucleation and gap-closing. Adjustments to the
spatial dependence of the model are necessary to exploit the advantage of concave edges.

In the simulations, we have only varied the potential configuration. However, in the theo-
retical model, it is straightforward to include a spatially varying superconducting phase which
can be implemented by external flux loops. Moreover, the geometric dependence of the model
means that changing the direction of the magnetic field will affect the locations of the MBSs.
By examination of these additional degrees of freedom, it might be possible to take advantage
of the favorable characteristics that we observed for the isolated-triangle geometries.

The addition of disorder to the model shows some interesting features. Qualitatively, the
formation of traps inhibits the mobility of MBS. In some cases, the edge disorder can form
cavities that entirely trap MBSs or lead to the nucleation of more MBSs in the system. Reduced
mobility is detrimental to the movement of MBSs for braiding, and nucleation can result in
different exchange statistics. A moderate curvature can counterbalance the effect of disorder on
the diagonal. However, in the composite qubit geometry, concave edges led to nucleation, so
it cannot be used without tuning the spatially varying parameters in the model. For moderate
disorder amplitudes, the MBSs are bound to the same positions as the straight and concave edges
for any given potential configuration. We have also seen that the gap magnitude is insensitive to
small spatial fluctuations in the chemical potential with only minor differences for fluctuations
up to 5% of Ap.

In the statistical treatment of disorder, we saw that when the disorder is small, i.e., amplitudes
of 0.7 and 1.1 lattice points, the sampled gap magnitudes can be divided into two categories.
For a fraction of the samples, the gap closes, meaning that the first excited states either cross or
become degenerate with the MBSs. The rest of the samples have a high probability of a larger
gap, i.e., if the gap does not close, the disorder will typically enhance the gap. As a general
trend, the effect is stronger for larger curvatures. When the disorder amplitude is larger, i.e.,
2.0, the sampled values are distributed evenly from gap-closing to relatively large.

From these observations, we can infer the following. (1) If one can identify when the gap
closes and adjust any part of the model to exclude these cases, small disorder will significantly
enhance the gap. (2) The gap is enhanced by concavity, but the probability of a gap-closing is
larger for the largest concavity, in agreement with the results for the concave triangles. (3) Even
a small concavity of a = 0.087 increases the probability that the gap will be enhanced, but also
the probability that the gap closes. (4) When the disorder is larger, the sampled gap magnitudes
are evenly distributed, and the probability of a gap decrease or closing is significant.

Conceptually, it is simple to construct a sequence of potential configurations that move MBSs
to produce quantum gates. In practice, however, there are a few caveats. When we make a
sequence of MBS exchanges, the intermediate steps between the exchanges need not be equivalent,
even if the wave functions at the start and end appear equal. Connecting the steps in a naive
manner can realize additional braiding operations or lead to nucleation and annihilation that
is detrimental to the measured exchange statistics. We can make two assessments from this
observation.

First, it is possible that more elaborate ways of connecting separate exchange operations can
produce the simple connection that makes the scheme valid. Such connections can include any
of the complete set of 64 configurations for the potential, contrary to the 32 we have used here.
As mentioned above, tuning additional degrees of freedom like the superconducting phase and
orientation of the magnetic field can also be helpful in achieving the desired effect. Secondly,
as long as the braiding operations are controlled and well-defined, the exact gates implemented
in the physical system are not important. Quantum computation is always implemented by
means of a discrete gate set; the specific set is determined by the physical implementation. The
Hadamard gate is merely an example, but the braiding sequence that includes the additional
exchanges in the connections can be an equally good quantum gate. In any case, it is crucial to
examine the detailed movements of any braiding sequences. Exchanges that are not accounted for
while performing a braiding algorithm will lead to errors in the calculations. These errors must
be avoided to fully exploit the intrinsic error protection that topological quantum computing
promises.



Chapter 8

Conclusion

Quantum computing is a field still in its infancy, suffering from susceptibility to external
noise leading to loss of information and, hence, high error rates. An alternative path to im-
plementing quantum computing is to use topological phases of matter where non-local storage
and manipulation of information provide intrinsic error protection. The experimental evidence
for the underlying physics that would be used for topological quantum computing has been sur-
rounded by controversy and is not yet unambiguously proven. By extending the search for a
physical platform with the appropriate topological physics, one can find novel physical systems
with favorable properties for experimental realization.

At the core of topological quantum computing is the Majorana bound states (MBSs). These
are zero-energy excitations with non-trivial exchange statistics; the sequential exchange of MBSs
is the most common physical realization of topological quantum computing. Recently, a class of
higher-order topological superconductors was predicted theoretically, in which MBSs can emerge,
e.g., bound to the corners of a 2D topological superconductor. Here, we build on the work of
Zhang, Calzona, and Trauzettel [24] who suggested that a network of MBSs can be realized by
combining a quantum spin Hall insulator with superconductivity and a magnetic field, allowing
movement, of MBSs purely by electrical control.

In the first five chapters of the thesis, we have provided an extensive background to support
the discussion of the highly non-trivial physics involved in topological quantum computing. We
introduced the concept of topology in condensed matter and saw how the presence of robust
boundary modes can characterize topological insulators and superconductors. In Chapter 3, the
topological physics was connected to the theory of quantum computing, and we demonstrated
by a simple example how braiding MBSs can realize standard quantum gates. We introduced
a theoretical model for the spin Hall insulator in Chapter 4 and summarized the derivation of
the Bernevig-Hughes-Zhang (BHZ) model based on CdTe/HgTe quantum wells. The model was
extended in Chapter 5 by introducing particle-hole symmetry and superconducting pairing.

In Chapter 6, we follow the analytical derivations of Zhang et al., showing in great detail that
four MBSs can exist along the boundary of a disc geometry described by the BHZ model added
s-wave superconductivity and a ferromagnetic contribution. The locations of the MBSs are the
positions where the nature of the gap changes from magnetic to superconducting along the disc
boundary. We argue that the disc solutions can be transferred to right-isosceles triangles where
two MBSs are bound to two of the triangle’s corners.

Chapter 7 is devoted to numerical simulations. We first describe the lattice tight-binding
model used to compute the energy spectrum and wave functions of MBSs on various geometries.
Zhang et al. introduced a qubit geometry by combining six triangles in a specific manner, where
the potential in each triangle is controlled independently. Assembling sequences of potential
configurations provides a platform where MBSs can be moved around and braided by electrical
control.

We expanded the numerical search to include a systematic assessment of the contribution of
making the triangle concave on the diagonal and made qualitative assessments of the effect in the
larger qubit geometry. The general trend is that a moderate curvature enhances the robustness of
the device for the isolated triangle. In the larger qubit geometry, the concavity had the opposite
effect, leading to nucleation of MBSs and low-energy excitations that will be detrimental to
the stability of the device. As the MBSs are located at a subset of the geometry corners, the
device geometry and the magnetic field’s orientation are important. In a structure composed of
multiple triangles, a magnetic field oriented in a specific direction will be favorable for some of
the constituent triangles and unfavorable for others. Increasing the number of spatially varying
degrees of freedom can be a possible route to exploit the favorable characteristics observed in
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the isolated triangles. That could include the orientation of the magnetic field, a non-uniform
superconducting phase via external flux loops, or novel geometries.

To understand the model behavior under more realistic conditions, we introduced lattice
disorder on the diagonal of the isolated triangles. Starting with a sine-shaped disorder, we
demonstrated that large-amplitude disorder can lead to the nucleation of new MBSs and form
traps that inhibit the movement of MBSs. As the mobility of the MBSs is crucial to performing
computations by braiding, such traps must be avoided. We then introduced random lattice
disorder along the diagonal and performed a statistical assessment of 1500 randomly generated
lattices as a function of the curvature and amplitude of the disorder. The robustness for each
simulation was recorded as the magnitude of the topological gap.

For the disordered systems, we found that disorder can, under certain conditions, enhance
the gap. In a subset of the generated lattices, the topological gap will close in the presence of
edge disorder. When the gap does not close, however, we expect a significant gap enhancement.
The effect is larger for moderate concavities, and the probability of a gap-closing increases for
the largest curvatures in agreement with the results for the smooth concave geometries. If the
lattices where the gap closes can be identified and isolated, the remaining samples have a high
probability that the gap magnitude increases for small edge disorder.

In addition to the edge disorder, a systematical study of the effects of potential disorder
showed that spatial fluctuations of the chemical potential of up to 5% of the superconducting
pairing has little or no effect on the topological gap. On the other hand, for larger fluctuations,
the variability in the gap increases abruptly.

Having computed the wave functions for all configurations of the chemical potential on the
qubit geometry, we assembled sequences that form various braids. We observed that the MBSs
remain in the same positions independent of whether the edges are straight, concave, or weakly
disordered. In particular, we assembled a sequence that appears to realize the Hadamard quan-
tum gate and used it to emphasize the need for careful inspection of the movement of MBSs as
the chemical potentials change. Specifically, we considered the case where the potential in mul-
tiple regions changes simultaneously and showed by linearly interpolating the chemical potential
between subsequent steps that there is an additional exchange operation that is not revealed
when computing the wave functions only at the start and end points. Adjustments of the device
geometry as well as spatial dependence of the model parameters will also have an effect on the
positions and movement of MBSs and could be used for an advantage.

To conclude, a second-order topological qubit can be realized with a quantum spin Hall
insulator in junction with a superconductor and a magnetic field, but multiple obstacles must
be overcome. While it is conceptually simple to assemble triangles to a larger geometry, the
geometric dependence of the second-order topological phase means that the characteristics of
the smaller geometry are not directly transferable to the larger one. Together with the tuning of
spatially dependent parameters, we found that a detailed examination of the movement of MBS
is crucial to predicting the outcome of braiding operations, particularly when the potentials are
changed in multiple regions at once. Finally, weak disorder can improve the robustness of the
qubit if one can isolate a set of incidents where the topological gap closes.
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Appendix A

Calculation of Topological Numbers

Here, we show in detail, based on [31], the procedure to calculate the topological invariants
for the Chern insulator, i.e., the Chern number or integer Hall conductance. We then proceed to
perform the calculation for the quantum spin Hall insulator presented in eq. (4.1) in the main
text. The procedure we will take follows a series of steps: (1) Find the energy spectrum of
the Hamiltonian. (2) Find the eigenfunctions of the Hamiltonian corresponding to each energy
eigenvalue. (3) Use the eigenfunction for the occupied band(s) to calculate the Berry potential.
(4) Calculate the Berry curvature as the curl of the Berry potential. (5) Integrate the Berry
curvature over all k and all occupied bands.

A.1 Chern Insulator
The Chern insulator can be described by the Hamiltonian in eq. (2.13) with

d= [k, k, M]" (A.1)

where M is a constant mass term. The Hamiltonian has the spectrum

E=+\/d+d+ M=+l =+d (A.2)

where we introduce the convenient notation that £ = +d and defining d as the positive energy
eigenvalue. To keep the discussion general, we will keep d;(k) in the expression and substitute
the model values at a later point.

We find the eigenfunctions |¥1) of the Hamiltonian by expressing them as two-component
vectors

C2

v = 7] (A3)

with two complex numbers ¢; and ¢y for each k. Applying the Dirac Hamiltonian to the negative
energy eigenfunction, i.e., the occupied one,

o d3 d1 — ng 1| . C1
H[Y-) = [dl + tds —ds ] |:02:| o d[02:|7 (A-4)

we can find an expression for the relation between c¢; and cp. The two equations in this system
of equations are dependent, so it suffices to only look at one equation, e.g., the second one,

(dl + idg)cl —dsco = —dco (A5)
and by rearranging the terms
C1 d3 —d
- =" A6
Co dl + Zd2 ( )
A natural choice for the eigenfunction is
1{d3s—d
U_)=— . A.
=) D[dlﬂdJ (A7)

where D ensures that the eigenfunction is normalized. We find D by enforcing normalization,

1 2d(d — d
1:<\Il_|\11_>:72:(ds_d)ﬂ_d%_dg:%

5 D=\/2dd—d3), (A.8)

75



76 Appendix A. Calculation of Topological Numbers

and finally, the normalized wave function is

1 ldz—-d
|\I]_>_\/M[d1+id2]' (A.9)

The positive energy eigenfunction can be calculated in a likewise manner, but it will not con-
tribute to the topological number since, in the end, we will integrate only over occupied bands.
We can now calculate the Berry potential

A= i (|0, |0) (A.10)
for i € {z,y}. Before we proceed, we introduce two helping variables
G=2d(d—ds)=D?  g=d (A.11)

to make the notation easier to follow. The Berry potential is

1 ) 1 ds —d ds —d 1
Ai _ZE [dg —ddi - Zdﬂ ' (Daki |:d1 + idz] + |:d1 + idz] 8kiD>

i , ‘ i 1
=15 — Dk, (ds = d) + (dh — i) O,y +ide)] + 7= ((d3 QP4+ d%)@ki Nl
(A.12)
We split this expression in separate terms and start with the derivative of G~/2, which is
0 1 _ 1 Ok, (2d(d — d
kiﬁ__w k: (2d(d — d3))
1
= — 557z (4d0k d — 2d0k, ds — 250, d) (A.13)
1
= _W((Zd — d3)0k,d — dO,d3),
and the derivative of d is
Ok, d =0k;\/9
_ 1 2 g2 g2
— %a,ﬁ (df +d3 + d3) (A14)
1
= g(dlakidl + do0,; d2 + ds0,ds).
Inserting the derivatives back into eq. (A.12), we get
i ds —d
Ai =5 |dadi,ds = Oy, dy — = (1D, + dodl, da + dad, dy)
+ d1 0k, d1 + d20k,da + id1 0, da — id20k, dy (A.15)
i 2d —d
atez . G’{ d 3 (dlgk,;dl + d28kid2 + d3ak7;d3) — dakidg] ,
where most of the terms cancel, leaving only
1 _
A== dy — d) = ———— dy — dy). Al
i (d10k;d2 — da0k,dy) 2d(d— dy) (d10k;d2 — d20k,d1) (A.16)

G

This is a general result for the two-level Dirac Hamiltonian, but we will now insert the param-
eters for our specific model to calculate the Berry curvature and eventually the Hall conductance
for the Chern insulator. Inserting the coefficients in eq. (A.1), the Berry potential is

ky —ky
Az == 5, Ay = .

The Berry curvature is the curl of the Berry potential, and in 2D, it is

(A.17)

Foy = Ok, Ay — Ok, Ay (A.18)
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7

By insertion,
1 1 1 1
Foy == (c * ’“makza) - (G * ’“yakyc)

1 1
=—— — kza,%a — kyakya
The derivative of G~! is

el G28 ke, (2d(d — d3))
— _@((Qd — d3)Ok,d — dOy,d3)

and when d3 = m is independent of k,

2 2(2d—
Fpy=—=+ w(kmakmw ky O, d)

G G?
2 2(2d—m) 2 4d—-2m

=+ 2 T (2 k) = — =+ R

G G?d G G?d

where k? = k2 + k7. The expression can be simplified further to yield

—4d(d — m)d + (4d — 2m)k?
G?d

—4(k* +m?)(d — m) + (4d — 2m)k?

G2d

m(4k? — 4md + 4m? — 2k?)
G?d

m(2d* — 4md + 2m?)

G2%d
m(d? — 2md + m2)
2d3(d — m)?
m
2(k2 + m2)*/?

Fpy =

The last step is to find the Hall conductance defined by

e? 1

2
F,
Ogy = o d°k Fyy.

To solve the integral, we first make it isotropic and then substitute x = k2,

e? 1 m

Opy = —— | 2wkdk —— =

h 27 2(k2 + m?2)3/? 2h Jo m2+a’

then another substitution z = m? + = and we get our result

/ ﬁ m _e2sgnm
= ) R T e k2

for the Hall conductance in the Chern insulator.

A.2 BHZ model

(A.19)

(A.20)

(A.21)

(A.22)

(A.23)

(A.24)

(A.25)

Using the same method as for the Chern insulator, we find a topological invariant for the QSHI
given by the Hamiltonian in eq. (4.1) which consists of two decoupled spin-blocks where each
has the form of the Dirac Hamiltonian. To calculate the Chern number, we use the continuum
coefficients given in eq. (4.12) as it makes the analytical calculations much simpler. The mass
symmetry breaking term ensures that we find the true value of the Chern number also in the
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continuum model. In the previous section, we showed that the Berry potential has the same
form independent on whether it depends on k or not. Thus, we can jump straight to eq. (A.16)
and substitute the coefficients from the QSH model. The Berry potential has the same form,

k k
A, = A*Y A, = —A*2Z A2
¢ G ) Yy G Y ( 6)
with

G=2d(d—ds),  d=G=1/A2%2+ (M — BE2)". (A.27)

The derivative of G~! is here

1 2

(A.28)

2 2d — d
= (“‘lg)(dlaméh + doOk, da + d3O,d3) — dakidi’))

In the Berry curvature, we get additional terms compared to the simple Chern insulator since
the derivatives of d3 are no longer zero,

2 2%, <2d—d3

Fpy=A2[ = 2+ (A2k, — 2Bk,ds) + 23k$d>

G G2 d
2k, (2d —d (A.29)
2 — w3
. < =2 (A%k, — 2Bk, ds) + 2Bkyd>},
but we can still simplify the resulting expression
Foy=A2|-2 4 2—kQ((zd — d3)(A? — 2Bd3) + 2Bd?)
o G G
_ 4d*(d — d3) — 2k*(2d — d3)(A? — 2Bds) — 4Bk*d?)
T G2d
o [2(A%k2 + d2)(d — d3) — k?(2d — d3) (A% — 2Bd3) — 2BK2d?
T G2d
- (A.30)
_ o d3(—A2K? + 2d3d — 2d3) + 2Bk*(2dds — d3 — d?)
B I Ad3(d — d3)?
2| s = 2BK
| 4d3(d — d3)°
M + BE?
A2
= AT

The Hall conductance is again found by integrating F;,, over all k and occupied bands. We make
the integral isotropic and substitute x = k? as for the Chern insulator,

2 o] 2 2 e o]
gxy:gAQ/ dksziflz/ dﬁ M + Bx 573 (A.31)
heJo 2d hoJo 2 (A2 + (M - B?)

The integral is tedious to solve by hand, but can be looked up in a table to find

e2 A2 B/[A 9 M o A >
Uwy—hw[—d(<2—MB>x+M ) +d<B x+2_MB)L

o (A.32)

where 1
C=B>M*— 1 (A% —2BM) (A.33)
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was used as an intermediate variable to shorten the notation. Reinstating C' and taking the
limits, the expression further simplifies to

AZ
A42(2BM - 47) Bx—M
4(32M2 — (A% - 2BM)2) \/A2x + (M — Bx)?
1B M (4.3
n2\[B] " M|

oo

=%

O'Iy =

no

= (1 +sgn (BM)),

which is indeed integer valued and o, € {0, % .

Recall, however, that this result only holds for the upper spin-block in the original Hamilto-
nian. The Chern number for the system is therefore the sum of the value for the two spin-blocks.
The other block has the d-vector

d=[-Ak, Ak, M — Bk, (A.35)

i.e., do — —ds and otherwise equal. We see that the only effect is that the Berry potential
in eq. (A.16) will have the opposite sign in this case. The direct implication is that the Hall
conductance will have the opposite sign and the contributions of the spin-blocks to the Hall
conductance cancel. It is a direct consequence of the time-reversal symmetry in the system that
the Chern number C = 0. However, the difference between the Chern numbers for the two
spin-blocks, i.e., the spin Chern number is non-zero and is exactly a topological invariant that
we can use to classify the quantum spin Hall insulators. Thus, the BHZ-model of the QSHI is
characterized by an invariant which is the spin Chern number, Cspin € {0,1}.






Appendix B

Supporting Analytical Calculations

B.1 Polar Coordinate Transformation

For the transformation of derivatives to polar coordinates, we have that x = rcosg, y =
rsing and 7 = \/x? + y2, which we can also combine to tan¢ = £. Thus,

_or dp ., 1 2x 0 1Y B 1.
8x*%ar+%a¢f§mar+%<tan ;)(ﬂafcosgoar—;smcpda (B].)

_or do o 1 2 0 1Y o 1
8“3@‘9”8718%’*273;%@,2 8,,+—8y(tan Jj)&pfsmgo&nJrrcosgp@@ (B.2)

Combining the two results, we can use the exponential representations of sin ¢ and cos ¢ to find
the expression

Oy £i0, = % [(ei“" +e )0, — l (e —e ™) 84 + % [(e“" —e )0, + ;(ei“” +e7%) 0,

r
= 6ii¢<(r“)r + ;aw)
(B.3)

Next, we find expressions for the second derivatives in polar coordinates using an arbitrary
function u = u(r, ) = u(z,y) along with the first derivatives derived above:

0%u 1. 1.
2 = (coscpar - s1n<p(9¢) <cos<p8Tu - Slnsﬁacpu)

1 1 1 1
= cos? p 0%u — cos ¢ 0, ( sin (“)wu) — —sin@ d,(cos ¢ Oru) + —sinp O, ( sin (‘“)wu)
T T T T
(B.4)
0%u

1 1
o2 = <sin ©Or + 5 o8 8¢> (simp Oru + L cosy 8¢u>

1 1 1 1
=sin?p O*u +sin 0, ( cos 8¢u> + — cos ¢ 0, (sin ¢ Oru) + — cos v Dy, ( cos &Pu)
r r r r

(B.5)
Expanding all derivatives and sorting the terms, we end up with
. 9 . . .2
sin” ¢ cos psing CoS @ sin sin”
02 = cos® p0? + 2 83, — QTGE“’ +2 3 Op + " Oy (B.6)
2 : : 2
. cos® cos psin g cos psing cos”
8; =sin? 0% + 2 83, + 277”2 83¢, -2 2 Op + , Or (B.7)

sharing equal cos ¢ sin ¢ terms, but with opposite signs. The similar structures allows simplifying
to

1 1
6§+8§:83+r—28§0+;8,. (B.8)

when combined in the same way that they appear in the main text.
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B.2 Energy Eigenvalue for the Disc

Here, we outline the details of the derivation of the energy eigenvalue ¢ for the secular equation
in eq. (6.27). First, expand the parentheses and sort terms with equal powers in A; and A,

muv’

R

(6 —my) (A2 — A1) +m(A A3 — AThs) + (A3-X)) =0 (B.9)
seeing that the terms independent of \; cancel in the expression. All terms now contain a factor
(A2 — A1) that can be factored out, leaving the equation

V/

(ev —my) +mAi s + mE()\l + A2) = 0. (B.10)

The equation is more complicated than it may appear due to the form of \; derived in eq. (6.21).
It is easier to work with A\?, so we reformulate the sum and product of the ;s in the following
manner.

Using Vieta’s formulas, the roots of a polynomial can be related to the coefficients of that
polynomial. Specifically, if we have a polynomial in z

azx® +br+c=0 (B.11)

with roots 1 and x5, Vieta’s formulas states that x1 + 22 = —g and z17e = <. Substituting A2
for z and taking the coefficients from eq. (6.19), it is straightforward to find

—2mm,, + A2 m, A2
2 2 20" 2 2 2,02
ov2 En—my— A" e omp  APv
M= = T e e (B.13)

Together, these two expressions also provide the explicit form

AL+ Ag = i\/Af A2+ 2,/A2)2 (B.14)

and
A2 = +4/A3A3 (B.15)

In the final result for A;/o, it will turn out that we must have A; + A2 > 0 so we let the left
+ — + ineq. (B.14).
Inserting the relations for A% in eqs. (B.12) and (B.13) back into eq. (B.10) results in

my’ | A2 m

gy — My + m)\l)\Q = _f w - 2# + 2)\1)\2. (B].G)

We can now square both sides and isolate A\; A2 on the right side,

AQ V/2 V/2

2,12
(e, — ml,)2 + mQ)\%)\g — g F2mmy,— = Mg (2% —2m(e, — ml,)>. (B.17)

R R?

Substituting A?\% and squaring both sides again gives

12 2 1 /A2, U2 2
(2m,, <ml, + mR2> — 25,,m,,) =— <R2 —e2 4 mi) m?2 (2mR2 +2m,, — 25,,) (B.18)

/2
m2(mo —€,)* = <A2I]j%2 —e2 4 m?,) (mo —e,)° (B.19)

If €, # my, the solution for ¢ is

l//
e, = %A 5. (B.20)
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Since we have squared the original equation multiple times, we must check whether the result
is indeed a solution and which sign is the correct one. To determine the correct sign, we insert
the solution back into eq. (B.10), allow both A and m to be positive or negative, and recall that
mmg > 0 was assumed initially in the main text. Depending on whether |mg| < |m|%z, m, can
have both signs. The resulting equation is

2

+, |A|— —sgn(m,,)|m,| £sgn(m |m|\/ +sgn \m\ sgn(m,,)|ml,| +2 m2 =0
“sgn(m)[m| m

(B.21)

using =+ for the sign in the solution for €, and the other two +s corresponding to the sign of
A2 = /2222, Moving the absolute values into the square roots, the equation simplifies to

+, \A|% — |my|[sgn(m,) F sgn(m)] + sgn(m)g\/A2 -2 [Ssggr;(g:;)) ¥ 1] |my|lm|=0 (B.22)

It is now clear that teh second term and the last term under the square root cancel since any
combination of signs of m and m,, can be canceled by choosing the appropriate sign for y/AZ\2.
Thence,

/
+, |A| 4 sgn(m )\A|%:0 (B.23)

and the there is only one valid solution for €,, namely,
V/
€, = fsgn(m)|A\E (B.24)

or equivalently

1//

l//
€= — sgn(m)|A|E + M-

(B.25)

B.3 Energy Spectrum on the Disc Boundary

The energy spectrum along the disc boundary is found by setting the determinant of the
matrix in eq. (6.48) equal to zero. Expanding the determinant, we get

(14€ = p— O (~iAE — = ) (A% + (= )" = M) = A}(~iAE + i~ )}
+iM{iM<A2£2 +(u—e)? - MQ) + iA(Q)M}
n AO{AO(—M2 n Ag)  A(AE + 1 — €)((AE + pu+ e)} -0
(422 + (u+ ©)%) (4262 + (u = € = NI?) = AB(AZE? — i + € + 2ipA¢)
—ABNE - B2 ( A% + (u— o) - 1%) + AF(A3 - 12)
+ AF(—A%E + p® — € 4+ 2iA¢p) =0

(B.26)

To find the energy spectrum, we sort by powers of ¢,
~ ~ 2 ~
el 2e?[ A% N2 - A2 ﬂ + {(A“'g? M- A2 4 ;ﬁ) FANZ2 4A3M2} —0 (B.27)

and solve for the energy squared

€2 = (W FA2 42 A2§2) + 2\/M2(Ag +u2) — pu2A2e? (B.28)

through the quadratic formula for €2. We can also write the spectrum in terms of the momentum
Dy starting from the Hamiltonian as it is written in eq. (6.45), giving us

€ —(MQ—I—AQ—I—M + A%p )iQ\/MQ (A + p?) + p2A2p2. (B.29)
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B.4 MBS Wave Functions

To determine the Majorana bound state wave functions, we first find an explicit expression for
¢ appearing in eq. (6.48) before we determine the placeholder functions ¢; in the same equation.
The equations in eq. (6.48) are dependent so we will find the functions in terms of ¢4 which we
then set to 1. We let € = 0 in eq. (6.49) and insert p> — —¢2. Then we can solve for ¢ by
isolating the square root and squaring both sides,

(812 + A3+ - A2§2)2 = 4 (N2 (AF + p2) — p2a%e?)

et s (7))« (3 (7))

~ ~ 2
s o (Do) M2 g2 Ao\* M2y
o= <<A> et <A> e ) 0

(B.30)
resulting in a fourth degree polynomial in £. A fourth-order polynomial function
f(z) =2a* — 222 (a® +b) + (a® — b)2 (B.31)
has roots & = +a & v/, so we can immediately write the solutions for & as +£&; /2 where
A M? — ;2
frp="Lt (B.32)

A A
&1 has a + before the square root, so the real part of £; will always be positive. For &5, the real
part is positive when

A2y (AN

.2 0
as is also seen in Fig. B.1. In other words,
A A
©Ya = 7Sin_1 <]\40) < %) < Sin_l <]\40> = @1, ©2 < [%2) < ©3 (B34)

and the positions where & changes sign are precisely the band crossing angles ¢; from eq. (6.56)
in the main text.

2m

)
ro]=
3
g -

'S._Q

Figure B.1: The real part of the localization functions &; and &, as functions of ¢. The band
crossing angles from eq. (6.56) are marked with black dots.

We now have all we need to determine the MBS wave functions by solving eq. (6.48) for ¢;.
Since & = 0 at all ¢;, we first find general expressions for the wave functions to avoid division by
zero. It is also convenient given that we have multiple solutions for & that are valid in different
regions; we can then derive a general expression and insert the expression for £ in the end.
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Writing out the matrix equation in eq. (6.48),

iMoo 1AL —
=——¢€ Y3 — B.
¢ Ay ¢ A, cy (B.35)
1AE + iM
co = io 'uc;; - A—Oe Yey (B.36)
- A
Cc3 = e'? + ! 5 * i 2 (B37)
0 Ag
iAE — iM
Cy = io ’ucl + Ioe Yeg, (B'38)

and substituting egs. (B.35) and (B.36) into eq. (B.38), we obtain

AL —p M, PAE — iM [ iAE+p iM .,
Ccq = Ay ( AOe c3 A cy | + AOe A, c3 AOe cy |- (B.39)

Isolating c3 and ¢4, we get a new equation,

cs__ AF+ (1A — 1) — M? (B.40)
cyet? 2M A€ ’ '

expressing c3 only in terms of ¢4. A general expression that captures all possibilities for £ is

Ao /M2 — u2
== I il/z T = ifl/z, (B~41)

keeping track of the possible sign combinations separately using the subscript on one “£”. When
we insert eq. (B.41) into eq. (B.40), we get

2
o A2+ (ii(Ao £1/9 \/ M2 —;ﬂ) —u) — M?
i - =
cae j:2M<A0 )y 1/ M2 —,ﬂ)
~ ~ 2 ~
A2 — M? — (AO t1/9 ) M? — ,ﬁ) 12iu(A0 t1/9 4/ M? — ,ﬁ)
iQJ\ZI(AO £1/9 \/ M2 —,ﬂ)

(82 - a12) <A0 SN ,ﬂ> - (32— <A0 0 /37— uz) ¥ 2iu( A% - 11?)

+oNT (A? - M2)

(Ao F1/2 \/ﬂ) - (AO t1/24/ M? — MQ) + QiM(AQ - M2)

+2M

B :Fl/z\/M2 — W2 Fip

+M
M2 — 2 (4 )i
= :l: = .
(:F1/2 ) i

(B.42)
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For ¢; and ¢z, we substitute the result for ¢z in egs. (B.35) and (B.36), respectively, to get

) ~27 2 = . ~
2 iZ<AOi1/2VM M>+N :Fl/z\/MZ*lﬂ:FW M

cqet? Ao +M A
(12)io 312 — 2 = Dot i(N2 — 2) Fajo i/ N2 — 2 2 0 312 — 2
- +AgM
(FE2)iAF — Agp
+AgM
= Z‘w
M
Aog(EE2)ip
- i1/217~/’
(B.43)
v Y . ~ ; T2 2
a M ?1/2\/M27—,u2¥m v, :H(AO *1/2 \/ﬂ) 1
Cyq B AO iM ZEM AO
= X i - i (B.44)
:lzl/QUM\/]MQi_“2 FuM —iAoM F1/2 11\4\/]\427—112 + uM
- +A M
= Fi.

By looking at each of the MBS positions one at a time, we find one localized wave function
in each position. For the MBSs to be localized, the wave function must increase for ¢ < ¢; and
decrease for ¢ > ;. Since the localization function £ appears in an exponential in the wave
function ansatz (6.46), we require Re(§) > 0 for ¢ < ¢; and Re(§) < 0 for ¢ > ¢; for each of

the four positions. At ¢ = 1, we have M = Mysingp; = A and thus, /M2 — 2 = Ay. For
angles smaller than 1, the appropriate solutions for £ are £ and & which both gives Re(§) > 0,

and likewise ¢ > 7 requires us to use —&; and &>. At this point, we set ¢4, = 1 without loss of
generalization, and we introduce an angle ¥ such that

pit — Dot ip
A

(B.45)

to ease the notation. That requires that the right side has an absolute square of unity which we
easily see is fulfilled by our previous definition that A = /A2 + p2.
For &7, we use two plus signs in egs. (B.42) to (B.44), and the wave function components are

[cr c2 s cy] =[—i iee —ePe 1] (B.46)
Likewise, £ = —&; gives
[i de~ el emele 1] (B.47)
and for &,
[—i —ieelv emele 1], (B.48)

The general wave function is a linear combination of the expressions for & and &,

)

v as(—&1) [z je"Welr  emiWeip 1]T + 8= (&) [—i —je~ Wi —iWeip 1}T, > Q1
1= o o o o
ac (&) [fi jelleiv _eideiv I]T + B<(&) [fi —je"Welr  miWelp I]T, p <1
(B.49)
using a (££;) = e[ &Rde I we require continuity at ¢ = o1, the wave function reduces to
]T

Uy =B (&)[~i —ie"We® el 1] (B.50)
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and only £ = &, gives continuity. Similarly, we can find the wave functions for the other three
MBSs. Around ¢s = —p;1 + 7 we still have

M = Mysin (—p; 4+ 7) = Mysing; = A (B.51)
and that —&; is the value that gives continuity. At @3 = 1 + 7 and ¢4 = —¢1,

M =M, sin +7) = —Mysing; = —A

5 osin (1 ) 0 S 1 ) (B.52)
M =Mysin (—p1) = —Mpsing, = —A,

and & and —&; are, respectively, the values required to make the wave functions continuous at
the MBS positions. Thus, the three remaining wave functions are

Uy = fo(~&)[i iee —ePeiv 17
Uy = Bo(&)[—i e eir —eWeiv 1T (B.53)
\114 — B<(_£2) [Z ieiﬂeicp eiﬁeigp l]T

It is worth noting that £ = +&; are the solutions that make the wave functions continuous at
the angles ;. Precisely at those angles, £&; = 0, agreeing exactly with the result in the previous
section that we have band crossings at ¢; only when the momentum p = 0.

B.5 Calculation of Fusion Strengths

The fusion strengths of two MBSs are determined through
Fyy = (Wi T1¥)] (B.54)

ViV
where T is a hopping operator
4m A(1+1) 1
—A(1—i) —4m
4m A(l —1i)
—A(l+1i)  —4m

ﬂ)
I

4m A1)
A(l +14) 4dm

N[ =

—4m  —A(1+4)
A1 — 1) 4m

(B.55)
equivalent to the expression in eq. (6.61). We first find explicit expressions for the wave function
basis similar to that in eq. (6.58), but including the phase of the superconducting pairing as
stated in eq. (5.19),

Hp = Agrysye” ™9 (B.56)
where ¢ is the SC phase and the sign differs for particles and holes due to the presence of 7, in
the exponential.

Being initially left out and then reintroduced by a projection onto the boundary modes,
the SC pairing makes no difference in the derivation until the projection in section 6.2. The
projection operation now becomes

Hij = (U] Agrysye” ™ + Mor.s,|¥;) = (U;|Hpr50|;) (B.57)

by introduction of the pairing phase e~*"=¢. With the additional phase factor, applying Hys sc
on the basis states

1 0 0 0

—iel? 0 0 0
0 1 0 0
0 et 0 0

T, p ~ 0 U, | ~ 0 Unt~ | Uy |~ 0 (B.58)

0 0 e~ 0
0 0 0 1

0 | 0 | 0 | —ie' |
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in the same manner as previously yields

[ 0 | [ My i [ 0 T [ —Age?
0 iMge 0 iAgei(#te)
M, 0 Aget® 0
—iMye'# 0 iAge i e—?) 0
0 ’ Age™ ’ 0 ’ — My (B.59)
0 iAge (¥ +?) 0 iMoe™?
7A0€71¢ 0 — M, 0
[iAgelP= ) || 0 | | =iMee=* | | 0 |
and the boundary mode Hamiltonian is thus
0 Mo(1 — e~ %¥) 0 —27pe"
,)q‘ o Mo(]. - €2i4‘0) 0 2A0€i¢ 0
b 0 2Age ™ 0 —My(1 — e*%) (B.60)
AN 0 —Mo (1 — e™2%) 0

_ —iT2 r —iT.S
=Agrysye” 2% — Me =595,

Conveniently, when we insert i4s, — 7,4 on the diagonal and set the determinant equal to
zero to determine &, the phase factors cancel and the spectrum and the localization function &
remain the same. In the determination of the components ¢; of the eigenfunctions, we quickly
find the difference due to the SC phase by looking at the dependence on ¢ only;

ci~e e+ e ey~ (e +eey) + e (e%cs + €%cy), (B.61)

so c3 will remain the same since the SC phase cancels. For both ¢; and ¢, the phase e’ appear
in both terms and we may simply multiply the resulting expressions with €' to get the new
eigenfunctions

Wlfv[4¢a¢ —ieile=0+9)  i(e—) 1JT Wzrv[k¥¢ ietletd+e)  _ile+d) | T

(B.62)
Uy~ [—ield ieile019)  _eile=0) 1]T Wy~ [iei jeilerite)  cilero) q)T

i(p—0+¢—%

By extracting a phase factor (e.g., e )/2 for U1) and applying the result for the orbital

basis (6.40), the wave functions are

[ p—ile—v-0+3)2 | [_o-ilero—o+3)/2] [ g-i(e-v-9-3)2 | [ o-ile+0-4-%)/2
_oi(etotots)/2 oi(o—0+d+3)/2 ot (pto+d—3)/2 oi(p—0+0—3)/2
ei(wwmg)/z ei(¢+19+¢ z)/2 _ei(¢fﬂ+¢+g)/2 ei(¢+ﬁ+¢+g)/2
o—i(ptv—9-3)/2 e~ i(e—9-90-%)/2 e~ i(pt9-0+5)/2 _ei(p—0-0+5)/2
i(p=0—0+%)/2 _iletv—o+3)/2 ci(p=0-0-%)/2 ci(eto—9-3)/2
_emi(eto+o+3)/2 e~ i(e=0+o+5)/2 e~ i(et0+e—5)/2 e~ ile=0+6-5)/2
e i(p=0+0-5)/2 —i(p+0+o—3)/2 _emi(e—0tot5)/2 —i(p+0+o+5)/2
pi(prd—0—%)/2 ei(so—ﬂ—qs—%)m pi(pti—¢+3)/2 _e( —0—¢+%)/2

(B.63)

in the full basis of the Hamiltonian. We now calculate the fusion strength in eq. (B.54) for each
pair of wave functions, allowing the MBSs to come from different islands by marking all phases
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for the island of the second MBS with 's. For the F,,.; element,
(U |T|W)) = eile—0—d+m/2)/2 <2m o' =0 —d'+3)/2 _ g(l + i)ei(w’+19’+¢’+g)/2)
ot HI+otm/2)/2 (1;1(1 T Z-)efi(@’fﬁ’ftb%g)ﬂ Lom 6i(9@’+19’+¢'+’2')/2)
_ iloto—¢—n/2)/2 (;1(1 +i)el (¥ =5)/2 4 o e—i(v’+ﬂ’—¢’—3)/2>
— e—ilp—0—0+7/2)/2 (2m eile'=0'—¢'+3)/2 | g(_l + i)ei(w+ﬂ9’+¢’+§)/2)
ilpFo+otn/2)/2 (1;1(1 + i)ei(w*ﬁ'*d"*%)ﬂ —2m ei(ﬂ"/+’9/+¢,+g)/2>
— eilp=9+¢—m/2)/2 <2m ei(e -0+’ ~5)/2 + g(l + i)ei(“°/+ﬂ/_¢/_g)/2>

e lervmemn/a/ (;1(1 — i)e i V4 =3)/2 | o (¢! -0'~3)/2

(B.64)

where we may now combine exponential terms to trigonometric functions through
e e ™ = 2cos, e — e = 2sin . (B.65)
In eq. (B.64), the leftmost exponential in the first and fifth lines are complex conjugates, as are

the leftmost exponentials in the second and sixth, third and seventh, and fourth and eighth lines.
For brevity, define

_ /
5 = ¢ 5 ¢ (B.66)
for the difference in the SC phase and likewise
9+ -
Oy = o =2"% (B.67)

7

Then,

<\111|T|\I/'>—2m[2zsm( — - —6¢) +2isin (o + 9 +0¢) — 2isin(p_ + 9 —09)
— 2isin (p_ —197-5‘5(25)}_g[%Sin(@*_ﬁ’_(M_g)
+2isin<<p++19 + 66+ )+2isin(<p+—z9,+6¢—g)
,Qisin<¢++19_f§¢77)}—i§[2c03<<p+719_*5¢*g)
+2cos<go++19,+5¢+§)—2C05(80+_19*+5¢_g)

— 2cos (<p+ +9_ —dp — g)],
which we may further simplify by applying the trigonometric identities

2cosa cos B =cos (o — ) + cos (o + ) ( )
— ) —cos (a+ ) (B.70)
+ sin (a — B) (B.71)
(B.72)

B)
f) —sin (o = f).

(
(a

2sina cos B =sin (
(

2sin « sin 8 = cos
o+
2cosa sin 8 =sin (a +
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Because we will eventually take the absolute value, we discard 7 appearing in all terms, and the
trigonometric identities can be used to write the fusion strength as

(04| T W) =8m [sin 6 cos (p_ +9I_) — sinde cos (o —I_)]
oo -y (- 3) ot 0 (8953) o
+sin (¢4 —9J_) cos (&b— f) + sin (¢4 +Y_) cos (6(;5—1— g)}

With cos (:c + g) = Fsinz, we can isolate a factor sin d¢ and apply the identities in egs. (B.69)
o (B.72) again to get

(04|T|¥)) = sind¢ sin_(—16msinp_ — 4Asin g, + 4Acos @y). (B.74)

The expression of interest is the fusion strength as a function of the tunable parameters §¢ and
w1 through 9. In that case, we have

(U4 |T| W) ~ sind¢p sin_. (B.75)
When we look at MBSs on a single disc, ¢ = 0 and p = 4/ implying 9_ = 0. Them, (U|T|¥;) =

0 as expected.
For F.

14+ we perform the same procedure, writing out the sum explicitly as

(103 =i o0on/202 (e (482 g D1 (040 )
1 emiletOrptm/2)/2 (;1(_1 n i)e—i(@/+ﬂ’—¢’+g)/2 L om ei(«p'—ﬂ’+¢/+§)/2)
L il dto—n/2)/2 <2m Gile 0+ 3)/2 g(l _ i)e—i(w/—ﬂ'—¢'—’;)/2>
ilpt0—3—7/2)/2 (;1(1 +i)el (P =5)/2 | o, ei(*"ﬁ'¢’5)/2>
_ emile—0=¢+7/2)/2 (2m cile'+9 =o' +3)/2 | g(l - i)ei(¢’0’+¢'+§)/2)
oilp+O+o+m/2)/2 <_/21(1 n Z->€i(go/+19’—¢’+§)/2 1 om e—i(go'—ﬂ’+¢/+’2')/2)

_ ilo—t+6-m/2)/2 <2m€—i(¢’+ﬂ'+¢'—g)/z N §<1 N Z’)ei(sa/—ﬁ'—d)'—’{)ﬂ)

)

+ e ilpFI—d—m/2)/2 (’;(1 — i)e—i(w’+ﬂ'+¢'—%)/2 4+ om (¢ =0 =0 —%)/2
(B.76)

contracting the exponentials to trigonometric functions,
(U, |T| W) = —4im {sm( — 9y —8¢) +sin(p_ + 94 +d¢) +sin(p_ — Iy + )

2)

+sin(p_ + 94 — §¢)} + iA[sin(cp_,_ — 9y — 00+ 5) + cos(<p+ — Uy — 0+

\}

. s s . s
+sm(<p+ +U4+ 60+ 5) +Cos(go+ +94+60+ 5) - sm(<p+ — Uy + 09 — 2)
m . 71' m
—cos(gp+ — V4 + 09 — 5) — Sln(<p+ + 94 —0¢p — 5) — cos(g0+ + 94 — 09 — 5)]
(B.77)
and using trigonometric relations to simplify the resulting expression to
(04| T|Wh) = —8i {sin w_ cos (U4 + d¢) +sinp_ cos (P4 — 5¢>)}
+21A[ —cos (p4 — V4 ) sin (5(;5 - 7) + cos (¢4 +Y4) sin (5(;5 + 2) (B.78)

+sin (¢4 — 94) sm( ¢ — 5) —sin (o4 + 94 ) sin (5¢+ g)}
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The fusion strength between ; and 74 (on two different discs) is then

(01| T|Wh) =cosd, cosdp(—16sinp_ + 4Acosp, —4Asing,)

(B.79)
~cos ¥y cosdop.

For the remaining fusion strengths, we apply the same procedure by combining pairs of
exponentials that are complex conjugates. We repeatedly apply the trigonometric identities in
egs. (B.69) to (B.72) to rewrite and simplify the result:

(W [ F195) =dim[sin (¢ =0 — 66+ 2 ) —sin (o +0_+66+2) +sin(p_ —9_+50— )
— sin (cp, +9_ — 8¢ — g)} + iA[sin(cer —9_ —§¢) + cos(pr —I_ — d9)
—sin(py + 0 +60) — cos(ips + 9 +86) — sin(py — I +69)
— cos(ps — I+ 60) +sin(p +9_ — 3¢) + cos(py + I — 5¢)]
:8im[ — cos (tp_ + g) sin(v_ + d¢) — cos ((p_ — g) sin(d_ — 6(;5)}
+ 2iA[ — cos 4 sin(¥_ + d¢) + cos g sin(d_ — 6¢)
+ sin g, sin(d_ + 8¢) — sin . sin(d_ — 5¢)]
= —8im [sin p_sin(d_ + d¢) —sinp_ sin(J_ — 6¢)]
+ 2iA{ — COs @4 cosV_ cosd¢p — sin @ cos ¥ sin 6@5}

= — (16imsinp_ + 4iAcospy + 4iAsinp, ) cos¥_ sin i
(B.80)

T g ™ ™ _ o
(04| T %) —4zm[sm (go, Iy — 00+ 2) sin (cp, +U4+ 60+ 2) sin (go, V4 + 00 2)
+ sin (cp, +94 —0¢p — g)} + z'A{sin(gp+ — 94 — 09) + cos(py — V4 — 09)
—sin(p4 + Iy + 5¢) — cos(p4 + Iy + 5¢) +sin(pr — Iy +59)
+ cos(py — Uy +0¢) —sin(py + Uy — 0¢) — cos(py + Uy — 5¢)}
. . ™ ) T
=8im [ —cos(p— —I4) sm(éqﬁ - 5) —cos(p— +94) s1n<5¢) + 5)}
+ 2iA [cos Spsin(py —9y) — cosdgsin(py +94)
+ cos dp cos(p — Iy ) — cosdgcos(py + 19_)}

= (16imsinp_ — 4iAcospy + 4iAsin py)sind; cos o
(B.81)
Because of the inversion symmetry between the wave functions, it is sufficient with the four
calculated fusion strengths to deduce the fusion strengths for all combinations of MBSs on two
separate discs.






Appendix C

Supplementary Numerical Results

C.1 Small Concavity and Finite Size Effects

A moderate concavity of a« = 0.077 decreases the minimum topological gap. A finite-size
effect is also seen by comparing the solutions on triangles with sides of 50, 70, and 90 lattice
points in Fig. C.1. The gap is slightly smaller for the two larger lattices than for the smaller one.
In addition, the higher excited states are shifted to lower energies as the lattice size increases,
leading eventually to an inversion of the excited states for the largest lattice. However, the exact
form of the excited states is unimportant as long as they remain well-separated from the MBSs.
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Figure C.1: Comparison of small-concavity triangles on 50 x 50 and 90 x 90 lattices and to be
compared also with Fig. C.2b. All parameters are equal except for the lattice size. The smaller

lattice has a slightly larger gap for large p than the larger lattices.

93



94 Appendix C. Supplementary Numerical Results

C.2  Concavity on a 70 x 70 lattice

The results for a series of 70 x 70 triangles with smooth concave diagonals are shown in
Fig. C.2. When the diagonal is made concave, the mobile MBS smears out along the diagonal
for a large range of u. Moreover, for the largest «, the mobile MBS never localizes completely
in the lower right corner. The largest gap appears for a = 0.257. For av = 0.457, the gap is very
small in a small region around g = 0.6A¢, but otherwise large.
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Figure C.2: Numerical solutions on 70 x 70 lattice with different . By introducing concavity on
the diagonal, the gap first decreases for a« = 0.077 before it increases for the moderate o = 0.257
and decreases in a narrow region of y for a = 0.457.
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C.3 Triangle Wave Function at Zero Potential

When g approaches zero for the triangular geometry in Fig. 7.7, the gap is small but finite,
as seen in Fig. C.3. By increasing the resolution in u, we confirm that the gap is finite and on
the order of 1-1077Ay as seen in Fig. C.3. In comparison, the MBS splitting at ¢ = 0 is on the
order of 6 - 10719A, several orders of magnitude smaller.
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Figure C.3: Close-up simulation for small g. The gap is finite and on the order of 2-10~7A at
pn=0.

C.4 Tuning of Model Parameters

Tuning the model parameters that enter in eq. (6.1) affects both the degree of localization of
MBSs and the topological gap as demonstrated in Fig. C.4 where A and A are slightly larger
than the standard parameters. With the standard parameters in table 7.1, the MBS on the
diagonal can be fully localized in the upper corner, but it never reaches the lower right corner
(see, e.g., appendix C.2). The localization is altered by tuning the model parameters, and the
MBS can reach both corners when A and A are made slightly larger than for the standard case.
The gap is also enhanced by tuning the model parameters.

n=014, n=052A, n=076A,
70 70 70 ~r
& 0.08
60 60 60} % 006
50 50 50 0.04
40 40 40 002
w

30 30 30 002
20 20 20 004
10 10 10 i 0.06
e o & e 008

0 0 0 cR-wNLmMDTEBEOn N D
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Figure C.4: 70 x 70 concave triangle with @ = 0.377 and model parameters mg = 2, m = 1,
A=12,Ag=0.6, My =0.8. The MBS on the diagonal moves equally far towards the upper and
lower left corners for high and low u respectively. The topological gap is large, approximately
0.05A,.

C.5 Edge Disorder Variability

The lattices with edge disorder on the diagonal yield vastly different energy spectra despite
all parameters being the same. An example is shown in Fig. C.5 where one configuration has
a large gap, and another disorder configuration generated with the same parameters has a gap
closing. The two differ in that the latter has a disorder-induced cavity in the boundary that
binds an MBS for a range of u; when p is sufficiently small or large, the MBS locates in the lower
right and upper corners, respectively.
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p= 0.1A0 p= 0'3GAO p= 0.64A0

50 50 50 . 0o
40 40 40 0.06
0.04
30 30 » 30 0.02
o w
20 20 : 20 -0.02
-0.04
10 e 10 10 006
0 - 0 - 0 - -0.08

0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50 SN IR R
Ag)
p=044, 1=036A, p=064A
50 50 50
' 0.08
40 40 40 0.06
0.04
30 30 30 0.02
b W
20 i 20 20 -0.02
i 004
10 10 10 006
o2 oL# oL¥ -0.08
0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50 SN @R
1(Ag)

Figure C.5: Simulation of disordered 50 x 50 triangles for two edge disorder configurations and
all other parameters equal. The edge is concave with o = 0.327, and the disorder has amplitude
2.0 and 20 peaks. In the first configuration, the gap magnitude is decent, while in the lower
configuration, the gap closes entirely. Furthermore, the lower configuration has a cavity in the
edge that binds the MBS for a range of p and reduces mobility. Despite the reduced mobility,
the MBS still moves between the triangle corners but is located on the defect cavity for a range
of u.

C.6  Qubit Lattice Spectra

Fig. C.6 shows the energy spectrum for an MBS exchange on the qubit lattice with straight
edges. The potential configuration steps correspond to the exchange demonstrated in Fig. 7.19,
and the steps are connected by linearly interpolating the potentials between each step. The gap
remains finite through the exchange, but the first excited state has an energy of around 0.01A¢
for a significant part of the exchange. The same spectrum for the concave edge (o = 0.257) qubit
is given in Fig. C.7. Between steps three and seven, the first excited state is very close to the
MBSs, and the gap appears to close at two points, indicating nucleation. Thence, the concave
geometry is unfavorable in the composite lattice in contrast with the isolated triangle case where
the concavity enhance the gap.
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Figure C.6: Spectrum for the MBS exchange in Fig. 7.19 with potentials linearly interpolated
between each step (20 points between each step). The geometry is the qubit composed of 45 x 45
straight-edge triangles. There are four quasi-degenerate, isolated zero-modes in the middle of
the spectrum and one pair of low-energy excited states residing around E = 0.02A for the first
four steps.
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Figure C.7: Spectrum for MBS exchange for a qubit geometry composed of concave 65 x 65
triangles with a = 0.257 corresponding to the exchange in Fig. 7.21. The first excited state is
degenerate with the MBSs between steps 3 and 4, and between steps 6 and 7.

C.7 The Hadamard Gate Braid

Fig. C.8 provides the complete scheme of potential steps that realizes a braiding similar to
the Hadamard gate braid in Fig. 3.3. There are four MBSs, of which one is passive and stays
in the top corner throughout the braiding procedure as seen in Fig. C.8. There is a minimum
of 18 steps of configurations for the chemical potential, changing only one at a time for each
exchange operation, but five out of six between different braiding operations. We emphasize that
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Figure C.8: Full scheme to perform a Hadamard gate by tuning electrical potentials in different
regions. The MBSs are marked with numbers such that the exchanges replicate the exchanges
in Fig. 3.3. The sequence follows row by row, where each row exchanges two MBS in the way
marked in the rightmost lattices in the corresponding row. Note that the rightmost lattices in
the first and second rows have the same configuration as the leftmost lattices in the second and
third row, respectively, so one needs 18 steps in the potential configuration for the gate. The
triangles have sides of 45 lattice points.
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" [0,1,0,00,0]  [L,0,1,1,00]

Figure C.9: A selection of the wave functions for the interpolation between the [0, 1,0, 1,0, 0] and
[1,0,1,1,0,0] potential steps. The MBS on the upper right corner hybridizes with the top MBS
in the second step. this is also apparent by the energy splitting of the MBS seen in Fig. 7.24.
The wave function then spreads out around the upper square geometry before ending up with
localized MBSs on the top and upper right corners.

[0,1,0,0,0,0] [1,0,1,1,0,1]

Figure C.10: Selection of the wave functions for the interpolation between the [0,1,0,0, 0, 0] and
[1,0,1,1,0,1] potential steps. Similar to Fig. C.9, the MBSs in the top and upper right positions
hybridize which is again seen in the spectrum in Fig. 7.24. The MBSs are not well-defined during
the process, but localizes in in the corners again in the last step.

due to the transitions between the exchanges where the potential changes in multiple regions,
the scheme does not precisely perform the Hadamard braid.

The transitions between the exchanges, i.e., the rows in Fig. C.8, can go directly from the
last configuration in the first row ([0,1,0,0,0,0]) to the first configuration in the second row
([1,0,1,1,0,0]) as demonstrated in Fig. C.9. It can also skip either the last configuration on
the first row, going from [0,1,0,1,0,0] to [1,0,1,1,0,0] (Fig. 7.25), or the first configuration
in the second row, going from [0, 1,0,0,0,0] to [1,0,1,1,0,1] (Fig. C.10). As we demonstrated
in Fig. 7.25, the wave functions for [0,1,0,0,0,0] and [1,0,1,1,0,0] are in general not equal
and are connected by an additional exchange of the top and upper right MBSs. Moreover, the
MBSs hybridize in the transitions in Figs. C.9 and C.10, so that we cannot predict the exchange
statistics.

C.8 All Qubit Lattice Solutions

In Fig. C.11, solutions for all 16 potential configurations that have p; = pq and po = p,
are shown and marked with the potential vector. The wave functions for the 16 lattices with
t1 = by and po = pg are shown in Fig. C.12. The lattice geometries are distributed on qubits
with straight, concave and disordered concave edges, but the MBS positions are the same for all
the geometries.

We note that for some potential configurations, there are only three MBSs. Two MBSs can
hybridize and split away from zero, so there are only two MBSs left on the lattice. However, the
wave functions are summed over the eight bands and lowest four eigenvalues, so the hybridization
split MBSs still show up in the figures, even though they behave like the first excited states.
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Figure C.11: Wave functions on the qubit lattice for all combinations of u; that have pu; = pg

and py = p,. Each lattice is marked with a vector p = [ul 2

,u(;]. On the second row,

there are only three localized states since two of the MBSs hyridize in these configurations. The

constituent triangles have sides of 45 lattice points.
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Figure C.12: Wave functions on the qubit lattice for all combinations of u; that have p; = p,
and po = pg. (a) The first eight potential configurations are illustrated on the concave edge
with o = 0.257 and the constituent triangles have sizes 65 x 65. (b) Second half of the potential
configurations, shown on the geometry with concave disordered edges made from triangles with
L =55 and a = 0.257. The disorder is random with amplitude 1.5 and 20 peaks.
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Appendix D

Numerical Code

Here follows the Matlab code used in the numerical simulations. The first script is an example
script to demonstrate the interface of the code, while the central parts of the solution is performed
inside the solveLattice function. The code is written in Matlab R2021b.

%% Ezample model

/% Low and high potential
mu_d = 0.1*Delta_O;
mu_u = 0.55%Delta_0;

/% Potential congurations in steps
muV=[1, 0, 0, O, 1, 1

i, 0, 0, 0, O, 1

1, 0, 0, 1, 0, 1

1, 0, 1, 1, 0, 1

1, 0, 1, 1, 1, 1

1, 0, 1, 0, 1, 1

1, 0, 0, 0, 1, 11; % triangle numbers in ToOws
mu = muV*mu_u + (1-muV)*mu_d;

/ Generate a lattice
M = qubitLattice(35,37,mu,overlap=2,displayPolygon="on”,return_mu=true,disordJ
< er="random") ;

% Set up the Hamiltonian

Ham.dxy = {li*Axkprod('0Ozx') , m¥kprod('z0z'); -1li*Axkprod('z0y'),

—  mxkprod('z0z')};

Ham.const = m_Oxkprod('z0z') + Delta_Oxkprod('yy0') + M_O*kprod('zx0');
Ham.mu = {-kprod('z00') ,M{2}};

/ Solwe
[L2,E2] = solveLattice(M{1},Ham,sumResults="on",num0fEigval=20,sumEigval=4) ;

/% Display results
E3 = eigenSort(E2',cost=[100,1650,650]);

/% Set up indices for step labeling
for n = 1:length(L2)

L2{n,1} = n/2-1/2;
end
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102 Appendix D. Numerical Code

plotLattice3(L2,E3,M{1},4,Delta_0,transparent="on",edgeAlpha=0.0,dotAlpha=0.2
— ,alphaScale=0.3,showEdge="o0ff")

function [L2,E2] = solvelattice(lattice,H,args)
arguments
lattice double
H struct
ZH.dzy 7 derivatives in Hamiltonian (cell array)
/H.const J constant parts of H (bands = bands)
ZH.mu J spatially wvarying part of H
args.numOfEigval (1,1) double = 8

args.sumResults {mustBeMember (args.sumResults, ["on","off"])} = "on"
args.sumEigval (1,1) double = 2

args.time {mustBeMember (args.time, ["on","off"])} = "on"
args.waitbar {mustBeMember (args.waitbar,["on","off"])} = "on"

args.returnWf {mustBeMember(args.returnWf,[0,1])} = true

end
7% [L2,E2] = solveLattice(lattice,H,parameters,args) solves a lattice
— Hamiltonian
7 defined by the struct H on a matriz lattice.
H must contain three fields

dzy: the derivatives in the Hamiltonian in a cell array of the format

{dz, ddz; dy, ddy}

const: constant matriz terms

mu: chemical potential. Either Nzl or N z (dimension of lattice)
5 numOfEiguals: the number of eigenvalues to compute. Default 8.
} sumResults ("on","off"): Sums eigenfunction probabilities over all bands
— and given
/% number of eigenvalues. Default = "on"
7 sumEigual: number of eigenvalues to sum over. Default = 2
/4 time: takes the time for the calculation
/% waitbar: displays a waitbar with the progress according to the length of
A mu

SR IR IR AT AW W

if “isfield(H,"dxy") || “isfield(H,"const") || “isfield(H,"mu")
throw("Hamiltonian does not contain required fields.");
end

bands = length(H.const);
[L_x,L_y] = size(lattice);

% Check if mu vartes spatially and record the result
a = size(H.mu{2}); b = size(H.mu{1});
if “(b(1)==bands && b(2) == bands)
H.mu = H.mu([2,11);
a = b;
end
if length(a)==3 / series of wvarying mu
muSpatial = true;
b = size(squeeze(H.mu{2}(1,:,:)))==size(lattice);
assert (sum(b)==2) ;
elseif length(a) ==
if a(1)==L_x && a(2)==L_y / <f only one spatially varying mu
muSpatial = true;
a = reshape(a,l,a(1),a(2));
else
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muSpatial = false;
if a(1l)==
a = fliplr(a);
end
end
else
throw("mu has inappropriate dimensions")
end

/% Create arrays to store eigenfunctions and eigenvalues
if args.sumResults == "on"
L = zeros(a(1),L_x,L_y);
else
L = zeros(a(1),L_x,L_y,args.num0fEigval,bands) ;
end
E = zeros(args.numOfEigval,a(1));

/4 Reduce impatience with a wattbar and time the simulation
if args.waitbar=="on"
w = waitbar(0);
end
t = tic;

% calculate for each mu
for n = 1:a(1)
if "muSpatial
7, Create the discretization matriz
C = H.const + H.mu{1}*H.mu{2}(n);
[M,gm] = sparse_discretizeH(lattice,bands,C,H.dxy);
else
spat = zeros(L_x,L_y,bands,bands) ;
for ma=1:L_x
for mb=1:L_y
spat (ma,mb,:,:) = H.mu{2}(n,ma,mb)*H.mu{1};
end
end

[M,gm] = sparse_discretizeH(lattice,bands,H.const,H.dxy,spatial=spat);
end

7 update wattbar if on
if args.waitbar=="on"
waitbar(n/a(l),w,strcat("Discretizing:

< ", num2str(floor((n-0.5)/a(1)*100)),"%"));
end

/% Remove trivial equations to avotd bad behavior of solutions
gm = kron(gm,ones(bands,1));

[M,gm] = reduceM(M,gm, [1);

gm = gm(l:bands:end,:);

/% Display progress

if args.waitbar=="on"

waitbar(n/a(1),w,strcat("Solving: ",num2str(floor(n/a(1)*100)),"%"));
end
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/4 Solve the eigenproblem
if args.returnWf == true
[V,En] = eigs(M,args.numOfEigval,"smallestabs");

/4 Put the solutions back on the lattice:
if args.sumResults=="on"
L(n,:,:) =
— reconstructlattice(lattice,args.num0fEigval,V,gm, [],bands,...
sum=args.sumResults,sumEigs=args.sumEigval) ;
else
L(n,:,:,:,:) = reconstructLattice(lattice,args.numOfEigval,V,gm,[
— ],bands,sum=args.sumResults); / (Lz =z Ly = s z
< bands)
end
else
[7,En] = eigs(M,args.numOfEigval,"smallestabs");
end

/% Get emergies as 1D array
E(:,n) = En(l:args.num0OfEigval+1l:end);
end

% close the waitbar

if args.waitbar=="on"
close(w);

end

/ Take the time

if args.time=="on"
toc(t)

end

/% Put the results in a cell array {lattice solution, mult
L2 = cell(a(1),2);
for n = 1:a(1)
if muSpatial
L2{n,1} = mean(H.mu{2}(n,:,:),"A11");
else
L2{n,1} = H.mu{2}(@);
end
L2{n,2} = squeeze(L(n,:,:,:,:));
end
E2 = sort(E,1);

function [M,gm] = sparse_discretizeH(lattice, bands, const, dxy, opts)
arguments

lattice

bands (1,1) double

const

dxy

opts.spatial

opts.stencilOrder (1,1) double = 2

opts.hx (1,1) double = 1

opts.hy (1,1) double = 1

end

7% [M,gm] = sparse_discretizeH(lattice, bands, const, dzy, opts)
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7 generates a fintte difference matriz M and returns the map, gm, between
— lattice

% points the matriz entries. The rows of gm are lattice point indices.
%

7% lattice: ternary matriz with 0: outside, -1: boundary, 1: inside

7 bands: number of bands in the problem

% const: constant terms in the Hamiltonian

% dzy: cell array with prefactors for derivatives, {dz,ddz; dy,ddyt

/% const and each element of dzry are matrices of the same size

% opts:

/4 spat spatially varying part of the Hamiltonian

/4 stencilOrder: order of the finite-difference scheme

/% Check that the size of the spattal term is correct if present
if isfield(opts,"spatial")
a = size(lattice)==size(opts.spatial(:,:,1,1));
assert(sum(a)==2);
end

/% Pick the stencil of the desired order.(Default 2)
switch opts.stencilOrder
case 2
stencil = {[-1,0,1]/(2*opts.hx),[1,-2,1]/opts.hx"2 ;
< [-1,0,1]1/(2*opts.hy), [1,-2,1] /opts.hy"2 };
case 4
stencil =
- {[1/12,-2/3,0,2/3,-1/12] /opts.hx, [-1/12,4/3,-5/2,4/3,-1/12] /opts.hx"2 ;...

- [1/12,-2/3,0,2/3,-1/12]/opts.hy, [-1/12,4/3,-5/2,4/3,-1/12] /opts.hy~2 };
case 6
stencil = {[-1/60,3/20,-3/4,0,3/4,-3/20,1/60]/opts.hx, [1/90,-3/20,3/2,
-~ ,-49/18,3/2,-3/20,1/90]/opts.hx"2; ...
[—1/60,3/20,—3/4,0,3/4,—3/20,1/60]/0pts.hy,[1/90,—3/20,3/2,—49/18J
- ,3/2,-3/20,1/90]/opts.hy~2};
otherwise
warning("Invalid stencil order. Using default (2).")
stencil = {[-1,0,1]/(2%opts.hx),[1,-2,1]/opts.hx"2 ;
— [-1,0,1]/(2*opts.hy), [1,-2,1]/opts.hy~2 };
end

% The matriz we want to solve in the gridMap basis
M_size = sum(abs(lattice),'All')*bands; / 1 means on the grid so just sum up

gm = gridMap(lattice); 7 map of the grid
[L_x,L_y] = size(lattice);

/% Find the length of each stencil
stencil_length = [length(stencil{1,1}),length(stencil{1,2});length(stencil{2,
— 1}),length(stencil{2,2})];

nzs = floor(M_size*sum(stencil_length, 'A11')*0.8);

m = zeros(nzs,1); / index #1 of entry

p = zeros(nzs,1); 7 index #2 of entry
s = zeros(nzs,1); 7 value of entry
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mt = 1; J number of mon—zero entries

/% For each lattice point in the map:

for n = 1:length(gm)
/4 Find the lattice position of the current map entry:
x0 = gm(n,1); yO = gm(n,2);

WARTRBILILT non—derivatives LAAAIANINL
if lattice(x0,y0) ==
if isfield(opts,"spatial")
cl = const + squeeze(opts.spatial(x0,y0,:,:));
else
cl = const;
end
[a,b,val] = find(cl); % indices and value of non-zero entries
a = a + bands*x(n-1);
b = b + bands*(n-1);
m(mt:mt+length(a)-1) = a;
p(mt:mt+length(a)-1) = b;
s(mt:mt+length(a)-1) =
mt = mt+length(a);

|
<
o
[}

end

AURKAAIIRAL T=direction AAANIAARAIAAAL
7 1st derivative
d = floor(stencil_length(1,1)/2);
for i = -d:d
% The point must be instde the lattice, i.e., valid index
if (x0+i)>=1 && (x0+i)<=L_x
if lattice(x0+i,y0)==1 / Only when the point is inside the lattice
[7,ind] = ismember([x0+i,y0],gm, 'rows');
S = stencil{l,1}(i+d+1)*dxy{1,1};
[a,b,val] = find(S);
a = a + bands*(n-1);
b = b + bands*(ind-1);
m(mt:mt+length(a)-1) = a;
p(mt:mt+length(a)-1) = b;
s(mt :mt+length(a)-1) = val;
mt = mt+length(a);

end
end
end

RRBRBIIIIT
7% 2nd derivative
d = floor(stencil_length(1,2)/2);
for i = -d:d
/4 The point must be instde the lattice, t.e., valid index
if (x0+1i)>=1 && (x0+i)<=L_x
if lattice(x0+i,y0)==1 / Only when the point ts inside the lattice
[7,ind] = ismember([x0+i,y0],gm, 'rows'); / Indexz of given
— point
S = stencil{1,2}(i+d+1)*dxy{1,2};

[a,b,val] = find(8);
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end

a = a + bands*(n-1);
b = b + bands*(ind-1);
m(mt:mt+length(a)-1) =
p(mt:mt+length(a)-1) = b;
s(mt :mt+length(a)-1)
mt = mt+length(a);

I
2

1]
<
)
'_l

end
end
end

RRRKBIIRIIE y=direction LAARARAIIAIALY
7 1st derivative
d = floor(stencil_length(2,1)/2);
for i = -d:d

7% The point must be inside the lattice, t.e., wvalid index

if (yo+i)>=1 && (yO+i)<=L_y

if lattice(x0,y0+i)==1 J Only when the point %is inside the lattice
[7,ind] = ismember([x0,y0+i],gm, 'rows'); / Indez of given

point
S = stencil{2,1}(i+d+1)*dxy{2,1};
[a,b,val]l = find(S);
a = a + bands*(n-1);
b = b + bands*(ind-1);
m(mt:mt+length(a)-1) = a;
p(mt:mt+length(a)-1) = b;
s(mt:mt+length(a)-1) = val;
mt = mt+length(a);

end
end
end

/ 2nd derivative
d = floor(stencil_length(2,2)/2);
for i = -d:d
/% The point must be instde the lattice, i.e., valid index
if (yOo+i)>=1 && (yO+i)<=L_y
if lattice(x0,y0+i)==1 7 Only when the point is inside the lattice
[7,ind] = ismember([x0,y0+i],gm, 'rows'); / Indez of given

point
S = stencil{2,2}(i+d+1)*dxy{2,2};
[a,b,val]l = find(S);
a = a + bands*(n-1);
b = b + bands*(ind-1);
m(mt:mt+length(a)-1) = a;
p(mt:mt+length(a)-1) = b;
s(mt :mt+length(a)-1) = val;
mt = mt+length(a);

end
end
end

if length(m) > mt

m = m(1l:mt-1);
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= p(l:mt-1);
s(1:mt-1);

n o
non

end

7 assemble the sparse matriz from the indices m and p, and entries s
M = sparse(m,p,s,M_size,M_size);

function [M,m] = reduceM(M,m,trivEq)

# [M,m] = reduceM(M,m, trivEq) recursively removes rows with zero or one
7 entry and corresponding columns (trivial equations) and returns the

% reduced matriz M.

% trivEq = indices of trivial equations (<2 non-zero entries)

% m map from lattice to matriz indices - keeps track of remaining entries

M(trivEq,:) = [J;
M(:,trivEq) (1;
m(trivEq,:) = [1;

/% Find zero-entries in the new matriz:
trivEq = find(sum(M™=0,2)<2);
if “isempty(trivEq)
[M,m] = reduceM(M,m,trivEq);
else
trivEq = find(sum(M"=0,1)==0);
if “isempty(trivEq)
[M,m] = reduceM(M,m,trivEq);
end
end

end

function L = reconstructlLattice(lattice,s,V,gm,”,bands,args)
arguments

lattice double

s (1,1) double

V double

gm double

bands (1,1) double
args.sum (1,1) string {mustBeMember (args.sum, ["on","off"])} = "off"
args.sumEigs (1,1) double
end
% L = reconstructLattice(lattice,s,V,gm,ind,bands, args)
7% Transfers 1D eigenvectors onto a series of lattice matrices.
4 L: (size(lattice)-by-s-by-bands) matric
% lattice: ternary matriz defining the lattice
/% s: nmumber of eigenvalues to sum over
% V: the eigenvectors (1D colum vectors)
7% gm: map between lattice and eigenvector indices
7 bands: number of bands in the Hamiltonian
7 sum: ("on","off") sum over all bands and "sumEigs" eigenvalues. "off" b
— default.
% sumEigs: the number of eigenfunctions to sum over

[L_x,L_y] = size(lattice);

<
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/% Retrieve the eigenfunctions:
L = zeros(L_x,L_y,s,bands);
for i = 1:s
7% get an eigenvector:
v = V(:,1); / n bands*L*L
for k = 1l:bands
L1 = zeros(size(lattice));
for j = 1l:length(v)/bands / loop over lattice points
L1(gm(j,1),gm(j,2)) = v(bands*(j-1)+k);
end
Li(lattice==0) = NaNl;
L(:,:,i,k) = L1;
end
end

7 Check whether to sum (abs squares) or not
if args.sum =="on"

L2 = abs(L)."2;

L = sum(L2(:,:,l:args.sumEigs,:),[3,4]);
end

end

function map = gridMap(lattice)
4 map = gridMap (lattice) creates a map from an arbitrary grid to an Nx2
% array when N is the number of lattice point instide the lattice.

/% get the lattice size and create the empty map
[M,N] = size(lattice);
map = zeros(sum(abs(lattice),'All'),2);

/% the map index

k=1;
for i=1:M
for j = 1:N
if lattice(i,j) "= 0
map(k,:) = [i,j];
k = k+1;
end
end
end
end

function M = triangularLattice(L_x,L_y,L,opts)
arguments
L_x (1,1) double
L_y (1,1) double
L (1,1) double
opts.disorder (1,1) string
— {mustBeMember (opts.disorder, ["none","sine","random"])} = "none"
opts.shape (1,1) string {mustBeMember (opts.shape, ["plain","concave"])} =
— "plain"
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opts.ang (1,1) double i/4
opts.amp (1,1) double =
opts.periods (1,1) double = 10
opts.curvature (1,1) double

— {mustBeInRange (opts.curvature,1e-8,1.5707963268)} = 0.18%*pi
opts.displayPolygon (1,1) string

— {mustBeMember (opts.displayPolygon, ["on","off"])} = "off"

end

4 M = triangularLattice(L_z,L_y,L,opts) creates an L_z-by-L_y matriz M that

7 defines a triangle with sides L defined by

outside = 0

tnside = 1

boundary = -1

]
o'
(2N

optional arguments:
disorder ( "none", "sine" )
shape ( "plain", "concave" )
ang (diagonal angle). Only tmplemented for plain triangles.
amp (disorder amplitude in lattice unit)
pertod (number of sine periods along diagonal)
curvature (angular span of dtagonal in range (0,pi/2))
displayPolygon( "on","off" ) Plots the lattice and defining polygon

NN T RN

/% Check if disordered;
if opts.disorder”="none"
opts.amp = opts.amp/sqrt(2);
else
opts.amp=0;
end

/% Create a polygon of the desired shape
if opts.shape=="concave"

% Get radius from curvature angle
R = sqrt(2)/2*L/sin(opts.curvature/2);

/ curvature center
t0 = 1/2#(L+sqrt(2#R"2-L"2));

% angle between azes and triangle edges
b = acos(t0/R);

t = linspace(pitacos(t0/R),3*pi/2-acos(t0/R),1e3);

/ discrete wavenumber wvariables
m = 2*opts.periods; n=1;

% wavenumber and phase
k1 = pix(m-n)/(pi/2-2%Db);
k2 = pi*n-(pi+b)*ki;

if opts.disorder=="sine"
if floor(opts.periods) “=opts.periods
warning ("Number of periods (" + num2str(opts.periods)+ ") is not
— an integer. May yield unexpected results.");
end
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dt = 0.5*sin(kl*t+k2)*opts.amp;
elseif opts.disorder=="random"

dt = randEdge(t,opts.periods)*opts.amp*1.4;
else

dt = zeros(l,length(t));
end

= (R+dt) .*cos(t)+t0;
= (R+dt) .*sin(t)+t0;

< B
o

/4 Add straight lines to close the polygon.

u = [u(1),u,ulend),u(1)];
v = [O:V,O:O] !
elseif opts.shape == "plain"

end

7 length of diagonal
d = L/cos(opts.ang) ;

7 wavenumber
k = pi*(2*opts.periods-1)/d;

/% Get the line defining the diagonal
t = linspace(0,L,1e3);

7% The wrap-on function
if opts.disorder=="sine"
dt = opts.amp * 0.5 * sin(k*sqrt(tan(opts.ang) "2+1)*t);
elseif opts.disorder=="random"
dt = opts.amp * randEdge(t,opts.periods) *1.4;
elseif opts.disorder=="none"
dt = zeros(l,length(t));
end
7 Parametrized curves
u =1t + dt * sin(opts.ang);
L+tan(opts.ang)-tan(opts.ang)*t + dt * cos(opts.ang);

<
]

7% Add straight lines to get back to the origin.
= [u),u,u(®];
[v(end),v,v(end)];

< £
non

% Create a grid:

[x1,

[in,

M =

for

y1] = ndgrid(1:L_x,1:L_y);
"] = inpolygon(xl,yl,u,v);

double(in);

x=1:L_x
for y = 1:L_y
if M(x,y) ==
if y==1 || x==1 || y==L_y || x == L_x

M(x,y) = -1;

elseif M(x+1,y)==0 || M(x-1,y)==0 |[IM(x,y+1)==0 |[M(x,y-1)==0
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M(x,y) = -1;
end
end
end
end
if opts.displayPolygon == "on"
figure
hold on
plot(u,v,'LineWidth',1.4)
plot(x1(M==1),y1(M==1),'k.",'Color',[0.7,0.7,0.71)
plot(xl(M==-1) ,y1(M==-1),'r.")
grid on
axis equal
axis([0,L_x+1,0,L_y+1])
legend("Polygon","Lattice","Edge")
hold off
end
end

function f = randEdge(t,periods)
% function that creates a line with the length of the parameter wvariable t
% with random disorder and approxzimate number of periods

f = randn(1,length(t))*1.2;

£f(1) = 0; f(end) = 0;

span = 1/periods*0.5;

f = smooth(f,span, 'lowess',SamplePoints=t(2:end-1));
£f(1) = 0; f(end) = 0;

f = £f'/max(abs(f));

end

function M = qubitLattice(L_x,L,pot,opts)
arguments
L_x (1,1) double
L (1,1) double
pot (:,6) double
opts.disorder = "none"
opts.overlap = 2
opts.shape = "plain"
opts.periods = 20
opts.curvature = 0.25%pi
opts.amp = 0O
opts.displayPolygon {mustBeMember (opts.displayPolygon, ["on","off"])} =
- "off"
opts.return_mu {mustBeMember (opts.return_mu, [0,1])} = false
end
4 M = qubitLattice(L_z,L,pot,...) generates a lattice from 6 triangles
7 generated by triangularLattice(L_z,L_z,L,...).
%
/% pot: Nz6 matriz where N is the number of steps with 6 regions for the
/% potential for each step.
7% return_mu: set to "on" to calculate potential lattice
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/4 other parameters are the same as for triangularLattice(L_z,L_z,L,...)

lat = cell(6,1);
for n=1:length(lat)
lat{n} =
. triangularLattice(L_x,L_x,L,disorder=opts.disorder,shape=opts.shape,...
curvature=opts.curvature,amp=opts.amp,periods=opts.periods,displayPol
— ygon="off");
end

11 = fliplr(lat{i}); 13 = rot90(lat{2},2); 14 = rot90(lat{4}); 15 =
< fliplr(lat{5});
cr = opts.overlap;

15 = 15(1:end-cr,1:end-1); 16 = lat{6}(l:end-cr,3:end);
13 = 13(cr:end-1,1:end-1); 14 = 14(cr:end-1,3:end);
11 = 11(3:end,1:end-1); 12 = lat{2}(3:end,3:end);

M = [15,16;13,14;11,12];

/% plot the lattice?

if opts.displayPolygon == "on"
lsize = size(M);
[x,y] = meshgrid(l:1lsize(2),1:1size(1));
figure
plot(x(M==1) ,y(M==1),'k."'); hold on;
plot(x(M==-1) ,y(M==-1),'r.");
axis equal
x1im([0,1size(2)+1]1);
ylim([0,1lsize(1)+1])
hold off

end

/% potential distributions:
if opts.return_mu
[steps,N] = size(pot);
assert (N==6) ;
lsize = size(M);
mu = zeros(steps,lsize(1),lsize(2));

11(11==-1)
14(14==-1)

0; 12(12==-1)
0; 15(15==-1)

0; 13(13==-1)
0; 16(16==-1) =

1]
o

|
o

for n=1:steps
mu(n,:,:) = [156 * (pot(m,5)),...
16 * (pot(n,6));...

13 * (pot(n,3)),...
14 * (pot(m,4));...
11 * (pot(n,1)),...
12 * (pot(n,2))];
end
M = {M,mu};

end
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function M = kprod(u)

4 M = kprod(u) assembles the 2z2 Pauli matrices defined by a char array u,
4 e.g., 'z0y'. M has dimension 2 length(u). Identity matriz = 0. Mazimum
% number of matrices: 3.

n = length(u);

switch n
case 1
M = Pauli(u);
case 2
M = kron(Pauli(u(1)),Pauli(u(2)));
case 3
M = kron(kron(Pauli(u(1)),Pauli(u(2))),Pauli(u(3)));
otherwise
M = 0;
end

end

function P = Pauli(c)
arguments
¢ (1,1) char {mustBeMember(c,['0','x','y','z'])}
end
4 P = Pauli(c) returns the Pauli matriz with indez c.
% Input must a char in {'0','z','y', '2'}
U = {[1,0;0,1],[0,1;1,0],[0,-1i;11,0],[1,0;0,-11};
switch c
case {'0'}
P = U{1};
case {'x'}
P = U{2};
case {'y'}
P = U{3};
case {'z'}
P = U{4};
otherwise
P =0;
end
end

function plotLattice3(L,E,lattice,S,Delta_0,opts)
arguments

L cell

E

lattice (:,:) double

S (1,1) double

Delta_0 (1,1) double

opts.transparent (1,1) string
— {mustBeMember (opts.transparent, ["on","off"]1)} = "on"

opts.edgeAlpha (1,1) double = 0

opts.dotAlpha (1,1) double = 0.2

opts.alphaScale (1,1) double = 0.5

opts.colormap = kron(ones(1,3),[0,0,0]")

opts.showEdge string {mustBeMember (opts.showEdge, ["on","off"])} = "on"
end
/% plotLattice3(L,E,lattice,S,Delta_0,opts) plots a series of figures with
— wvarying chemical potential
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4 L: cell{mu, L_z-by-L_y-by-s-by-bands} or cell{mu, L_z-by-L_y}
% E: Energies in a length(mu)-by-s
% lattice: ternary lattice matriz
/4 S: number of eigenvalues to sum over
/% Delta_0 = SC strength for energy scale renormalization
opts:
transparent ("on", "off") - figure has Z-dependent transparency
edgedlpha: sets edgeAlpha property in surf()
dotAlpha: sets color/alpa of dots in lattice
alphaScale: the transparency scaling if transparent="on" (AlphaData
abs(L1). “opts.alphaScale)
colormap: sets colormap of figure
showEdge ("on","off"): plot the lattice edges if "on"

NN NN NN

See also plotLattice, plotLattice3, plotSeries

/4 Get lattice size, number of eigenvalues, number of bands
M,N] = size(L);
if M == 2 && N "=2

L=L";
M = N;
end
[7,Ey] =size(E);
if Ey ==
E=E';
end

[L_x,L_y,s,”] = size(L{1,2});
mu = cell2mat(L(:,1));

7% Sum over all bands and S smallest etgenvalues
L_mu = zeros(L_x,L_y,M);
for m = 1:M 7 for each mu
if s =1
L2 = abs(L{m,2})."2;
L_mu(:,:,m) = sum(L2(:,:,1:8,:),[3,4]);
else
L_mu(:,:,m) = L{m,2};
end
end

/% The number of pages to display
pages = min([ceil(M/4),21]);

RIBTRIRTRIILIRILTIIBIIIRIIRAL IR

/% Make a fancy multi-page plot

f = figure;

set(f, 'Position', [10,50,800,680]); /% Position of the figure

bg = uibuttongroup(f,'Visible','off',... 7 Set up the button group
'Position', [0 0.92 1 0.08],...
'SelectionChangedFcn',@bselection) ;

r = cell(1,21); 7 the maxzimum number of pages

% Create the buttons
b_num = 11; 7 number of buttons per row
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flag = 0;
for row = 1:2
form= 1:11
b_count = m + (row-1)*b_num;
if b_count > pages
flag = 1;
break
end
if “(row==2 &% m == b_num)
name = strcat("Page ",int2str(m+(row-1)*b_num));
r{m} = uicontrol(bg,'Style',...
'radiobutton',...
'String',name,...
'Position', [10+70*(m-1) 25%(row==1) 60 30],...
'HandleVisibility', 'off');
end
end
if flag
break;
end
end
r{b_num*row} = uicontrol(bg,'Style',... 7 Energy
'radiobutton', ...
'String', 'Energy’', ...
'Position', [10+70*(b_num-1) 0 60 30],...
'HandleVisibility', 'off');

bg.Visible = 'on';

% Default - page 1:

x = linspace(1,L_x,L_x);
y = linspace(1,L_y,L_y);
[x,y] = meshgrid(y,x);

C = opts.colormap;

mySubplot(1,x,y,L_mu,mu,lattice,C,Delta_0,opts);

7/ Callback:
function bselection(source,event)
page = event.NewValue.String();

if page(6) == 'y' / i.e., energy
subplot(1,1,1);
ax = gca;

ax.Position = [0.08 0.09 0.87 0.77]1;
[7,a] = size(E);

hold on

for n = 1:a

— plot(gca,mu/Delta_0,E(:,n)/Delta_0, 'k.-',MarkerSize=8,LineWidth=0.9);
end
xlabel('\mu [\Delta_0]'); ylabel('Energy [\Delta_0]');
grid on
x1im([mu(1)/Delta_0,mu(end) /Delta_0]);
Em = min(E,[],'A11'); Ep = max(E,[],'A11");
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ylim([Em/Delta_0% (1. 1% (Em<0)+0.9%(Em>0)) ,Ep/Delta_0%(0.9%(Ep<0)+1
o L 1x(Ep>0))1);
hold off
else
if length(page)==6 / Page 1-9
page = str2double(event.NewValue.String(6));
else
page = str2double(event.NewValue.String(6:7)); 7 Page 10-99
end
mySubplot (page,x,y,L_mu,mu,lattice,C,Delta_0,opts)
end
end
end

function mySubplot(page,x,y,L,mu,lattice,C,Delta_0,opts)

for a = 1:4
subPosx = [0.07 0.54 0.07 0.54];
subPosy = [0.49 0.49 0.05 0.05];

b = subplot(2,2,a);
set (b, 'Position', [subPosx(a), subPosy(a) ,0.385,0.385]);

if 4x(page-1)+a <= length(mu)
L1 = L(:,:,4x(page-1)+a);

hold on
plot(x(lattice==1),y(lattice==1),'.", 'Color',[1,1,1]*(1-opts.dotA
— 1pha), 'MarkerSize',4);

if opts.showEdge=="on"
plot(x(lattice==-1),y(lattice==-1),"'."','Color',[1,1,1]*(1-opt
— s.dotAlpha), 'MarkerSize',4);

end

Z = abs(L1).72;

s = surf(x,y,Z);

if opts.transparent == "on"
s.FaceColor = 'interp';
s.AlphaData = abs(L1). opts.alphaScale;
s.FaceAlpha = 'interp';
s.AlphaDataMapping = 'scaled';
s.EdgeAlpha = opts.edgeAlpha;
colormap(flipud(C))

else
colormap(£f1lipud(C))
s.FaceColor = 'interp';
s.EdgeAlpha = opts.edgeAlpha;

end

set(gca, 'FontSize',14)

set(gca, 'LineWidth',1.2)

title(strcat("\mu = ",sprintf("%.2f" ,mu(4*(page-1) +
< a)/Delta_0),'\Delta_0'));

xlabel('x");
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end

end

ylabel('y');
view(2)
x1im([0,x(end)])
y1lim([0,y(end)])
hold off
else

cla;
end
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