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Abstract- Existing deep-learning-based features have shown
strong enough results (more than 90% accuracy) if a large amount
of annotated data is available. However, in reality, data annotation
is labor-intensive and expensive. This work proposes a novel
approach for fake news detection by perceiving narrative style
with deep learning to alleviate the problem. Deep-learning-based
features are represented as embedding vectors. Traditional
embedding vectors ingest word context information, but the
training requires considerable annotated datasets. Many
linguistics studies have shown that written styles, such as the usage
of punctuation, repetition of words, and grammatical order, are
significant for distinguishing fake news. Our model takes
advantage of the word-to-word dependency relationship,
describing the styles of the news utterances. We denote the
proposed model as Syntax Graphical Thread (SGT) network. We
utilize a trainable randomly initialized embedding and Gated
Recurrent Unit (GRU) layer to capture the context vector, while a
Graph Attention (GAT) layer is used to capture the narrative
features. The experimental result manifests that our method can
significantly mitigate the reliance on data scale and present better
classification results when the dataset is limited.

Keywords-Fake News Detection, Gate Recurrent Unit, Graph
Attention Network, Dependency Parsing

1. INTRODUCTION

Fake news detection is a typical binary classification
problem. It has shown strong enough results (over 90%) when
the data scale is sufficient [1]. In recent years, there have been
many studies on the improvement of deep neural networks such
as Convolutional Neural Network (CNN) [2], Gated Recurrent
Unit (GRU), and ensemble methods [3, 4]. However, on the
other hand, these methods rely heavily on the data scale. Ifthere
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is less labeled data, the expressive ability of AI-driven methods
will be hindered. For a dataset with limited annotations, machine
learning methods are still ahead ofdeep learning models in some
cases [5]. Therefore, this research mainly focuses on improving
fake news detection with limited annotation by neural networks.

In deep learning, news features are based on context
information. That is, the model input is word embedding [6,7].
However, word embedding cannot generalize content well and
produce a suitable embedding vector when the data scale is low.
To obtain more discriminative information between true and
fake news. Some linguistical factors are considered [8], such as
punctuation and sentence length. Statistical measurements can
poorly be integrated with the trainable idea of deep learning. We
suggest that there are differences in the narrative style of true
and fake news. We hope to add style embedding into the
definitive word embedding to improve the distinction of news
content, especially when the data scale is not enough.

When the text classifications are carried out, people usually
ignore the prior knowledge of syntax grammar. With the
development of graph neural networks in recent years, the
graphical data frame can be better analyzed. On the one hand,
the text belongs to the sequential data frame, which is from front
to back. On the other hand, grammatical parsing can also be
expressed as a tree data frame, and the graphical data frame
comprises the information about word dependency, word
position, and word order. Fig. 1 exemplifies the graphic text
frame of a news utterance.

In Fig. 1, 'approves' is the root of the utterance. 'Thailand',
'billion' are the child nodes of the root 'approval'. '2.2', '$' and

POOl

Thailand approves
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Fig. 1. An Example of Syntax Dependency Parsing Result
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other descendant nodes of 'approval' are connected with each
other with the graphical data frame according to the dependency.
In this way, the graph structure can generalize the style
information from real and fake news and strengthen the degree
of discrimination.

This paper comprehensively considers the context and the
narrative style ofnews text. The main contributions of this paper
are as follows:

1) This paper combines context embedding and narrative
embedding to detect fake news.

2) We propose a novel neural network incorporating the
abovementioned Syntax Graphical Thread, call SGT network.

3) We compare the performance with different baselines
used in low-resource text classification. We also modify the
news length and data scales during the comparison.

The experimental results show that the SGT network
effectively integrates with narrative styles, so that improves the
performance of fake news detection. We then analyze the role of
each component in SGT network by exploratory experiments.

This article is distributed as follows: Section 2 introduces the
related research of fake news detection. Section 3 describes the
overall flow and details of the proposed SGT network. Section
4 illustrates the experiments and the results.

II. RELATED WORK

Various researchers have explored and studied methods for
fake news detection by using the content or social context
information [7]. Here, SGT Network focuses on content-based
features. Content-based features are primarily extracted from the
news text. In addition to the usual feelings or emotions [9], it can
also be observed from the text characteristics that a clear written
style appears in fake news content [11]. Choudhary proposed a
linguistic-based fake news detection model including syntactic,
sentimental, grammatical, and readability features [8].

Content-based models of fake news detection include
machine learning and deep learning. Ahmad et al. compared the
performance of various statistical machine learning models in
fake news classification experiments [12]. Cusmaliuc et al. use
support vector machines, naive Bayes, and random forest
methods to analyze the inner differences between these methods
and apply them for twitter fake news detection [13]. It is
undeniable that statistical machine learning methods still play an
essential role. More research is focused on the deep learning
model, especially the improvement based on CNN and GRU
Goldani et al. [14] improved the fake news recognition
performance of a Convolutional neural network by designing a
new margin loss. Nasir et al. [15] proposed a hybrid algorithm
based on CNN and GRU and achieved higher evaluations. To be
more complex. Kumar et al. proposed a hybrid model combining
an Attention Bi-GRU with CapsNet. The model produced better
results for cyberbullying detection on social media [16]. Dun et
al. proposed a novel knowledge-aware attention network that
incorporated external knowledge from knowledge graphs for
fake news detection [17]. Zhang et al. proposed a graph neural
network to address the unknown characteristics of fake news
using diverse connections among news articles, creators,
subjects [18]. Sun et al. proposed a merging technology that
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Fig. 2. Structure of SGT Network

extracts the content features from two different embeddings for
text classification [19].

For social context-based methods, these features include (i)
user-based features, (ii) post-based features, and (iii) web-based
features. User-based features are extracted from user profiles to
measure the potential fake attributes [20]. The post-based
features highlight the user's social participation in various
positions [21] and credibility [22]. Network-based features are
mainly extracted by constructing accurate detection systems,
such as diffusion networks and correlation networks. [23]. With
the widespread adoption of social media, fake news detection
research also considers social media activities for detecting fake
news, for example, early detection through social learning [24]
and user relationship.

III. METHOD

In this Section, we introduce our network structure and each
component in detail. We use a concise method to acquire the
knowledge of context and narrative style. We use the
TensorFlow platform to achieve our idea. The structure
generated by TensorFlow is visually displayed in Fig. 2.

A. Overall Structure
SGT network is designed in parallel embedding mode. From

Fig. 2, we can observe the computational flow of SGT model. It
has been confirmed that GRU is particularly effective for text
data [25]. In tradition, fake news detection has been investigated
by adopting a standard text classification model that consists of
an Embedding layer as input in the form of word embedding
vectors, followed by a bi-directional GRU (bi-GRU) layer, and
a predictive dense layer. The design of our model is motivated
by the concept of multiple parallel channels-variable-size-based
neural networks [26]. Our proposed model reaps the benefits of
both traditional context features and written style by syntax
dependency parsing [27]. In our proposed model, inputs
comprise an extra adjacent matrix obtained from syntax
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According to confusion matrix, the four metrics are defined as:

Recall R =.....!.!:....- (1)
TP+FN

Precision p=~ (2)
TP+FP

Fl Score Fl = 2*(P*R) (3)
(P+R)

Accuracy Ace = TP+TN (4)
TP+TN+FP+FN

We use Adam optimizer. The learning rate is 0.0001 for
training with cross entropy loss. The batch size is 64, and we set
training epochs as 100. The vocabulary list contains 5000 words.
The sentence length ranges from 30 to 80 tokens ..

C. Model Metrics
To evaluate the performance of our proposed model, we

applied standard Accuracy (Ace), Precision (P), Recall (R), Fl
Score between the model output and ground truth. These metrics
are calculated based on the binary Confusion Matrix. The
definitions offactors are given in Table 1.

performance in recent applications. We use the same GAT
structure as [31]. Given the graphical node-to-node relationship,
GAT will generate the outputs, which contain sentence
dependency grammars and features from preceding layers.

Concatenation & Flatten The concatenation layer combine
the GRU output and GAT output according to their feature
channels. The flatten layer converts the features taken from the
concatenated vector and maps it to a single column, further
passed to the fully connected layer.

Dense Layer / Fully Connected Layer We can understand
the functionality of a dense layer as a linear operation in which
every input is connected to every output by trainable weights.
We employ two dense layers following the flatten layer. The
first dense layer aims at mixing the combined features from
context and writing style. The second dense layer perceive the
probability of true or fake news. Results close to 1 represent true
news while 0 represent fake news.

Activation The commonly used activation function is
rectified linear unit (ReLU) [33]. The main functionality of
ReLU is that it successfully removes negative values from an
activation map by setting them to zero in a network. ReLU also
increases the nonlinear properties of the decision-making
function in the complete network. In this study, we use
exponential linear units (ELU) [34] as activation function in
each layer. With the same functionality of ReLU, an ELU
activation function tends to converge errors to zero faster and
produce more accurate results in real tasks compared with
RELU [34].

False Negative (FN)

True Negative (TN)

Predicted Negative

DEFINITION OF CONFUSION MATRIX

False Positive (FP)

True Positive (TP)

Predicted Positive

Actual Positive

TABLE!.

Actual NegativeAdjacent Matrix The adjacency matrix is a square matrix
used to represent the parsing tree from the news sentence. We
use the SpaCy library to obtain the parsing results automatically
[30]. The English dependency parsing was pretrained from
OntoNotes 5, WordNet3.0, and GloVe Common Crawl [30]. To
investigate the best representation ofword-to-word dependency,
we separately perform directional and bi-directional dependency
relationships. The results in Section 4 show that bi-directional
dependency parsing can more effectively capture the written
features.

Embedding Embeddings generally represent geometrical
encodings [28] of words based on how frequently they appear
together in a text corpus. In our paper, embeddings comprise the
context information from given news. To verify the performance
of using syntaxial style between fake news and true news, we do
not use the pretrained embeddings.

Dropout Dropout is a regularization technique [29], which
aims to reduce the complexity of any model with the end goal of
preventing over-fitting. After the embedding layer, we applied a
dropout layer because the Embedding is easy overfitting in the
limited dataset. By experiments, the dropout value is 0.5
throughout our experiments, i.e., given a layer that makes 50%
value in embedding vector to zero in training.

Bi-GRU Bi-GRU layer is widely applied to serialize
sentences in forward and backward order. Bi-GRU contains two
directional information and achieves a more satisfactory
performance compared with unidirectional GRU The outputs of
the Bi-GRU layer represent the knowledge of context. In the
current era of computing, GRU as the classical sequential model
shows better performance than Simple Recurrent Neural
Network (RNN) and trains faster than Long-Short-Term­
Memory Network (LSTM).

Batch Normalization Although we force the outputs ofboth
bi-GRU and GAT layer with identical dimensions, we suppose
their outputs are not equally stable. A good way to address the
problem is to re-center and re-scale the values according to
normalization. We equip a Batch Normalization function
followed by both bi-GRU and GAT layer. The performances
with Batch Normalization and without are compared in Section
4.

Graph Attention Network Graph neural network is
successfully applied to node classification tasks [31, 32]. GAT
is a type of Graph Neural Network (GNN) that shows the best

dependency parsing. We first use randomly initialized
embedding to discover the features of context, sending word
embedding vectors to the dropout layer and then to the
bidirectional GRU layer. In the other parallel route (see
gat_conv in Fig 2.), we send the word embedding vector and the
adjacent matrix to the graph attention network used to produce
the narrative style embedding.

B. Model Components
Next, we discuss the SGT components, viz., the importance

of each deep neural layer and why we use these components in
neural networks. These layers include Embedding, bi-GRU,
GAT, dropout, batch normalization, and activation function
selection.
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News Size Subjects Size

Real-News 21,417 World News 10,145

Politics News 11,272

Fake-News 23,481 Government News 1,570
Middle-east 778

US News 783
left-news 4,459

Politics 6,841

Others 9,050

CNN Value Bi-GRU Value

Embedding size 100 Embedding size 100

Dropout Rate 0.5 Dropout Rate 0.5

No. CNN layer 2 No. bi-GRU 2layer

No. Dense layer 2 No. Dense layer 2

Optimizer Adam Optimizer Adam

Activation ELU Activation ELU

Learning Rate 0.001 Learning Rate 0.001

Epoch 5 Epoch 5

IV. EXPERIMENT

In this section, we describe the datasets for the experiment
and briefly introduce the baselines. The experiments are
distributed in the following order:

We demonstrate the main results of SGT in a relatively low
resource dataset (400 instances with 30 utterance length). The
training, development and testing ratio is 0.6, 0.2, 0.2. The
model achieving best results on the development set was chosen
for the final evaluation on the test set. We then probe the
influences of SGT components on the development set. Next,
we gradually increase the utterance length and data scale to
compare the effectiveness of SGT on the limited dataset.

A. Dataset
Experiments were conducted using the ISOT fake news

dataset! [35,36] . The dataset contains two types of articles fake
and real News. This dataset was collected by University of
Victoria. The truthful articles were obtained by crawling articles
from Reuters.com. The fake news articles were collected from
unreliable websites that were flagged by Politifact (a fact­
checking organization in the USA) and Wikipedia. The majority
of articles focus on politics.

The description of the ISOT dataset is shown in Table II.
True news contains 21,417 articles. Fake news contains 23,481
articles. The collected articles are ranged from 2016 to 2017. We
randomly extract 400 articles a time and repeat each experiment
5 times to get the average performance.

SGT F1 R P Acc

origin 92.5 92.4 92.7 92.5

- Symmetry Adjacent Matrix 74.5 74.1 75.1 76.3

- Bi-direction 82.1 81.8 82.8 82.5

- BatchNorm(Bi-GRU) 82.1 81.9 82.4 82.5

- BatchNorm(GAT) 84.9 85.0 85.7 85.0

-GRU 77.8 77.5 81.7 77.5

ABLATION STUDY

PERFORMANCES OF SGT AND BASELINES

TABLEY.

TABLE IV.

C. Main Results
It can be seen from Table IV that in the case of limited news

instances, the machine learning model is overall ahead of the
deep learning model. Among them, the Multinomial Naive
Bayes has the best Precision, and the Random Forest got the best
Recall, Accuracy and Fl score. In the case oflimited dataset, the
performance of the deep learning models using the
convolutional unit and the gated recurrent unit is equivalent to
the average performance of the machine learning model. In
conclusion, relying solely on context-based features cannot well
fit the parameters ofthe deep learning model, which requires us
to increase the inputted features. By applying the narrative style
we defined, the results are improved overall. The SGT model
can be simply regarded as a fusion model of traditional bi­
directional GRU + Narrative style embedding. Compared with
no narrative style embedding, i.e., the sole bi-GRU model, SGT
improves 9.09 on Fl score, 6.62 on Recall, 3.41 on Precision
and 8.75 on Accuracy. The performance is also generally better
than all machine learning models.

Model F1 R P Acc

Random Forest 82.49 82.49 82.49 82.50

Logistic Regression 79.68 79.74 81.30 80.00

Decision Tree 76.22 76.20 76.25 76.25

Gaussian NB 69.78 71.79 82.54 72.50

Linear Discriminant Analysis 76.30 76.99 82.91 77.50

Support Vector Machine 78.34 78.46 80.33 78.75

Multinomial Naive Bayes 80.36 80.77 86.61 81.25

Convolutional Unit 76.25 77.62 77.81 76.25

Bidirectional Gated Recurrent Unit 73.41 76.35 79.56 73.75

SGT 82.50 82.97 82.97 82.50

B. Baseline Models
Machine Learning: We conduct 7 typical machine learning

methods as baselines which are effectively used in a moderate
fake news detection dataset.

Deep Learning: The most effective components of deep
learning are convolutional units and gated recurrent units. We
separately apply the convolution and gated recurrent unit with
dense layers as baselines. The parameters ofbaselines are shown
in Table III.

DATASET DESCRIPTION

PARAMETERS OF BASELINES

TABLE II.

TABLE III.

1 https: //www.uvic .ca/engineeringlece/isot/datasets/fake-news/index.php
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D. Ablation Study
In order to study the contribution of each component in SGT,

we conducted ablation experiments on the data set, and the
results are shown in Table V. By default, we use a symmetric
adjacency matrix, that is, if word A and B have a dependency
relationship, then B and A have a dependency relationship. Ifwe
use one-direction dependencies, we find that the performance of
the model is severely degraded. It shows that bi-directional
dependence plays an important role in the performance of the
model. We also found that if the bi-directional GRU is changed
to GRU, the four evaluations ofthe model are reduced by about
10%, indicating that the bi-direction is important in the language
model. In addition, without the help of Batch Normalization on
the intermediate output of Bi-GRU and GAT, the result will
have a great impact. Ifwe directly remove the bi-GRU layer in
the SGT network, the model is simplified to a network that relies
solely on GAT. The results show that the expressiveness of the
model is greatly reduced, indicating that the sequential model
provides more features for fake news detection. As a result, by
combining context and narrative style, SGT has stronger
sentence modeling and feature acquisition capabilities for
discrimination of true and fake news.

0.9
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Fig 4. Recall (R) : Performance against Sentence Length

The statistical machine learning models are more stable at
different sentence lengths, but the performances always stay at
a medium level. The CNN model performs best when the

E. Performance against Sentence Length
Fig. 3-6 shows the performance ofSGT and several baseline

models on different news sentence lengths. All the experiments
are trained in 400 randomly selected news instances. We divide
the data set into 11 parts based on sentence length. The sentence
length ranges from 30 to 80. The dotted line model is a model
based on machine learning, the solid line model is a model based
on deep learning, and the solid line with the small circle is our
proposed method.
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Fig 3. Fl score: Performance against Sentence Length
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V. CONCLUSION

In this work, we propose a narrative-style-based method to
expand the content feature of true and fake news to address the

sentence lengths are ranged from 45 to 60, but they become
worse when the sentence lengths are below or above the scope.
The bi-GRU model has the worst stability, and the overall
performance is the worst among others. SGT not only gives
higher results on short sentences but also shows its effectiveness
and robustness when the sentence length exceeds 60 tokens.
Compared with the baseline, it gives higher Precision, Recall,
Accuracy and Fl scores, which shows that the SGT model can
better capture sentence features between fake and true news.

F. Performance against the number ofNews Instance.
Fig. 7-10 shows the performance of SGT and several

baseline models on different data scales. All experiments are
based on 30 sentence-length news examples. The data scale
ranges from 200 to 1500 instances, and each experiment is
conducted by gradually adding 100 news instances. Random
forest is a powerful baseline in machine learning models, which
is superior to other machine learning models at different scales.
However, with the length increasing, the accuracy of the random
forest decreases in four metrics. The evaluation of other machine
learning models has also declined when the data size exceeds
1,000, neither Fl score nor Accuracy exceeds 80%. In contrast
to machine learning models, deep learning models have
increased ability on feature capture when the data is sufficient.
The bi-GRU and CNN-based methods can finally reach a
performance of 90% in the four evaluation indicators. It is worth
noting that regardless of the scales of the experimental data,
SGT has shown satisfactory results. SGT leads other baselines
in small-scale data and has no drop in large-scale data.

1200

Authorized licensed use limited to: Norges Teknisk-Naturvitenskapelige Universitet. Downloaded on June 06,2022 at 12:48:54 UTC from IEEE Xplore.  Restrictions apply. 



0.9

0.8

0.7

0.6

0.5

poor performance of news classification under low resources.
We use syntactic dependency to obtain the written style of the
news article and add these features with word-level context
features. SGT supports fake news detection with different
sentence lengths, and it is less dependent on the size ofthe data.
It shows the best performance in comparison experiments with
other models. The explanatory experiment also illustrates the
influence of different components in the SGT model on the
output results.

In the future, we will improve the fusion method to better
integrate the narrative style with word-level context features.
We will also extend the application ofnarrative style vectors and
improve the performance of content-based text classification
tasks.
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