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ABSTRACT Effective demodulation of amplitude and phase is a requirement in a wide array of applications.
Recent efforts have increased the demodulation performance, in particular, the Lyapunov demodulator allows
bandwidths up to the carrier frequency of the signal. However, being inherently restricted to first-order
filtering of the input signal, it is highly sensitive to frequency components outside its passband region. This
makes it unsuitable for certain applications such as multifrequency atomic force microscopy (AFM). In this
article, the structure of the Lyapunov demodulator is transformed to an equivalent form and generalized by
exploiting the internal model principle. The resulting generalized Lyapunov demodulator structure allows
for arbitrary filtering order and is easy to implement, requiring only a bandpass filter, a single integrator,
and two nonlinear transformations. The generalized Lyapunov demodulator is implemented experimentally
on a field-programmable gate array (FPGA). Then it is used for imaging in an AFM and benchmarked
against the standard Lyapunov demodulator and the widely used lock-in amplifier. The lock-in amplifier
achieves great noise attenuation capabilities and off-mode rejection at low bandwidths, whereas the standard
Lyapunov demodulator is shown to be effective at high bandwidths. We demonstrate that the proposed
demodulator combines the best from the two state-of-the-art demodulators, demonstrating high bandwidths,
large off-mode rejection, and excellent noise attenuation simultaneously.

INDEX TERMS Amplitude estimation, atomic force microscopy, demodulators, feedback, field pro-
grammable gate arrays, filters, internal model principle, modeling, optimization, phase estimation.

I. INTRODUCTION
Demodulation is an indispensable technique in a wide array
of applications [1]. It can be used in combination with a
modulation step to enable the transmission of a signal over a
physical medium, or to enhance the signal-to-noise ratio by
evading low-frequency noise sources [2]–[5]. Alternatively,
demodulation can be used to extract signals from inherently
modulated sources, such as an oscillating cantilever in dy-
namic mode atomic force microscopy (AFM) [6], [7].

In dynamic mode AFM, a demodulator is located within
the vertical feedback loop controlling the distance between

the cantilever and the sample being imaged. Thus, the band-
width of the demodulator directly imposes a limitation on the
achievable imaging speed [8]. Simultaneously, the demodu-
lator is of vital importance to ensure attenuation of noise and
possibly undesired harmonics and other distortions commonly
present in the signal. The lock-in amplifier is a commonly
used synchronous demodulator in applications where effective
noise attenuation is desired, in particular when combined with
a higher order lowpass filter to achieve strong filtering be-
havior [3], [4], [7]. However, the lock-in amplifier inherently
suffers from mixing products that generate harmonics at twice
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the carrier frequency, 2 fc, which unavoidably appear at high
demodulation bandwidths [8], [9].

Other demodulators have been proposed in AFM for over-
coming this limitation, including the high-bandwidth lock-in
amplifier [10], the coherent demodulator [11], [12], the
Kalman filter-based demodulator [13], and the Lyapunov de-
modulator [14]. However, these demodulators perform worse
in terms of noise suppression, especially at lower bandwidths,
compared to the lock-in amplifier [8].

The Lyapunov demodulator in particular has been shown
to allow for some of the highest bandwidths, up to the carrier
frequency of the signal, completely avoiding the limitations
due to the lock-in amplifier’s 2 fc mixing products [14]. Si-
multaneously, it is simple to implement as it requires only a
low number of arithmetic operations, has a low computational
complexity, and is relaxed in terms of timing requirements [8].
On the other hand, the Lyapunov demodulator acts like a
first-order filter in terms of noise filtering, thus, the resulting
demodulated signal is prone to noise and other distortions.

The Lyapunov demodulator has been extended to multifre-
quency AFM, thus eliminating distortions from the frequen-
cies or harmonics that are modeled as part of the demodu-
lator [15], [16]. However, there is still a desire to increase
the filtering order to attenuate noise and unmodeled frequency
components outside the passband region of the demodulator,
hereby denoted as off-mode rejection [8].

Extensions to the standard Lyapunov demodulator, involv-
ing linear time-invariant (LTI) representations of the demod-
ulator, have been explored to allow for higher order filtering
characteristics [17], [18]. However, these approaches require
a controller parameterization or linearization which ultimately
constrain the design degree of freedom of the resulting
demodulators.

In the preliminary results presented in [19], the authors in-
troduced a generalization of the Lyapunov demodulator where
the need for controller parameterization or linearization is
circumvented. Instead, the filter is designed directly using
standard bandpass filter design techniques without modifica-
tions and analyzed using standard tools for LTI systems. By
exploiting the internal model principle [20]–[23], conditions
are found under which perfect tracking of amplitude and
phase is guaranteed. This resulted in a flexible demodulator
achieving both high filter order and high tracking bandwidth
simultaneously, within a framework which allows for both
easy design and implementation.

This article includes the main results of, and extends
the preliminary results of [19] where the generalized Lya-
punov demodulator was first proposed. In particular, the
following additional results are new to this article: (a) ad-
ditional performance metrics including error bandwidth and
noise attenuation, (b) the integration of optimized band-
pass filters using a multi-objective solver, (c) a derived
expression for the gain as a function of bandwidth for
the standard and higher order Lyapunov demodulators, (d)
comparisons to the lock-in amplifier, and (e) experimental
results.

For the experiments, we chose to implement the generalized
Lyapunov demodulator on a field-programmable gate array
(FPGA) to enable high-speed demodulation [16], [24]. The
proposed demodulator has been benchmarked at a variety
of bandwidth settings using different bandpass filters. In ad-
dition, the standard Lyapunov filter and a lock-in amplifier
have also been implemented on the FPGA and compared
to the proposed demodulator. Finally, the generalized Lya-
punov demodulator has been employed and used for imaging
in an AFM to demonstrate the feasibility of the proposed
demodulator.

The article proceeds as follows. In Section II the standard
Lyapunov demodulator is introduced, and several key demod-
ulation performance metrics are presented. Then, the gen-
eralized Lyapunov demodulator is developed in Section III,
whose pre-filtering step enables an additional design degree
of freedom. In Section IV design criteria for the shape of the
filter are discussed and several filters are proposed. Then, the
experimental setup is introduced in Section V and experimen-
tal results are presented in Section VI. Finally, conclusions are
given in Section VII.

II. LYAPUNOV DEMODULATOR
A. PROBLEM FORMULATION
Consider a sinusoidal signal r(t ) with angular carrier fre-
quency ωc = 2π fc, and varying amplitude a∗(t ) and phase
ϕ∗(t ) of the following form

r(t ) = a∗(t ) sin
(
ωct + ϕ∗(t )

)
. (1)

In the demodulation problem considered in this article, the
carrier frequency is considered known while the amplitude
and phase signals are to be estimated. In the remainder of the
article, signals will be typed without their explicit dependency
on time for ease of notation, and the formula ωk = 2π fk will
hold generally for any given k.

The formula (1) can be rewritten using the in-phase and
quadrature components of the sinusoid,

r = [cos(ωct ), sin(ωct )]

[
a∗ sin ϕ∗
a∗ cos ϕ∗

]
,

= cT x∗, (2)

where

c = [cos(ωct ), sin(ωct )]T , (3)

x∗ = [x∗
1, x∗

2]T = [a∗ sin ϕ∗, a∗ cos ϕ∗]T . (4)

The amplitude and phase can then be recovered using a stan-
dard Cartesian to polar coordinate transformation,

a∗ =
√

x∗2
1 + x∗2

2 , ϕ∗ = atan2(x∗
1, x∗

2 ), (5)

where atan2(·, ·) is the four-quadrant inverse tangent function.

B. STANDARD LYAPUNOV DEMODULATOR
The Lyapunov method can be used to estimate parameters
in linear parametric models such as in (2), and guarantees
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FIGURE 1. Block diagram for measurement of the demodulator metrics.
Here, the amplitude estimate a is considered, however, the setup could
equivalently be used for the phase estimate ϕ.

exponential convergence to the real parameters under certain
conditions [25]. The Lyapunov demodulator in particular sat-
isfies these conditions, and can be used to effectively estimate
the amplitude and phase of a measured signal [14].

The Lyapunov demodulator can be written in the linear
time-varying form

ẋ = γ cε,

y = cT x, (6)

where ε = r − y, the constant gain parameter γ > 0 de-
termines the demodulation bandwidth, the state vector x =
[x1, x2]T , and the signal vector c is given by (3).

Since x represents the estimated in-phase and quadrature
components of the sinusoid, the estimated amplitude a and
phase ϕ can be recovered as in (5) but applied to the estimator
state vector x,

a =
√

x2
1 + x2

2, ϕ = atan2(x1, x2). (7)

Next, simulations of the standard Lyapunov demodulator
are performed to demonstrate some of its characteristics and
limitations, while exploring important metrics used through-
out the article to evaluate the performance of the presented
demodulators.

C. SIMULATION: TRACKING RESPONSE
The tracking (T ) frequency response for demodulators is de-
termined by applying a sinusoidal reference amplitude

a∗ = a0 + m0 cos(ωmt ) (8)

for some constants a0, m0 at incrementally increasing values
of ωm, as illustrated in Fig. 1 where m = m0 cos(ωmt ) is
the modulation signal. For each value of ωm the amplitude
estimate output a is measured. Then, the discrete Fourier
transform (DFT) at that frequency is computed to isolate the
estimate of the modulation magnitude m0, using a second-
order Goertzel algorithm [26].

Using the described approach, the tracking response of the
Lyapunov demodulator with fc = 50 kHz at increasing band-
width settings γ is plotted in Fig. 2(a). The first-order filtering
capabilities of the standard Lyapunov filter is seen by the
approximate −20 dB/dec magnitude roll-off above its cutoff
frequency. It is desirable to increase the magnitude roll-off
to reduce the impact of measurement noise and disturbances,
which is only possible by increasing the filter order of the
demodulator [27].

FIGURE 2. Simulations of the standard Lyapunov demodulator at
increasing bandwidth gain γ . Circles mark the quantitative measurement
of the metric at that gain setting, while the dashed lines mark the −3 dB
magnitude.

D. SIMULATION: ERROR RESPONSE
The error (E) frequency response is determined as for the
tracking bandwidth, except that the magnitude is now mea-
sured in terms of the error signal e = a∗ − a instead of the
amplitude estimate output. This can be considered a more
accurate metric for the practically usable bandwidth [27]. The
error frequency response of the standard Lyapunov filter is
shown in Fig. 2(b).

E. SIMULATION: OFF-MODE REJECTION
A desirable property for demodulators is the attenuation of
frequency components outside the passband region. To deter-
mine this property, the demodulator is fixed at a given setting
for the bandwidth and the carrier frequency. Then, the input
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signal r is swept using a sinusoid of increasing frequency,
that is, by setting a∗ = 1 and sweeping ωc in Fig. 1. At each
frequency step, the magnitude of the amplitude estimate from
the demodulator at steady-state is recorded, thereby measur-
ing the amplitude estimate response resulting from a carrier
signal of increasing frequency.

The described procedure is repeated at increasing band-
width settings for the Lyapunov demodulator, and the results
are plotted in Fig. 2(c). This shows the attenuation of fre-
quency components outside the modeled carrier frequency
and is therefore termed off-mode rejection. In particular, the
Lyapunov demodulator is characterized by a low off-mode
rejection which flattens out at lower frequencies. Higher
off-mode rejection is achieved by decreasing the tracking
bandwidth or increasing the filter order [8]. This demonstrates
the desire to increase the filter order of the Lyapunov demod-
ulator.

F. QUANTITATIVE MEASUREMENTS
The introduced metrics show important performance charac-
teristic of a given demodulator in the frequency domain. For
each of the three metrics, it is also desirable to retrieve a single
quantitative value for comparison purposes. The quantitative
measurements are marked for each of the simulation results
shown in Fig. 2.

1) TRACKING BANDWIDTH
The tracking bandwidth is used as a quantitative measurement
for the tracking response, defined as the frequency at which
the magnitude crosses −3 dB from above.

2) ERROR BANDWIDTH
The error bandwidth is used as a quantitative measurement
for the error response, defined as the frequency at which the
magnitude crosses −3 dB from below.

3) OFF-MODE REJECTION
A quantitative measurement of the off-mode rejection is de-
fined as the reciprocal of the measured magnitude at the
frequency fomr given by

fomr = 1
2 ( fc − fb), (9)

where fb is the tracking bandwidth of the demodulator. This
measurement captures the noise suppression performance at
the frequency halfway between steady-state and the lower
cutoff frequency of the passband region, where significant
attenuation is normally desired and expected. The defined fre-
quency ensures that the metric is effective at any demodulator
bandwidth setting less than the carrier frequency.

III. GENERALIZED LYAPUNOV DEMODULATOR
In this section, the generalized Lyapunov demodulator is
developed, being the main contribution of this article. The
standard Lyapunov demodulator is limited by its first-order
filtering capabilities. Ideally, we would like to increase the

off-mode rejection of the demodulator without decreasing the
bandwidth, which is only possible with increased filtering
order. In the following, the standard Lyapunov demodulator is
recast and generalized to allow for filtering of arbitrary order
and flexible filter shaping.

A. INTERNAL MODEL REPRESENTATION
The standard Lyapunov demodulator is first recast to incorpo-
rate an internal model of the sinusoidal signal r [21]. Consider
the signal r in (1) with a slowly varying amplitude and phase.
This sinusoid can equivalently be represented by the output of
the following system

ẇ = Sw,

w(0) = w0,

r = �T w, (10)

for some w0 with � = [1, 0]T and

S =
[

0 ωc

−ωc 0

]
. (11)

With the definition of the rotation matrix

R(ωct ) =
[

cos ωct sin ωct
− sin ωct cos ωct

]
, (12)

(11)–(12) imply that

eSt = R(ωct ). (13)

By the change of coordinates v = [v1, v2]T = eSt x applied to
(6), the following system is retrieved,

v̇ = Sv + γ�ε,

y = �T v.
(14)

System (14) is a linear time-invariant formulation of the stan-
dard Lyapunov demodulator, said to incorporate an internal
model of the sinusoid r.

B. GENERALIZED LYAPUNOV DEMODULATOR
In order to allow for arbitrary higher order filtering techniques,
we propose to extend the system (14) by replacing the pure
gain γ by a filter

η̇ = Aη + Bε,

u = Cη,
(15)

where A ∈ R
m×m, B ∈ R

m×1, C ∈ R
1×m and m are design

parameters, and A is Hurwitz.
Then, from (14),(15), the overall extended version of the

Lyapunov demodulator can be written as follows

η̇ = Aη + Bε,

v̇ = Sv + �Cη,

y = �T v.

(16)

The generalized form of the Lyapunov demodulator (16) is a
linear time-invariant system, thus ensuring the applicability of
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FIGURE 3. Block diagram of the demodulator loop.

common control design techniques, in contrast to the standard
Lyapunov demodulator (6).

A block diagram of the closed-loop response from r to y,
termed the demodulator loop T̄ (s), is shown in Fig. 3. Here,
G(s) represents the transfer function of the system (14) with
γ = 1, such that

G(s) = �T (sI − S)−1�

= s

s2 + ω2
c
, (17)

which is corroborated by the results presented in [17]. The
gain γ is replaced by the transfer function K (s) representing
the system (15). That is,

K (s) = C(sI − A)−1B. (18)

Then, any standard control design technique can be used to
find a suitable transfer K (s) for some desired response of the
demodulator loop, under the constraint of closed-loop stabil-
ity [27], [28]. This can be done in the frequency-domain by
shaping the loop L(s) = G(s)K (s) or the closed-loop T̄ (s),
or we could work in the time-domain by selecting A, B, C
in (15). This way, the filter order of the demodulator can
be increased, and its filter shaped so that the demodulator
satisfies some given performance constraints.

Remark 1: The sinusoidal input signal is treated as a ref-
erence signal to be tracked. By virtue of the internal model
principle, perfect tracking in the stationary sense is achieved
for any stabilizing filter K (s).

Remark 2: The tracking bandwidth T frequency response
introduced in Section II is not comparable to the demodulator
loop T̄ (s). The former measures the input-output response of
any demodulator, while the demodulator loop is internal to the
generalized Lyapunov demodulator.

C. COLLAPSING THE DEMODULATOR LOOP
The generalized demodulator structure (16) allows the inclu-
sion of a filter, thereby extending the filtering capabilities of
the Lyapunov demodulator. Let T (s) denote the desired shape
of the demodulator loop. Now it is possible to approximate
the desired shape such that T̄ (s) ≈ T (s) by selecting K (s)
while keeping G(s) fixed, analogous to finding a controller in
control system design. However, it can be challenging to find
a suitable K (s). Moreover, only a limited class of controllers
is admissible for a given overall desired closed-loop demod-
ulator response, in particular under the constraint that the

controller must be realizable, causal, and lead to an internally
stable feedback system [17], [27].

Instead, we propose a direct design approach where the
demodulator loop is collapsed, and the desired shape T (s)
is employed directly as a filter. This is made possible by
exploiting the fact that there are no uncertainties in the demod-
ulator loop T̄ (s), every component of the demodulator loop is
perfectly known.

In this proposed direct design approach, there is no need
to decompose the filter into elements of the feedback loop
shown in Fig. 3. The direct use of T (s) allows a more flexible
approach and a wider range of admissible filter shapes. As
long as the conditions

|T ( jωc)| = 1, ∠T ( jωc) = 0 ◦, (19)

are satisfied, the perfect tracking condition still applies. The
conditions (19) ensure that the sensitivity function [27] evalu-
ated at the carrier frequency satisfies S( jωc) = 0 which results
in a stationary tracking error of zero. Alternatively, the perfect
tracking condition can be relaxed to allow for an even wider
range of permissible filters.

D. COLLAPSED MODEL STATES
In the collapsed system, only the output of T (s) is available
which is insufficient for resolving the amplitude and phase
estimates. However, this can be resolved by considering the
internal model described by (16). Here, we have v̇2 = −ωcv1,
thus, an equivalent transfer function for the second state is
obtained by

T ⊥(s) = −ωc
s T (s). (20)

As in the internal model, this ensures a 90◦ phase difference
between the two states. Thus, once the closed-loop filter T (s)
is designed, the second state is retrieved by (20). Then, the
output of T (s), T ⊥(s) can be used as v1, v2 respectively to
retrieve the amplitude and phase as described in the following.

E. RECOVERY OF AMPLITUDE AND PHASE
In order to recover the amplitude and phase, the state vari-
ables v in the generalized Lyapunov demodulator (16) must
be transformed back to the x coordinates, that is

x =
(

eSt
)−1

v. (21)

However, note that eSt = R(ωct ) is a rotation matrix in the
group SO(2) with angle ωct [29]. This allows us to exploit the
property R(ωct )−1 = R(−ωct ) such that

x = R(−ωct )v, (22)

which increases numerical accuracy and lessens the computa-
tional requirements compared to a numerical matrix inverse
operation. Now the estimated amplitude and phase can be
recovered using (7). With this, the generalized Lyapunov de-
modulator is complete. The block diagram of the demodulator
is shown in Fig. 4.
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FIGURE 4. Block diagram of the proposed generalized Lyapunov
demodulator.

Remark 3: The amplitude is unchanged through the rota-
tion (22), and the angle can also be applied arithmetically after
resolving the angle of v. Thus, it is also possible to recover the
estimates from v directly,

a =
√

v2
1 + v2

2, (23)

ϕ = ((atan2 (v1, v2) − ωct + π ) mod 2π ) − π, (24)

where the modulus operator and π -terms ensure ϕ ∈ [−π, π ).
Remark 4: The evaluation of (24) may be numerically

unstable as t → ∞ due to the term ωct . This can have practi-
cal concerns, especially on platforms with low bit accuracy.
Instead, some platforms have dedicated rotation operations
ensuring numerical stability, which could be used to find x
from v as in (22), and then the amplitude and phase can be
recovered using (7). Alternatively, note that the R matrix uses
the sine and cosine carriers already available in c. Thus, when
the signals of c are available, they can be redirected to build
the R matrix which can then be used to find x in (22).

IV. FILTER DESIGN
The key improvement of the generalized Lyapunov demod-
ulator is the ability to increase the filtering order and shape
the filtering behavior as desired. The main design degree of
freedom is the choice of the filter T (s) shown in Fig. 4. In
this section, the design criteria for T (s) are discussed, and
several specific filters are proposed for implementation in the
generalized Lyapunov demodulator.

A. FILTER DESIGN CONSIDERATIONS
In the following, the key design criteria for the filter T (s) are
examined.

1) SHAPE AND BANDWIDTH
The filter T (s) should be designed as a bandpass filter with
center frequency near ωc and a passband bandwidth about
twice the desired tracking bandwidth [1]. This is evident by
considering an input signal with sinusoidally varying am-
plitude a∗ = a0 + m0 cos ωmt for some constants ωm, a0 > 0
and m0 < a0. Then we have

r = a∗ sin ωct

= a0 sin ωct + 1
2 m0 sin [(ωc − ωm)t]

+ 1
2 m0 sin [(ωc + ωm)t] . (25)

Thus, in the frequency domain, the modulation products are
moving away from the carrier frequency with increasing ωm,

FIGURE 5. The modulation products of a sinusoidal amplitude signal. In
order to track a modulated signal of ωm frequency, the demodulator loop
must have a passband region covering ωc ± ωm.

as shown in Fig. 5. Therefore, the amplitude and phase track-
ing bandwidth ωb is about half the passband bandwidth in
T (s). However, in cases where the bandpass filter is not ex-
actly symmetric around ωc, the resulting tracking bandwidth
may not correspond to exactly half the passband bandwidth.

2) RELATIVE ORDER
The relative order (relative degree) of a filter is directly related
to the magnitude roll-off outside the bandwidth of the signal.
This is a prime determining factor for off-mode rejection,
a major concern in applications such as multifrequency
AFM [9], [30], [31]. In these cases, there are multiple carrier
signals. Then, multiple demodulators can be added together
in parallel by shaping each T (s) such that they do not overlap
for the given carrier frequencies. Then, the steeper roll-off of
higher relative order filters allows for increased bandwidth
without overlap. Additionally, higher order filtering ensures
noise located outside the passband region is effectively
attenuated.

3) PHASE DELAY
The transient performance is partly determined by the phase
delay. In general, a lower order filter will have a smaller phase
delay and improved transient performance. Thus, there is a
trade-off between filter order and performance. However, dis-
tinct filters of the same order will achieve different steepness
of the phase within the passband region, which should be con-
sidered during the design of the filter T (s). A minimum-phase
filter is desirable.

4) GROUP DELAY
The group delay of a filter T (s), being the derivative of phase
with respect to frequency, should ideally be near-constant in-
side the passband region [2]. A non-constant group delay will
make the emergence of sidebands such as in Fig. 5 appear with
different time-delays, and can thus be destructive to tracking
in the transient regime.

5) AMPLITUDE AND PHASE OFFSETS
If the designed filter T (s) does not satisfy unity magnitude
and zero-phase at ωc as in (19), then the resulting amplitude
and phase estimates change correspondingly in the stationary
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TABLE 1 Higher Order Lyapunov Filters.

case. The corrected estimates ac, ϕc can be obtained from

ac = a

|T ( jωc)| , ϕc = ϕ − ∠T ( jωc). (26)

In the remainder of this section, several specific filter im-
plementations are proposed utilizing these design criteria.

B. HIGHER ORDER LYAPUNOV FILTER
The first approach considers a filter design based on the
standard Lyapunov demodulator. In order to achieve a better
response in terms of off-mode rejection, higher order versions
of the Lyapunov demodulator are designed. The closed-loop
response T (s) = G(s)K (s)/(1 + G(s)K (s)) of the standard
Lyapunov demodulator where K (s) = γ and using G(s) from
(17), gives the transfer function [17]

T1(s) = γ s

s2 + γ s + ω2
c
. (27)

The higher order Lyapunov demodulators are then formulated
as

Tk (s) = T1(s)k (28)

where k represents the relative order of the filter. The Lya-
punov filters Tk (s) can be directly integrated into the general-
ized Lyapunov demodulator as in Fig. 4.

The tuning parameter γk expressed as a function of the
desired bandwidth ωb for the kth relative order Lyapunov
filter, is given by

γk = 2ωb√
21/k − 1

, (29)

as shown in Appendix A. The Lyapunov filters Tk (s) are
listed for relative orders 1–4 along with the gain γk as an
expression of the desired tracking bandwidth ωb in Table 1.
In the remainder of this article, Lyap1 denotes the standard
Lyapunov demodulator whereas Lyap3 denotes the higher
order Lyapunov demodulator with relative order 3.

C. STANDARD BANDPASS FILTERS
Standard LTI filters can also be used in the generalized Lya-
punov demodulator, such as the Butterworth filter, Bessel
filter, and Chebyshev type-I filter [17], [19]. Such filters have

distinct characteristics in terms of magnitude roll-off, phase
response, and group delay [26], [32]. In particular, the Butter-
worth filter, hereby Butter, will be employed in this article.
This filter features a relatively steep magnitude roll-off, which
in turn should make it perform well in terms of off-mode
rejection. Standard filters are commonly given as lowpass
prototype filters, in order to achieve the desired bandpass filter
shape the prototype must be converted, as detailed in the next
section.

D. BANDPASS TRANSFORMATION AND PERFECT
TRACKING
The conversion from a lowpass prototype filter to bandpass
form is generally needed to employ standard filters. Once
a lowpass prototype filter is acquired, the prototype is then
converted to bandpass form using an s-domain transforma-
tion [32]. However, at high tracking bandwidths, as the carrier
frequency of the signal is approached, subtly different con-
version approaches result in different performance trade-offs
which will be detailed in the following.

Consider H (s) to be a lowpass prototype filter with unity
angular cutoff frequency and where H (0) = 1. Then, the map-
ping [32]

s → 1

2ωb

(
s + ω2

0

s

)
(30)

applied to H (s) gives a bandpass filter Hbp(s), where ω0 is
the resonance frequency and ωb is the desired demodulator
tracking bandwidth, equivalent to half the bandwidth of the
resulting bandpass filter. For lowpass filters of order n, the
resulting bandpass filters are order 2n and relative order n.
Let ω0 = ωc, then it can be seen that Hbp( jωc) = H (0) = 1.
Thus, this transformation ensures that the perfect tracking
conditions (19) hold.

Ideally, the corner frequencies of the bandpass filter are
placed at ω1,2 = ωc ∓ ωb so that the passband region is sym-
metric around the carrier frequency in accordance with Fig. 5.
However, it can be shown that the corner frequencies are given
by [32]

ω1,2 =
√

ω2
0 + ω2

b ∓ ωb, (31)

which is incompatible with the desired placement. Thus, one
is forced to choose between

i) ω0 = ωc for perfect tracking conditions, or

ii) ω0 =
√

ω2
c − ω2

b for a symmetric passband region.
At low bandwidths ωb � ωc the difference between these

two cases is negligible since ω0 ≈ ωc also for the latter case.
The resulting bandpass filter shapes using each of these

approaches on the Butterworth filter is shown in Fig. 6. The
perfect tracking approach (i) always results in 0 dB magnitude
and 0 deg phase at ωc, regardless of the shape of the prototype
filter, however the passband region is biased towards higher
frequencies. Due to the non-symmetry of this approach, the
desired bandwidth ωb does not correspond exactly to the
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FIGURE 6. Butterworth bandpass filters, using a perfect tracking approach
(Butter) versus a symmetric shape around fc (Butter Sym). The shaded
blue area shows the symmetric passband region.

tracking bandwidth of the resulting demodulator. To compen-
sate, the used value of ωb must be increased to achieve the
desired bandwidth. This has been done in the figure so that
the two approaches have matching tracking bandwidths.

On the other hand, the symmetric passband region approach
(ii) has phase and magnitude offsets at ωc. Thus, it needs
corrections of the estimated amplitude and phase using (26)
to compensate for the violation of the perfect tracking con-
ditions. Specifically, for the Butterworth filter the magnitude
offset is close to imperceptible, but other filter prototypes can
give significant offsets in magnitude as well as phase.

Generally, the perfect tracking approach (i) performs better
in terms of error bandwidth, and is slightly easier to imple-
ment since estimation corrections are not necessary. On the
other hand, the symmetric approach (ii) behaves better in
terms of off-mode rejection since there is no bias towards
higher frequencies. In the remainder of this article, we choose
to implement the Butter filter using the perfect tracking
approach.

E. MULTI-OBJECTIVE OPTIMIZATION FILTER
Some applications require large off-mode rejection whereas
other desire a quick step response and small tracking errors.
However, these objectives are conflicting; by optimizing for
only one objective the other can suffer greatly. Instead, in
this section we propose to design filters as a multi-objective
optimization problem. This way, it is possible to optimize
for these two objectives simultaneously, and then choose a
particular solution from the set of solutions which provides
the best trade-off to suit any given application. This approach
has been used in applications ranging from airfoil shape op-
timization [33], task assignment for human-robot teams [34],
to locomotion efficiency in snake robots [35].

The bandpass filter to be optimized is structured as follows,

TP(s; θ) = g
n∏

k=1

sωk

s2 + 2ζkωk + ω2
k

, (32)

where n is the relative order of the filter, ωk, ζk for k ∈
{1, 2, . . . , n} are the optimization variables to be decided, θ =
{ω1, . . . , ωn, ζ1, . . . , ζn}, and the gain g = g(θ) is determined
such that |TP( jωc; θ)| = 1.

Remark 5: The structure (32) is sufficiently general to en-
compass a wide selection of bandpass filters, including the
higher order Lyapunov and Butterworth filters.

The optimization problem to be solved is specified by

min
θ

J = [Jo(θ), Jr(θ)]

s.t. θl ≤ θ ≤ θu,

c(θ) ≤ 0,

(33)

where Jo(θ), Jr(θ) are the two objective functions to be
minimized, θl , θu are the lower and upper bounds on the
optimization variables, and c(θ) is a nonlinear constraint. The
carrier frequency ωc and desired tracking bandwidth ωb are
considered fixed inputs to the optimization procedure.

In order to evaluate the objectives, we use heuristics to
obtain quantitative results for off-mode rejection and the step
response. For each evaluation during the optimization pro-
cedure, the filter T (s) = TP(s; θ) is generated and evaluated
as follows. Here, the case n = 3 is considered in particular,
however the presented material is trivially extended to any n.

1) OFF-MODE REJECTION, JO(θ)
For the off-mode rejection, we evaluate the magnitude of T (s)
and T⊥(s) at N logarithmically spaced frequencies just outside
the desired passband region. Specifically,

Jo(θ) =
√∑N−1

k=0

∣∣T ( jω−
k )
∣∣2 + ∣∣T ⊥( jω+

k )
∣∣2 (34)

where the sampled frequencies ω+
k , ω−

k are given by

ω±
k = (ωc ± ωb) · 10± k

N−1 . (35)

N should be large enough to ensure that the optimization pro-
cedure does not produce a highly localized minimization near
a few samples, while low enough to ensure a sufficiently fast
operation of the optimization procedure. We found N = 50 to
give a good trade-off in terms of these considerations.

2) STEP RESPONSE RMS ERROR, JR(θ)
The time-domain response of the demodulator is evaluated
using a step response simulation of the demodulator, based on
the root-mean-square (RMS) error of the estimated amplitude.
This heuristic aims to fulfill the objective of a fast transient
response with small estimation errors.

The evaluated demodulator is simulated for T = 3 2π
ωb

sec-

onds at a fixed sample time of �t = 0.01
fc

seconds which gives

N = T
�t discrete samples, in order to obtain the estimated

amplitude ak at increasing time steps k. This simulation time
is sufficiently long for the dynamics to settle. The RMS error
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heuristic is then given by

Jr(θ) =
√

1

N

∑N−1

k=0
(a∗ − ak )2, (36)

with the reference amplitude fixed to a∗ = 1.

3) OPTIMIZATION VARIABLES BOUNDS, θl , θu

The crossover frequencies ωk are constrained such that the
first two are located on each side of the carrier frequency ωc,
and the third one within the desired passband region, that is,

ωc ≤ ω1 ≤ ωc + 3ωb,

max(ωc − 3ωb,
1

10ωc) ≤ ω2 ≤ ωc,

ωc − ωb ≤ ω3 ≤ ωc + ωb. (37)

This placement of ωk ensures that the filter takes the shape
of a bandpass filter with its passband near ωc. The factors are
chosen to emphasize a wide range of permissible values to
ensure versatility for the optimization procedure. The maxi-
mum function ensures that the constraints are valid for desired
bandwidths ωb up to the carrier frequency ωc.

The constraints on ζk are likewise set to a wide range to em-
phasize maximum flexibility for the optimization procedure,
where we allow them to range from 0.006 to 18 which permits
both under- and overdamped dynamics.

4) TRACKING BANDWIDTH CONSTRAINT, c(θ)
The nonlinear constraint c is used to constrain the resulting
tracking bandwidth close to the desired bandwidth. We allow
a 2 % shift away from the desired tracking bandwidth to in-
crease the feasible solution space for effective operation of
the optimization algorithm. That is,

c(θ) = |ωb − ωB| − 0.02ωb, (38)

where ωB is the amplitude tracking bandwidth of the consid-
ered demodulator, evaluated as described in Section II.

To obtain solutions for this problem, we use the Mat-
lab function gamultiobj with default settings except for
enabling parallelization. This function employs a multi-
objective solver using a genetic algorithm [36].

Solutions of (33) are said to be Pareto optimal if any
improvement in one objective cannot be achieved without a
penalty in the other objective [36]. The set of Pareto optimal
solutions is called the Pareto front. The Pareto front of the
obtained solutions can be seen in Fig. 7. For the rest of
this article, we pick two solutions for each of the low and
high bandwidth settings, as marked in the figure. For each
bandwidth setting, we choose one solution which is close
to the Lyap1 demodulator in terms of response time, and a
second one which is closer to Lyap3 in terms of response
time. The two resulting demodulators are designated MultiA
and MultiB, respectively.

FIGURE 7. Pareto front of the multi-objective optimization solver. Dots (·)
are individual solutions of the optimization problem, whereas circles (◦)
show the selected solutions.

FIGURE 8. Bode plot of the various bandpass filters T (s) employed in the
implemented generalized Lyapunov demodulator, with a carrier frequency
specified at fc = 50 kHz.

V. EXPERIMENTAL SETUP
A. DEMODULATORS
The experimental results are based on FPGA implementations
of the generalized Lyapunov demodulator with a selection of
the bandpass filters T (s) presented in Section IV. In particular,
the Lyap3, Butter, MultiA and MultiB relative order
3 filters, whose frequency responses are shown in Fig. 8.
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FIGURE 9. Experimental setup. Different operating modes can be selected by the configuration of the switches. The shown configuration computes the
amplitude tracking (T ) frequency response.

Note that this figure shows the filter response (r → y) as op-
posed to the off-mode rejection in Fig. 2(c). The generalized
Lyapunov demodulators were implemented following Fig. 4,
and use (12),(22), together with (7) to recover the estimated
amplitude and phase. Since the performance characteristics of
the demodulators can change drastically as their bandwidths
approach the carrier frequency, all the demodulators were
implemented at both a low bandwidth setting ( fb = 3 kHz)
and a high bandwidth setting ( fb = 30 kHz), with the carrier
frequency specified at fc = 50 kHz.

Additionally, the lock-in amplifier LIA and the standard
Lyapunov demodulator Lyap1 were implemented for com-
parison purposes. The implemented lock-in amplifier LIA
uses a third-order Butterworth lowpass filter, identical to
the one used in Butter before it is transformed to band-
pass shape. This way, differences between LIA and Butter
can therefore strictly be attributed to structural differences
between the lock-in amplifier and generalized Lyapunov de-
modulator, as opposed to differences in filtering or tuning
parameters.

B. HARDWARE
The demodulators were implemented on the Kintex-7 FPGA
KC705 Evaluation Kit. For signal input and output, the FPGA
was connected to an Abaco FMC151 ADC/DAC card featur-
ing two 14-bit analog input channels with 250 MHz sampling
frequency, and two 16-bit analog output channels at 800 MHz
sampling frequency.

C. SOFTWARE
An overview of the experimental setup is illustrated in Fig. 9,
which expands upon the setup in Fig. 1 with comparable sym-
bols. The demodulators were partially written in Verilog and
VHDL code, and partially in Matlab code and Simulink mod-
els which were subsequently converted to Verilog code using
the HDL Coder toolbox [37]. The demodulators were imple-
mented on the FPGA using a clock rate of 10 MHz, and use
fixed-point arithmetic with the bit-width and scaling factors of

signals determined using a combination of optimization pro-
cedures and manual tuning, along with simulations to ensure
sufficient accuracy of the resulting numerical representations.

The sine/cosine reference carriers were generated using
Xilinx DDS Compiler, and directed into a Simulink diagram
implementing the generalized Lyapunov demodulator follow-
ing Fig. 4. Each filter T (s) was converted to a discrete transfer
function with a sampling frequency of 10 MHz, using a least
squares method to ensure a good match between the continu-
ous and discrete model in the frequency domain. The filters
were implemented in parallel, this way any of the demod-
ulators can be selected at runtime by connecting the output
from the desired filter. The rotation step is accomplished by
the multiplication (22) using the rotation matrix (12), whereas
the Cartesian to polar conversion represented by (7) is per-
formed using a CORDIC algorithm [38]. CORDIC normally
introduces a latency of one cycle per bit of accuracy [3].
However, in our implementation the selected FPGA clock rate
was sufficiently low to perform the CORDIC algorithm in a
single clock cycle.

D. FREQUENCY ANALYZER
There was also a desire to analyze and compare the per-
formance of the demodulators at the high frequencies they
are able to operate at. For this reason, a frequency analyzer
was also designed and built into the FPGA, accompanying
the demodulators. The demodulators and frequency analyzer
were implemented in such a way that they can be used in-
dependently of each other, ensuring that results are obtained
as if they were separate units. Their independence is ensured
by making all communication between the demodulators and
frequency analyzer go through the DAC and ADC channels,
as seen in Fig. 9.

The frequency analyzer generates and outputs a sinusoidal
sweep signal, and simultaneously computes the DFT us-
ing a second-order Goertzel algorithm at the current sweep
frequency ωs. Then each such frequency and DFT sample
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FIGURE 10. Amplitude tracking (T ) response and error (E) response in
the frequency domain, each of which are shown at the low (3 kHz) and
high (30 kHz) bandwidth settings.

pair is transmitted to an external computer over a univer-
sal asynchronous receiver-transmitter (UART) connection. By
performing the frequency domain conversion on the FPGA,
the data bandwidth requirement is reduced from around
150 Mbit/s in the time domain to around 100 kbit/s in the
frequency domain, which is manageable over the relatively
low-bandwidth 115200 baud UART connection.

VI. RESULTS
A. FREQUENCY RESPONSE DATA
The demodulators were experimentally implemented on the
FPGA at both the low and high bandwidth settings according
to the setup in Section V. First, the amplitude tracking fre-
quency response of the demodulators were recorded, which
can be seen in Fig. 10. Then, off-mode rejection was mea-
sured by performing a frequency sweep on the carrier signal,
while having the frequency analyzer configured to report the
resulting amplitude estimate at steady-state. The results are
shown in Fig. 11.

It can be observed that the Lyap1 demodulator suffers
from a substantially lower off-mode rejection, and its tracking
response has a much softer roll-off compared to the rest.
However, it has the greatest error bandwidth. This is mainly
attributable to it being a relative order 1 filter whereas the
others are relative order 3. In addition, note that at the low
bandwidth setting the Butter and LIA demodulators are
practically identical, however, at the large bandwidth setting

FIGURE 11. Off-mode rejection of the demodulators for a carrier
frequency of fc = 50 kHz. Color coded as in Fig. 10.

the LIA suffers from low error bandwidth and low off-mode
rejection.

It can be seen that, particularly at the high bandwidth set-
ting, the off-mode rejection of the Lyap1 demodulator and
LIA flattens out at lower frequencies, while the higher order
Lyapunov demodulators approaches zero off-mode magni-
tude. This can be explained by considering a unit step input r.
Then, for the Lyap1 demodulator, the steady-state response
of T ⊥(s) corresponding to T1(s) is non-zero, which leads to a
non-zero final value of the v2 state. A non-zero v2 further leads
both the amplitude estimate and the off-mode magnitude to
become non-zero as well. Conversely, for the higher order fil-
ters, T ⊥(0) = 0, so the off-mode magnitude approaches zero.
In terms of the LIA, this can be attributed to its 2 fc mixing
products, which leads to a non-zero amplitude estimate and
thereby a non-zero off-mode magnitude at lower frequencies.

In Fig. 11(a) the LIA in particular shows an uncharacteristic
pattern at high frequencies above 500 kHz. The source of this
pattern is unclear to the authors, nevertheless, the pattern does
not affect the conclusions drawn from these results.

B. STEP RESPONSE
The demodulator output on the FPGA was recorded in the
time domain during a step of the reference amplitude a∗ and
phase ϕ∗, respectively. The results are shown in Fig. 12.

A clear inverse correlation between response times and off-
mode rejection can be observed, with Lyap1 and MultiA
showing the fastest response but lowest off-mode rejection,
whereas inversely for Lyap3 and Butter. It can also be
seen that at the low bandwidth setting, the LIA and Butter
demodulators are again nearly identical due to their identical
underlying filter. However, at the large bandwidth setting, the
LIA reveals its detrimental 2 fc standing oscillations; instead,
since Butter is a generalized Lyapunov demodulator, the
error decays to zero in exponential time.

C. AFM TOPOGRAPHY IMAGING
The FPGA implementation of the demodulators was con-
nected to a commercial AFM (Park Systems XE-70) for
imaging experiments, according to the setup illustrated in
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FIGURE 12. Amplitude and phase estimation in the time domain.

FIGURE 13. AFM imaging setup with the generalized Lyapunov
demodulator running on the FPGA for amplitude demodulation.

Fig. 13. A high resonance frequency cantilever (PPP-NCHR)
with a measured resonance frequency at 313.1 kHz was em-
ployed together with a height calibration sample (HS-100MG)
with a stated height of 110 nm ± 3 %.

The first AFM experiment was setup to run a topogra-
phy imaging experiment in intermittent contact mode, with
a generalized Lyapunov demodulator being run at increasing
bandwidths. This way, imaging limitations induced by a too
low demodulation bandwidth are demonstrated. In order to
render the demodulator the bottleneck in the AFM feedback
loop, the AFM was operated in constant height mode, that is,
with the vertical piezo actuator gain set very low. This way,
the actuator maintains intermittent contact but does not track
the topography. Instead, the topography appears entirely in the
amplitude of the cantilever. The deflection amplitude voltage-
to-height ratio was determined by exploiting the known step
height of the sample.

FIGURE 14. AFM dynamic mode imaging experiment at constant height
using the Lyap3 demodulator at increasing demodulation bandwidths fb.

The calibration sample was scanned in an area with vertical
step lines, using a scanning frequency of 5 Hz. The Lyap3
demodulator was used at four bandwidth settings fb, rang-
ing from 20 Hz to 200 kHz, with a fixed carrier frequency
fc = 313.1 kHz. The resulting topography is shown in Fig. 14.
It can be seen that there are major improvements to the sharp-
ness of the topography steps with increasing demodulation
bandwidth. The difference from 20 Hz to 2 kHz bandwidth
is particularly noticeable, whereas the further increase to
200 kHz is close to imperceptible. These results demon-
strate the need for sufficiently high bandwidths during AFM
imaging.

D. AFM HIGHER HARMONIC IMAGING
The second AFM experiment intends to demonstrate the ef-
fect of increased off-mode rejection. The sample was imaged
using an intermittent contact imaging procedure over the cal-
ibration sample, with the cantilever being driven close to
the resonance frequency. Simultaneously, the 2nd-harmonic
amplitude was recorded using two different demodulators,
Lyap1 and Lyap3, which were set up such that fc =
626.3 kHz and their bandwidths tuned to fb = 10 kHz.

The results are shown in Fig. 15. It can be seen that the
standard deviation of the estimated amplitude of the Lyap3
demodulator is significantly lower compared to the Lyap1
demodulator, due to the increased off-mode rejection of the
Lyap3 demodulator.

The increased off-mode rejection of higher order demod-
ulators will reduce the impact of noise, and notably also
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FIGURE 15. AFM imaging experiment with 2nd harmonic amplitude
estimates. (a) Sample topography. (b)-(c) Amplitude estimate a in terms of
the voltage (V) output from the FPGA. (d)-(e) Probability density function
(PDF) of the amplitude estimate over a flat section of the sample, and its
normal distribution fit with the given mean μ and standard deviation σ.

FIGURE 16. (a) Cantilever deflection frequency response data while
in-contact with the sample and with active AFM vertical feedback loop. (b)
Off-mode rejection for demodulators tuned to the 2nd harmonic.

other harmonics present in the signal. To see the signifi-
cance of off-mode rejection in this experiment, additional
frequency domain experiments were conducted in this setup.
The frequency response data of the cantilever deflection while
in-contact with the sample was recorded and is shown in
Fig. 16(a), where the magnitudes have been smoothed using

FIGURE 17. Simulated noise response vs. demodulation bandwidth (BW).

a moving average filter and where the first and second har-
monics are circled. Note that the first harmonic is 51.8 dB
larger than the second harmonic, and that the demodulators
were tuned to image the latter.

Next, consider the off-mode rejection of both the Lyap1
and Lyap3 demodulators shown in Fig. 16(b). The Lyap1
demodulator only has an attenuation of 28.5 dB at the first
harmonic. The magnitude of the first harmonic compared to
the second harmonic is significantly larger than the off-mode
rejection, which results in the first harmonic contributing sub-
stantially to distorted output estimates. On the other hand,
the off-mode rejection of the Lyap3 demodulator is below
the noise floor at 47.6 dB and properly rejects the contribu-
tions from the first harmonic. Thus, the distorted output of
the Lyap1 demodulator, due to its low off-mode rejection,
explains the discrepancy between the mean amplitude levels
and standard deviation shown in Fig. 15(d) and 15(e).

E. SIMULATED NOISE-BANDWIDTH RELATION
For each demodulator there is a trade-off between noise
performance and demodulation bandwidth. The noise perfor-
mance of a demodulator is numerically evaluated by applying
band-limited white noise on top of a constant reference am-
plitude, and measuring the RMS of the resulting amplitude
estimate error. These evaluations are performed numerically
to enable noise measurement at a multitude of bandwidths
within a reasonable time frame.

The noise performance is evaluated for all demodulators at
increasing bandwidths and shown in Fig. 17. The MultiA
and MultiB demodulators require manual selection of so-
lutions at each bandwidth setting, thus, they are only shown
at the bandwidths selected for experimental implementation.
The results demonstrate the poor performance of the LIA at
high bandwidths. The lock-in amplifier’s 2 fc mixing products
are not sufficiently attenuated at high bandwidths, resulting in
detrimental noise performance. This is visible when evaluat-
ing the noise performance against the tracking bandwidth (T ),
but is even more pronounced when evaluated against the error
bandwidth (E) due to the comparatively large magnitudes al-
ready displayed in its error frequency response.
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TABLE 2 Summary of Demodulator Performance Metrics At the Low (top) and High (bottom) Bandwidth (BW) Settings.

Noise RMS values report simulated results at 3 kHz and 30 kHz error bandwidth, respectively.

F. DISCUSSION
The results are summarized in Table 2.

At the low bandwidth setting, the Lyap1 demodulator
stand out by its inability to effectively attenuate off-mode sig-
nals due to its relative order 1 characteristic. For the remaining
demodulators, there is generally a trade-off between off-mode
rejection and error bandwidth. In particular, the Butter gen-
eralized Lyapunov demodulator and the LIA demodulator are
close to equivalent owing to both using the same underlying
filter. On the other end, MultiA almost achieves error re-
sponse magnitudes as low as Lyap1 despite being a relative
order 3 demodulator.

At the high bandwidth setting, there is an additional distinc-
tion between the standard and generalized Lyapunov demodu-
lators Lyap1, Lyap3, Butter, MultiA and MultiB, and
the lock-in amplifier LIA. Even though both Butter and
LIA use the same underlying filter, the LIA performs much
worse in terms of off-mode rejection, noise response, and
error bandwidth due to its characteristic 2 fc standing oscilla-
tions which are not present in Butter. This distinction is an
inherent property of the generalized Lyapunov demodulator
structure, where there are no standing oscillations due to its
exponential convergence properties. Furthermore, this is true
regardless of the underlying filter employed.

In this sense, the generalized Lyapunov demodulator excel
at both low and high bandwidth settings, thereby combin-
ing the strengths of the standard Lyapunov demodulator
and the lock-in amplifier. Furthermore, the internal fil-
ter acts as an additional design degree of freedom that
can be exploited to achieve the best trade-off between er-
ror bandwidth and off-mode rejection for any particular
application.

VII. CONCLUSION
A generalized Lyapunov demodulator for amplitude and phase
demodulation has been presented. It is based on an equiva-
lent internal model representation of the standard Lyapunov
demodulator, and then generalized to include higher order
filtering capabilities; thereby making it highly suitable for
applications where noise and off-mode harmonics need to
be attenuated. Within the generalized Lyapunov demodula-
tor there is additional design degree of freedom by shaping
the bandpass pre-filter. The design of this filter has been
discussed, and several filters have been proposed and im-
plemented. The generalized Lyapunov demodulator has been
experimentally implemented on an FPGA and compared to
both the standard Lyapunov demodulator and the lock-in am-
plifier. The results demonstrate the ability of the generalized
Lyapunov demodulator to combine the benefits from both
of these state-of-the-art demodulators. (a) It has excellent
off-mode rejection characteristics, comparable to the lock-
in amplifier, and simultaneously (b) achieves high tracking
bandwidths close to the carrier frequency without significant
degradation, resembling the standard Lyapunov demodulator.

APPENDIX A
BANDWIDTH OF HIGHER ORDER LYAPUNOV FILTERS
In order to tune the bandwidth of the higher order Lyapunov
demodulators, given by the filters Tk (s), it is desirable to find
the tuning parameters γk as a function of the tracking band-
width ωb.

First, consider the standard Lyapunov demodulator. The
tracking bandwidth can be determined by the −3 dB passband
bandwidth in T ( jω), as discussed in relation to Fig. 5. Recall
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the first-order Lyapunov filter given by (27), that is

T1(s) = γ s

s2 + γ s + ω2
c
. (39)

It is seen that (39) is a second-order bandpass filter, thus, its
−3 dB passband bandwidth is given by ωpb = γ . The approx-
imate demodulator tracking bandwidth ωb is half the passband
bandwidth, as discussed in relation to the mixing products in
(25), so that

ωb � 1
2ωpb = 1

2γ . (40)

For the standard Lyapunov demodulator, (40) serves as a good
tuning indicator for determining γ whenever a desired ωb is
specified, that is

γ = 2ωb. (41)

Next, the higher order Lyapunov demodulators are consid-
ered. Let Tk (s) � T1(s)k . Then, solve Tk ( jω) for its solutions
to the 1/

√
2 magnitude,

|Tk ( jω)| = 1√
2∣∣∣∣ γk jω

−ω2 + γk jω + ω2
c

∣∣∣∣
k

= 1√
2

2
1
k γ 2

k ω2 = (ω2
c − ω2)2 + γ 2

k ω2

(2
1
k − 1)γ 2

k ω2 = (ω2
c − ω2)2

√
2

1
k − 1γkω = ±(ω2

c − ω2)

ω2 ± bω − ω2
c = 0, (42)

where we define b �
√

2
1
k − 1γk and where it has been used

that ω,ωc, γk > 0. Solving (42) for ω gives the two positive
solutions

ω1,2 = ±b

2
+ 1

2

√
b2 + 4ω2

c . (43)

The passband bandwidth ωpb can be expressed by the two
solutions, such that

ωpb = ω1 − ω2 = b. (44)

Then, using that the desired tracking bandwidth ωb � 1
2ωpb

together with (44) and the definition of b, we can solve for γk

as a function of ωb. This gives the expression for the gain,

γk = 2ωb√
21/k − 1

. (45)
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