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H I G H L I G H T S  

• We proposed Theil UII-S as a novel loss function for training neural networks. 
• Theil UII-S loss function provides more accurate forecasts on the average, best, and, worst case scenarios, converges faster, is twice differentiable, and has a variable 

gradient. 
• Theil UII-S loss function is a good candidate for training neural networks for forecasting day-ahead electricity spot prices.  
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A B S T R A C T   

Within deregulated economies, large electricity volumes are traded in daily spot markets, which are highly 
volatile. To develop profitable trading strategies, all stakeholders must be empowered with robust forecasting 
tools. Although neural network approaches have become increasingly popular for time-series forecasting, they do 
not optimally capture unique features of financial datasets. A major factor hindering their performance is the 
choice of the backpropagation loss function. We performed a systematic and empirical study of loss functions 
that can optimize the forecasting of day-ahead electricity spot prices. We first outlined a set of properties that 
such a loss function should meet. We proposed Theil UII-S as a novel loss function, which is derived from Theil’s 
forecast accuracy coefficient. We also implemented five neural network models and trained them on the two 
most used loss functions—mean squared error and mean absolute error—and our Theil UII-S. We finally tested 
our models on a real dataset of the electricity spot market of Norway. Our results show that Theil UII-S provides 
more accurate forecasts on the average, best, and, worst case scenarios, converges faster, is twice differentiable, 
and has a variable gradient.   

1. Introduction 

Before electricity markets were deregulated, spot-price predictions 
were laborious and detailed but straightforward. They primarily relied 

on estimating the market’s future demand based on historical data, 
computing its supply by aggregating the operational costs of its available 
generation units, and then, comparing supply and demand values. 
Within such stable homogeneous markets, cost-based models—such as 
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GE MAPS—were reliable tools for electricity spot-price prediction and 
required negligible changes to their underlying assumptions [1]. 

However, in today’s electricity markets, such models are outdated 
[2,3]. Because of the increasing competition and highly volatile market 
conditions of today’s electricity ecosystem, building prediction solutions 
that can accurately model the market’s uncertainty and its forecast 
probability distribution is essential [1]. 

Although electricity load forecasting has advanced significantly and 
mature models with a mean absolute percentage error of ≤ 3% are 
available, price forecasting is still lagging [4-6]. Here, we are particu
larly interested in electricity spot markets in which large volumes of 
electricity are traded daily. Their daily volatility can reach 50%, which 
is 10 times that of other energy products, making their price forecasting 
especially challenging [7]. They are also characterized by high fre
quency, a variable mean, and multiple seasonalities because of a set of 
unique features that differentiate electricity from other forms of energy. 
For instance, because electricity cannot be stored, a balance between 
demand and supply must always be maintained [6]. 

Electricity spot markets can create both great opportunities and 
risks. To develop profitable trading strategies, all stakeholders must be 
empowered with appropriate price forecasting tools, which require ac
curate day-ahead electricity spot price forecasting models. Unfortu
nately, the models currently deployed and proposed are not sufficiently 
accurate [4,5,8]. 

Here, we studied day-ahead electricity spot forecasting from a 
technical perspective by focusing on its main building block—time se
ries forecasting (TSF). At a high level, TSF models rely on analyzing 
relevant historical data to capture the underlying patterns and re
lationships that can help predict future behavior [9]. Given its impor
tance in numerous real-world applications, TSF modeling has been 
heavily researched [10,11]. Traditionally, TSF relied on statistical state 
space models (SSMs), which are parametrized based on expert as
sumptions regarding the dataset and its domain [12]. Notable SMM 
examples include exponential smoothing [13], ARIMA [14], and 
autoregressive models [15]. Unfortunately, these models have several 
limitations. First, they require a priori knowledge regarding the rela
tionship between the target and input variables, which is only feasible 
for a simple time series with well understood causal relationships 
[16,17]. Furthermore, they implicitly assume their data are linear, 
whereas several significant empirical studies have shown that time se
ries within finance are primarily non-linear, using ‘‘various statistical 
tests” [18]. Therefore, such traditional statistical models cannot provide 
the most accurate forecast estimations for real-world non-linear elec
tricity spot-price time series. To overcome their limitations, non-linear 
models that can learn temporal and functional relationships in an in
dependent manner are required. 

Over the last decade, data driven approaches based on advanced 
neural networks have been successfully employed to model various non- 
linear datasets within the fields of image analysis and pattern recogni
tion [19,20]. Their main advantage is that they can inherently learn 
functional relationships from a dataset itself, without pre-embedding 
any prior assumptions or any domain expertise. This ability to model 
complex non-linear relationships based on a finite data sample has made 
neural networks a quasi-universal tool for approximating functions [16]. 

Inspired by their success in other fields, neural networks have been 
applied for time series forecasting [21]. Unfortunately, an increasing 
number of empirical studies have shown that, currently, neural net
works still perform worse, on average, than traditional statistical models 
when applied to financial time series [22]. Analyzing such algorithms 
reveals that they fail to capture important unique features of electricity 
spot-price time series datasets, which, unlike the datasets of other fields, 
have input and output variables that are ordered in time and temporally 
interdependent. The electricity spot-price time series datasets comprise 
highly volatile data that include outliers that are prevalent by design and 
are not to be considered undesirable noise, as is the case in most other 
datasets [6]. 

A major factor contributing to such a performance gap is the choice 
of the backpropagation loss functions [23], which are borrowed from 
conventional problems within other fields in which neural networks 
were first applied (e.g., image analysis, natural language processing). 
The most widely employed loss functions today are the mean squared 
error (MSE) and mean absolute error (MAE), which both use the Jaco
bian matrix to compute the difference between two data points with the 
same abscissa [24,25]. Despite their simplicity and widespread adop
tion, they have several shortcomings. Although the MSE can be easily 
computed and converges fast even at fixed learning rates, it is sensitive 
to outliers because it magnifies errors by squaring them, thus reducing 
the overall model accuracy when the dataset has outliers. By contrast, 
the MAE, which is more robust to outliers, has a constant gradient, 
which makes it likely to miss its minima during a typical gradient 
descend algorithm. Furthermore, both MSE and MAE are not suitable for 
datasets with a wide range of values [26,27]. 

Given the importance of accurate time series forecasting, several 
studies aim to develop alternative metrics. Unfortunately, most pro
posed solutions have several limitations: they are either non- 
differentiable and thus cannot be used within the gradient descent al
gorithm of backpropagation; they incur a very high computational 
overhead; they have a constant gradient; or they do not handle outliers 
and noise efficiently [26-29]. 

In this study, we approach the problem systematically. We first 
outlined a set of properties that our desired loss function should satisfy. 
We surveyed the financial times series prediction evaluation literature 
and found that the Theil’s forecast accuracy UII is a good potential 
metric around which our candidate loss function can be built [30]. 

The primary research question of this paper is as follows: Can Theil’s 
forecast accuracy UII be used to build a loss function for accurately 
modeling day-ahead electricity spot-price time series using neural net
works? This study provides a positive answer to our research question: it 
shows that Theil UII-S (Theil UII quadratic) provides more accurate 
forecasts on the average, best, and, worst case scenarios, converges 
faster than both MSE and MAE, is twice differentiable, its performance is 
independent of the chosen neural network architecture, and has a var
iable gradient. 

To answer this research question, we performed a conceptual and an 
empirical analysis. First, we analyzed Theil’s forecast accuracy UII 
against the first set of our desired properties. We then derived Theil UII-S 
as a candidate loss function, which we tested empirically to consolidate 
our theoretical findings. We designed, implemented, and deployed five 
neural network models with the most used architectures in time series 
forecasting. We then ran our models on the real-world dataset of elec
tricity spot prices of Norway. Our results show that Theil UII-S meets the 
desired loss function properties and is a good candidate for training day- 
ahead electricity spot-price time series datasets. 

The rest of this paper is organized as follows. In Section 2, we provide 
an overview of the relevant background concepts. In Section 3, we 
survey the available literature on the proposed solutions to calibrate 
neural networks to better forecast time series. In Section 4, we outline 
the properties that our desired loss function should meet and discuss 
Theil’s forecast accuracy UII. In Section 5, we present the theoretical 
analysis of Theil UII and derive Theil UII-S as another candidate loss 
function. In Section 6, we describe our dataset and the experimental set 
up for our empirical study. In Section 7, we present and discuss our 
empirical results. Finally, we conclude the paper in Section 8 with a set 
of reflections upon the study’s process, results, impact, and future work. 

2. Background and preliminaries 

2.1. Electricity markets 

Ever since the early 1990 s, numerous electricity markets around the 
world have been undergoing progressive deregulation. This has gradu
ally resulted in highly competitive competitive markets that are no more 

A.A. Loutfi et al.                                                                                                                                                                                                                                



Applied Energy 319 (2022) 119182

3

under the traditional control of governments. In many ways, this shift is 
similar to the early development of financial markets: it is driving a 
growing multi-billions trading market, and creating new instruments 
such as spot contracts, derivatives, and futures contract [31]. However, 
the pricing models developed for financial instruments are not suitable 
for forecasting the trading prices of electricity, due to its intrinsically 
unique features [32]. As a matter of fact, electricity is a non-storable 
commodity that has no inventories. This requires new trading strate
gies for keeping balanced demand and supply levels. Furthermore, 
electricity markets are often fragmented in ways that are not economi
cally intuitive, due to the difficulty of transferring electricity between 
different geographical regions, either because it is physically impossible 
or too expensive. Such fragmentation does not exist in financial markets: 
the price of Google stocks is the same in both New York and Shanghai. 
Moreover, electricity trading is characterized by atypical variations that 
also set it apart from other power commodities such as oil and gas: its 
supply levels are significantly impacted by highly volatile weather 
conditions, while its demand levels are driven by continuously changing 
business needs [32]. Consequently, these variations lead to unexpected 
price peaks, seasonalities, and variations [31]. 

2.2. Day-ahead spot markets and their trading mechanisms 

When operating within open competitive markets, maintaining the 
stability of the electricity grid constantly is difficult. Thus, short term 
spot markets have become a crucial instrument in achieving a contin
uous balance between supply and demand [33]. For electricity, a suc
cessful mechanism for implementing this is day-ahead markets (DAMs), 
where trade occurs through an auction between interested buyers and 
sellers every 24 h, with many DAMs closing at 12:00 pm for all elec
tricity to be delivered from 12:00 am and 24 h ahead. As such, DAMs 
augment bilateral agreements, and give the market another key oppor
tunity to balance electricity needs that might have recently emerged 
[33,34]. 

DAM transactions are organized within trading platforms called 
power exchanges. All stakeholders that meet a pre-defined set of market 
entry requirements can connect to the power exchange and take part in 
its daily auctions: power generators bid with their minimum selling 
price and the electricity volumes they can transmit, while consumers bid 
with their maximum buying price and their required power volumes 
[33,35]. The power exchange then computes the market clearing price 
(MCP) as the intersection point of the supply and demand curves for 
each load period. The orders are then sorted and accepted according to 
their bid price. DAM auctions can be marginal or discriminatory. In the 
former, both buyers who bid above or equal to the MCP and sellers who 
bid below or equal to the MCP use the MPC to settle their transactions, 
whereas in the later, they use their biding prices [31]. Finally, to ensure 
the payment and delivery of all trade that takes place within the power 
exchange, transactions need to be cleared and settled. This role is ful
filled by the clearing house, which acts as the official proxy contractual 
partner between buyers and sellers [33]. Clearly, power exchanges offer 
numerous advantages over direct transactions: they are transparent, 
anonymous, mitigate risk related to payment and delivery, and give rise 
to one unique reference price [33]. 

Currently, day-ahead electricity spot markets can be found in the UK, 
Norway, Sweden, Spain, Finland, USA-California, the Netherlands, 
Germany, Denmark, Poland, and USA-Pennsylvania-New Jersey-Mary
land [34]. 

2.3. Neural networks 

Artificial neural networks—or simply neural networks—are data- 
driven modeling algorithms characterized by their ability to learn 
from a finite set of data examples [16]. They achieve this by being 
organized as “a massively parallel combination of simple processing 
units that can acquire knowledge from an environment through a 

learning process and store the knowledge in its connections” [36,37]. As 
such, neural networks are a powerful realization of the supervised 
learning problem, which we formally define subsequently in the context 
of multiple regression [38]. 

Let X and Y be two random variables: X ∈ x⊂ Rd, Y ∈ y⊂R, and Y =

f (X) for some unknown function f . Considering a sample 
{(xi − yi)}i=1,.....n drawn from the joint distribution of X and Y, super

vised learning aims to learn a mapping f̂ : x →y that minimizes the 
error, defined by a convenient loss function L : y × y→R[38]. As sug
gested by Koushik [38], minimizing over the set of all functions from x to 
y is ill-posed; thus, we restrict the space of hypotheses to some set of F 
and define the following: 

f̂ = argminE[L(Y, f (X))], f ∈ F (1) 

Neural networks solve Eq. (1) by passing input x via a series of layers. 
Starting from the incoming input signal x, each subsequent layer is 
computed as follows [38]: 

xj = ρWjxj− 1 (2) 

where Wj represents a linear operator, and ρ is a non-linear operator 
that makes the incoming input signal nonlinear by using an activation 
function such as rectified linear units (ReLU). This is an important step 
because the objective of neural networks is to produce a nonlinear de
cision boundary through combinations of weights and inputs. Each layer 
can thus be written as the sum of the previous layers as follows [38]: 

xj(u, ki) = ρ
(
Σ
(
xj− 1(, k)*Wj,kj (, k)

)
(u)
)

(3) 

In their most simple realization, neural networks aim to estimate a 
regression function. 

E(Y|X = x) (4) 

by, 

∝ +
∑h

j=1
wjg
( 〈

γ(j), x >
)
, (5) 

where γ is a constant, h is the bandwidth number that establishes the 
number of nodes, wj is the weight of node j, g is some nonlinear function, 
and γ(j) denotes the weights of the variables at node j [24]. 

2.4. Backpropagation and optimization 

The optimization problem of neural networks is highly non-convex. 
Typically, weight Wj is learned using a backpropagation algorithm, such 
as the stochastic gradient decent, which computes the gradients [38]. 

In this setting, backpropagation refers to the method computing the 
gradient and the direction that the neural network model should adopt 
to reduce loss, which is defined as the error difference between actual 
and predicted values. The model then iteratively attempts to find the 
minima of the loss function by changing the weights until the error 
converges to the lowest possible value [39]. 

Backpropagation is based on an expression for the partial derivative 
∂L/∂w of the loss function L with respect to any weight w and bias b[39]. 
This expression describes the rate of change of the loss when weights and 
biases are altered. Thus, backpropagation is a simple and fast algorithm 
for learning and also the core mechanism that provides detailed insights 
into how changes in weights and biases alter the overall behavior and 
performance of neural networks [39]. 

3. Literature review 

Accurate day-ahead electricity spot-price forecasts are crucial for all 
power portfolio managers and market stakeholders because they 
determine their trading strategies, as well as their production and con
sumption plans. This is especially true for electric utilities that often 
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cannot offload their costs to their retail customers; instead, when they 
cannot secure profitable contracts in the day-ahead markets, they take 
one last chance at trading within the real-time balancing markets. Un
fortunately, the costs of the later are prohibitively high, and can cause 
substantial financial losses, even bankruptcies, during times of high 
volatility [31]. 

Although electricity prices are volatile, they are not considered 
random. Therefore, significant efforts are devoted toward their analysis 
and forecast [40]. Weron [41] classified forecasting strategies into six 
main categories, which outline much of the available literature in this 
field: 1) multi-agent models that can be based on the Nash-Cournot 
framework, supply function equilibrium, strategic production cost, or 
agent-based simulation models [31,42-45]; 2) structural models which 
focus on capturing the impact of the physical and economic processes 
that are related to electricity production and trading, such as its load and 
other relevant weather variables [31,46]; 3) reduced-form models 
which focus on risk management and the pricing of derivatives, often 
using jump diffusions and Markov regime switching [31,47,48]; 4) 
statistical models that aim to mathematically capture the potential re
lationships between past prices and a set of relevant past and current 
values of variables such as demand, production, and temperature levels 
[31]. Some of the most widely used statistical techniques are similar-day 
exponential smoothing, regression models, AR/ARX-type time series, 
threshold autoregressive models, and GARCH-type models [31,41,49- 
52]; 5) artificial intelligence models, such as neural networks and space 
vector machines, which learn from data without requiring a priori 
expert knowledge about the problem space to parametrize the model 
[6]; 6) hybrid approaches which combine one of more of the five 
aforementioned categories [31]. 

When applied to short-term day-ahead electricity price forecasts, 
statistical and artificial intelligence models are the most promising and 
most currently used, with the latter being a fast-growing area of research 
[53-55]. Among the literature on the electricity market, Anbazhagan et. 
al. [56] proposed a recurrent neural network based on the Elman 
network for forecasting day-ahead electricity spot-prices in mainland 
Spain. The performance results were compared to a large set of both 
linear and non-linear models and further tested on the electricity market 
of New York in 2010. Amjady et. al. [57] proposed a forecasting strategy 
that relies on cascaded neural networks and a novel two-stage feature 
selection approach. Finally, Beigaite et. al. [8] studied the Lithuanian 
price zone in Nord Pool by modeling its day-ahead price using seasonal 
naïve, exponential smoothing, and neural networks. 

To overcome the shortcomings of MSE and MAE while training 
neural networks, several alternative loss functions have been proposed. 
Huber loss was proposed as a piecewise function of both MSE and MAE, 
in which a boundary hyper-parameter δ determines which one of the 
two should be used. Unfortunately, finding the right value for δ increases 
the complexity of training neural networks, which already have a suf
ficiently large number of other hyperparameters that must be finetuned 
[26,58]. Similarly, the log-cosh loss function computes the loss differ
ently depending on the magnitude of the error. As a logarithm of the 
hyperbolic cosine of the error, loss is approximated by 12(y − f(x))2 when 
the error is large and by |y − f(x)| − log2 otherwise. However, because 
the gradient and Hessian of log-cosh is constant for large errors, the 
model’s efficiency may suffer. Finally, the quantile loss function pro
vides a forecast interval instead of a single value by assigning different 
penalties to negative and positive forecasts based on the value of the 
chosen quantile parameter γ. Smaller γ values assign larger penalties to 
overestimated forecasts, and vice versa. The quantile loss function is an 
extension of the MAE, with its value being the MAE itself when the 
quantile parameter is in the 50th percentile [26,59]. 

Within the literature, we also found several approaches that specif
ically focus on time series [9,10,23,24]. In [28], the authors propose 
replacing the backpropagation algorithm with neuro-evolutionary 
techniques that penalize models that do not accurately distinguish 

timing errors by removing them from the population pool of future 
models, as originally proposed by Conway et. al. [60]. While such 
techniques slightly improve the accuracy of short-time horizon fore
casts, they significantly lag behind in terms of performance speed when 
compared with backpropagation-based calibration algorithms [24,28]. 

In [24], two intuitive correction techniques that can be applied to 
backpropagation optimization algorithms were proposed—error 
weighting and boosting. Error weighting weighs residuals during the 
gradient descent process and emphasizes high gradients, which are 
assumed to correspond to the highest timing errors. In contrast, boosting 
trains multiple models, and each one predicts the residuals of the pre
vious model; their sum is used to compute the forecasted output value. 
Although these two techniques showed promising results when empir
ically used to predict flood risk in Canada, their design is strongly related 
to the specific characteristics of water flow datasets, and their forecast is 
biased toward optimizing the detection and correction of peak errors, 
which are correlated with the highest risk of flooding. In [9], DILATE 
was proposed as a novel differentiable function that optimizes the 
forecast of sudden changes in time series by having two distinct terms 
for shape and temporal changes. 

Within the time series and knowledge discovery literature, we found 
several studies that aim to define alternative similarity measures to the 
Jacobian distance [23,61,62], such as the temporal distortion index 
[9,63,64] or the more commonly used dynamic time warping (DTW) 
[23]. The later was initially proposed within the speech recognition field 
as a general approach in which a time-wrapping function is selected 
first, and is then used to minimize any given loss function between two 
time series. Although DTW does indeed correct, to a reasonable extent, 
time-shift and time-wrap errors, it is computationally heavy and has no 
gradient, making it more suitable for pattern recognition than time se
ries forecasting [23]. To remedy this, Frías-Paredes et. al. [63] proposed 
a differentiable loss function based on DTW. However, it can only be 
used for predicting binary time series. 

4. Desired properties for the loss function 

The most commonly used loss functions for training neural networks 
are the MSE and MAE [26]. They are both similarly used as loss func
tions that are minimized during the backpropagation of the optimization 
algorithm, namely the gradient descent. When applied to time series 
forecasting, MSE or MAE is first computed for each fixed-sized time 
interval across the series, and then, optimization is executed over the 
sum of all averages. 

Although such loss functions have been widely successful, they are 
not optimal for financial time series forecasting because they do not 
truly capture the temporal ordered dependencies of time series datasets 
[9]. They also cannot provide sufficiently accurate forecasts [9]. While 
MAE is robust to outliers, it does so by semantically considering them as 
noise, which should not be de-emphasized. This is not the case for 
electricity spot-prices in which volatility is an inherent feature of the 
dataset. Furthermore, MAE has a constant gradient, as illustrated in 
Fig. 1, which makes it more difficult to train gradient descent algo
rithms, and it might miss its minima when used with gradient descent 
algorithms. In contrast, although MSE has a variable gradient, as shown 
in Fig. 2, it overemphasizes outliers, thus decreasing the overall model 
performance. 

As discussed in Section 3, most currently proposed alternative met
rics have one or several shortcomings: they are non-differentiable and 
thus cannot be used in backpropagation optimization algorithms, their 
design is biased toward optimizing the performance of specific appli
cation domains such flood control, or they are computationally heavy. 

To address these shortcomings, we approach the problem systemat
ically and outline a set of desired properties that our potential alterna
tive loss function should meet. 

Although several metrics that can accurately distinguish timing er
rors and properly quantify uncommon patterns have been proposed, 
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they cannot mathematically be used as a loss function, L, within a typical 
gradient descent algorithm. The following first property aims to address 
this challenge [39]: 

P.1: L is differentiable with respect to the weight w and bias.b 
This ensures that we can compute the partial derivative of loss L with 

respect to the weight w, ∂L/∂w, and bias b, which is at the core of 
gradient descent algorithms. 

Because day-ahead price forecasts are short term, the model must be 
trained efficiently. The next two properties address this. 

P.2: L is twice differentiable. 
This ensures that the loss function can leverage libraries that opti

mize the efficiency and portability of the gradient descent, such as the 
XGBoost [26,65]. 

P.3: L is smooth near the minima and has a variable gradient. 
This will give the gradient descent algorithm a higher probability of 

finding the minima and ensure that it converges efficiently. 
P.4: L is robust and provides accurate forecasts across different 

neural network architectures. 
An empirical study is the most suitable approach to assess P.3 and 

P.4. 

4.1. Proposed loss function 

To find an appropriate loss function that meets the aforementioned 
requirements, times series prediction evaluation literature is a good 
place to begin. At a high level, accuracy measures can be either stand
alone or relative [58,60]. Although standalone measures do not require 
any further reference forecasts, relative ones require a benchmark 
forecast, relative to which the evaluation performance is measured. 
Because of their simplicity and general efficacy, standalone measures 
are widely adopted as loss functions for training neural networks, when 
implemented as MSE and MAE [26]. 

In this study, we focus on the often-overlooked class of relative 
measures, among which, the Theil’s forecast accuracy coefficient is one 
of the earliest successful realizations. Formally, Theil defined two for
mulas that are both referred to as Theil’s forecast accuracy coefficient, 
and which are often labeled UI and UII to distinguish them [30]. 

UI =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1(yi − fi)

2
√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1yi

2
√

+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1fi

2
√ (6)  

UII =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1(yi − fi)

2

1
n

∑n
i=1yi

2

√

(7) 

where yi refers to the actual values and fi to the corresponding 
predictions. 

UI was suggested by Theil as a measure of forecast accuracy and is 
the most popular and debated coefficient among the two formulae. 
However, we consider UI to be unfit as a loss function for two main 
reasons. First, it is inconclusive and, as Theil himself later explained, 
“the denominator of UI depends on the forecasts and that it is therefore 
not true that UI is uniquely determined by the mean square prediction 
error” [30]. Second, its gradient is both non-symmetrical and non- 
smooth at the minima, as illustrated in Fig. 3. 

Fortunately, an initial evaluation of the second formula of Theil’s 
forecast accuracy coefficient UII, which was proposed as a measure of 
forecast quality, showed that it can potentially be a good metric for 
deriving our desired loss function. In fact, Theil UII is simple, clearly 
interpretable, and conclusive, with UII = 0 when the forecast and actual 
values are equal. It also unproblematically takes on a value of 1, when 
the standard error equals that of the naive no-change extrapolation. 
More interestingly, “it increases monotonically as the standard error 
forecasting improves over the no-change extrapolation” [30]. 

To solidify our intuition regarding Theil UII, we performed a 

Fig. 1. Plot of MAE loss (Y-axis) vs. predictions (X-axis).  

Fig. 2. Plot of MSE loss (Y-axis) vs. predictions (X-axis).  

Fig. 3. Plot of Theil UI loss (Y-axis) vs. predictions (X-axis).  
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systemic conceptual analysis in which we evaluated it against the four 
properties outlined in Section 4. 

5. Conceptual analysis 

5.1. Theil UII 

P.1: Theil UII is differentiable with respect to the weights and bias. 
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=
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P.2: Theil UII is twice differentiable. 
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P.3: Theil UII is not smooth near the minima and has a variable 
gradient. 

As illustrated in Fig. 4, Theil UII has a constant gradient that is in
dependent of error size and is non-smooth near the minima. 

5.2. Deriving Theil UII-S 

To address P.3, we squared Theil UII and used the resulting Theil UII- 
S as an alternative candidate loss function: 

Theil UII − S =
1
n

∑n
i=1(yi − fi)

2

1
n
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i=1

yi2 

=
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i=1(yi − fi)
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2 (10) 

Thus, Theil UII-S maintains all advantages of Theil UII, satisfies P.1 
and P.2, is smooth at the minima, and has a variable gradient (P.3.). As 
illustrated in Fig. 5, Theil UII-S takes the smooth shape of the MSE, while 
its values are within the same wide range of the MAE that goes from 0 to 
10000. 

P.1 Theil UII-S is differentiable with respect to the weights and bias. 
More so, its derivative is less complicated than that of Theil UII. 
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Fig. 4. Plot of Theil UII loss (Y-axis) vs. predictions (X-axis).  

Fig. 5. Plot of Theil UII-S loss (Y-axis) vs. predictions (X-axis).  

A.A. Loutfi et al.                                                                                                                                                                                                                                



Applied Energy 319 (2022) 119182

7
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Considering an activation function g(x) as an inner function that 
takes the weighted input ‘‘net’’ to calculate fi, ∂fi/∂wj is formulated as 
follows: 
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P.2. Theil UII-S is twice differentiable. In addition, its second de
rivative is less complicated than that of Theil UII. 
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P.3. Theil UII is smooth near the minima and has a variable gradient. 
This is illustrated in Fig. 5. 
P.4. To satisfy P.4. and solidify our theoretical analysis of both Theil 

UII and Theil UII-S, we performed an empirical study, which is detailed 
in Section 6. 

6. Experimental setup 

6.1. Data 

Electricity prices have specific characteristics that differentiate them 
from other financial instruments and commodities [66]. “This is partly 
due to the inelastic short-term demand for electricity, caused by eco
nomic and business activities. Combined with the lack of efficient stor
age opportunities, which prevents inter-temporal smoothing of the 
demand, extremely large price movements (spikes) as well as various 
cyclical patterns of behavior occur” [66]. 

As illustrated in Fig. 6, spikes are infrequent and occur, for instance, 
because of extreme fluctuations that can be caused by extreme weather 

conditions, supply fluctuations due to generation outages or trans
mission failures, or due to the “holiday effect” [66]. 

We analyzed the problem of day-ahead electricity spot-price fore
casting in Norway. We used historical electricity spot-price data of 
Norway (source NORDPOOL https://www.nordpoolgroup.com/) be
tween January 2nd, 2013 and February 14th, 2020, as shown in Fig. 6. 

Electricity spot-price (EUR/MWh) can be defined as the average 
market clearing price across all 24 h of the last relevant delivery day 
[66]. In fact, similar to other countries such as Germany, the day-ahead 
auction for hourly delivery of the Norwegian transmission System Op
erators zone occurs daily at 12.00 PM (including weekends and holi
days) [66]. The market participants can submit their bids anonymously, 
after which the market clearing price is determined and published after 
12.40 pm, with the delivery taking place during the respective hours the 
following day [66,67]. 

6.2. The dynamics of Day-ahead electricity spot-price forecasting 

In this section, we aim to analyze the underlying mechanism that 
influences day-ahead spot-prices, and to motivate our choice of the 
model’s input variables. 

The supply and demand levels drive market prices. For electricity 
day-ahead markets where the grid must always be balanced, its demand 
must always equal its supply [66]. However, modeling real supply and 
demand levels alone is not enough. This is because electricity spot-prices 
are mainly driven by the expectations of the market about supply and 
demand, and not by their real volumes [68]. Therefore, our price fore
casting model needs to accurately capture the predicted levels of supply 
and demand. 

On the demand side, Norway has registered a yearly increase in 
power consumption between 1 and 1.5 TWh [68]. While such capacities 
can meet the demands of at least 50 000 homes per year, the Norwegian 
market electricity consumption growth rate has been 5 times larger than 
that of electricity supply over the last ten years [68]. Therefore, the 
Norwegian electricity market can expect prices that will continue to rise. 
Furthermore, electricity demand levels are greatly correlated to the 
strength of the business activity in other markets, such as commodities 
[68]. Instead of reinventing the wheel and building forecast models for 
such markets, we instead use the value of the forward electricity con
tracts that they issue, as they are based on their future forecasted activity 
levels, and thus, their electricity needs (see Table 1). 

On the supply side, the expected production volume of the Nordic 
electricity market is directly correlated to its supply capacity, and thus, 
its spot-prices. For instance, since developing new Nordic power plants 

Fig. 6. Line chart of electricity spot price of Norway in 2013–2020.  
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is forecast to fall between 0.25 and 0.030 NOK per kWh, we can real
istically expect future electricity prices not to exceed this price range, if 
we assume that extending production volumes will also remain realis
tically feasible whenever new demand levels arise [68]. Brent oil is 
generally a large contributor to primary energy production. While its use 
in Norway has been recently decreasing due to the current environ
mental legislation, oil prices still significantly impact the transportation 
cost of other portable renewable energies [66,67]. As such, oil impacts 
the electricity spot price in Norway owing to its contribution to both its 
production and transportation. Coal is another important driver of 
electricity day-ahead spot markets. As European plants need to buy raw 
coal from other third parties, they can sometimes halt their production 
when rising coal prices make it unprofitable to burn. In turn, the 
decreasing coal production levels decrease the overall electricity supply 
and increase its spot-price [68]. Last but not the least, renewable en
ergies play an increasingly important role in today’s electricity pro
duction, largely because of their near-zero carbon emissions [66]. This is 
especially true for wind power where production costs have been 
dramatically decreasing for several years, and where the cost of setting 
up a new wind farm has already become cheaper than that of coal plants 
or gas in many countries [69]. Being one of the fastest growing global 
energies, wind needs to be part of any robust day-ahead electricity spot- 
prices forecasting model. 

6.3. Data preparation 

6.3.1. Initial exploration 
An initial exploration of the dataset was conducted through a sta

tistical description of the input variables, as detailed in Table 2. For 
instance, some input variables contained missing values, which are 
mainly due to the markets being closed during weekends and public 
holidays. In Section 6.3.3, we explain how we deal with the missing 
values. Furthermore, the descriptive statistics show that values of input 
variables have different scales. While neural networks are known for 
their ability to process raw data, different studies have shown that 
normalizing data enhances convergence and generalization in most 
tasks [70]. Therefore, all our data were normalized in the same range, 
with a mean of 0 and a standard deviation of 1. 

6.3.2. Missing values 
Missing data values are a major concern in machine learning because 

knowledge is primarily extracted from data and largely depends on its 
quality and completeness [71]. Therefore, identifying all missing values 
within our dataset and handling them before feeding data into the neural 
network are important tasks. In this study, we deployed five different 
techniques to deal with missing values and compared their results before 
finally selecting the most optimal one for our dataset: 

Ignore: we simply ignore the missing values by deleting them. 
Despite its simplicity, this technique can make data more biased, 
which will then negatively impact the model’s performance [71-73]. 
Mean: the missing values are replaced with the mean of the weekly 
electricity prices. 
Cubic spline interpolation: this mathematical technique constructs 
new data points within the boundaries of a set of other known points. 
These new data points are output by the interpolation/spline func
tion, which consists of multiple cubic piecewise polynomials [74]. 

Given a set of n+1 data points (xi − yi) where no two xi are the same 
and a = x0 < x1......xn = b, the spline S(x) is a function satisfying the 
following conditions:  

o S(x) ∈ C2[a,b] :
o On each subinterval [xi− 1, xi], S(x) is a polynomial of degree 3, where 

i = 1, ....,n.  
o S(xi) = yi, foralli = 0,1, ...,n.
o Nearest value: the missing values are replaced with those of the 

nearest day.  
o K-nearest neighbor (KNN): KNN is a part of the family of hot deck 

imputation methods; it replaces missing values with values extracted 
from donors that are similar to the recipient as per a given similarity 
measure [71]. In this study, we set k as 7 and replaced the missing 
values with the average of their seven nearest measured data points. 
The choice of K = 7 is based on the weekly trend that can charac
terize electricity spot-price datasets. 

To select the seven nearest neighbors, we used the Euclidean norm as 
a similarity measure. It assumes the following form: 

d(p, q) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑n

i=1
(pi − qi)

2
√

(14) 

where p and q refer to two points in the Euclidean n-space, and pi and 
qi are Euclidean vectors starting from the origin of the space (initial 
point). 

To assess the potential impact of the above five data imputation 
approaches on the forecasting performance, we tested them on a feed- 
forward neural network (FFNN). We did not change the model’s 
configuration to isolate the impact of each missing value on the fore
casting accuracy. As shows in Table 3, KNN performs best on our dataset. 
Therefore, we used it to fill the values of our missing data points in the 
final experimental design. 

Table 1 
List of the input variables used in the analysis and their sources.  

Input variables Source 

Electricity consumption 
prognosis, MWh 

Leading power market in Europe NORDPOOL 
https://www.nordpoolgroup.com/ 

Electricity production 
prognosis, MWh 

NORDPOOL 

Wind prognosis, MWh NORDPOOL 
One quarter forward 

contract price, EUR 
NORDPOOL 

One year forward contract 
price, EUR 

NORDPOOL 

Brent oil price prognosis, 
EUR 

Bloomberg, Ticker: COA Comdty 

Coal price, EUR European Energy Exchange https://www.eex. 
com/en/  

Table 2 
Descriptive statistics of the input variables and target variables between January 2nd, 2013 and February 14th, 2020.  

Input 
variables 

Electricity spot 
price 

Electricity 
consumption 
prognosis 

Electricity 
production 
prognosis 

Wind 
prognosis 

One quarter 
forward contract 
price 

One year forward 
contract price 

Brent oil price 
prognosis 

Coal price 
prognosis 

Count 2600 2600 2600 2600 1784 1784 1830 1834 
Mean 32.4 1,126,639 1,096,378 78833.6 34.8 32.2 70.1 67.8 
Median 31.3 108,578 1,068,124 68,729 34.7 33.7 63.6 65.1 
Std Dev 9.93 193,890 193,455 50,941 10.32 7.1 22.26 14.1 
Minimum 3.9 679,182 668,090 2409 13.4 16.3 27.9 46.9 
Maximum 81 1,663,751 1,614,981 292,026 58.7 47.5 115.1 102.6  
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6.3.3. Study of correlations 
To solidify our choice of input variables for the dataset, the corre

lation between its different features (target and explanatory) was 
explored by computing the Pearson, Spearman, and Kendall correlation 
matrices (see Figs. 7-9). 

Overall, the three correlation matrices show that the input variables 
and electricity spot-price are positively correlated. The Pearson, 
Spearman, and Kendall matrices showed slightly different correlations 
between the input variables and electricity spot-price. We decided to 
keep them as part of our dataset because we attribute the observed 
differences to the sensitivity acceptance of each method. 

7. Experimental results 

7.1. Model development 

Our dataset includes the consecutive recordings of 2600 days from 
January 2nd, 2013 to February 14th, 2020. After the preprocessing 
phase, the dataset was divided into a training set (the first 1600 days), 
validation set (the next 400 days), and test set (the last 600 days). To 
ensure that our results were robust and not specific to any one neural 
network architecture, we developed five models to test our loss function: 
FFNN, convolutional neural network (CNN), recursive neural network 
(RNN), long-short term memory neural network (LSTM), and gated 
recurrent unit (GRU) neural network. The code and data are available in 
the Git hub depository: https://github.com/ahmadamineloutfi. 

Our design follows the principles of simplicity, where we keep each 
model at 1 hidden layer with 64 corresponding neurons. As the 

activation function, we primarily used ReLU. We also used the RMSprop 
as the optimization algorithm for the models’ stochastic gradient 
descent. 

7.2. Performance of Theil UII and Theil UII-S 

We trained all neural network models on four loss functions—MSE, 
MAE, Theil UII, and Theil UII-S—which gave us a total of 20 models. We 
measured the performance of each model based on both MSE and MAE. 
To understand the real impact of the proposed loss functions on forecast 
accuracy, the hyperparameters were the same for all models—learning 
rate, activation function, optimizer, batch size, and lookback interval. 

Furthermore, given the strong relationship between the loss function 
and the model’s lookback and performance, we allowed each model to 
run on a range of lookback values from 1 to 12. This is to allow a fair 
comparison of the results, as each neural network and loss function is 
expected to perform best on a different lookback. 

As such, we present our results for the test set as follows: 
Average forecast analysis: For each model, we computed the mean 

forecast error across all lookbacks as well as its standard deviation. The 
results presented in Table 4 clearly show that Theil UII-S outperforms 
both MSE and MAE as a loss function in 10/10 of the test cases because it 
gives the lowest average error across all 12 lookbacks when evaluated 
with both MSE and MAE. In other words, if we choose a model and a 
lookback value randomly, then training it on Theil UIIS will give more 
accurate forecasts on average. Furthermore, the small standard devia
tion on the Theil UII-S measure of 0.37 with the MSE and 0.14 with the 
MAE shows that it fulfills P.4: 

P.4: L is robust and provides accurate forecasts across different 
neural network architectures. 

We can see that Theil UII provides less accurate forecasts than Theil 
UII-S. Nonetheless, Theil UII still outperforms MSE in 80% test models 
and MAE in 60% test models. 

Optimal forecast analysis: For each model and each loss function, 
we only kept the lookback results that correspond to the best forecast 
accuracy (see Fig. 10). The results presented in Table 5 show that Theil 
UII and Theil UII-S still outperform both MSE and MAE in 9/10 test 
models, out of which Theil UII-S provides the best forecasts 60% of the 

Table 3 
Impact of the missing value technique on the forecasting accuracy using a FFNN.  

Missing value technique MSE MAE 

Ignore  1.35  3.05 
Mean  1.19  1.84 
Nearest value  1.30  2.23 
KNN (K-nearest neighbor)  0.84  1.00 
Cubic spline  1.48  3.03  

Fig. 7. Pearson correlation matrix.  
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time. 
Worst Forecast analysis: For each model and each loss function, we 

only kept lookback results that correspond to the worst forecast accu
racy. The results presented in Table 6 show that Theil UII-S still out
performs both MSE and MAE in 10/10 of the test cases, with upper 
bound errors of 2.27 and 1.31 as measured by the MSE and MAE, 
respectively. 

7.3. Convergence 

Figs. 11 and 12 show a comparison of the number of epochs required 
for each loss to reach its minimum error. They clearly show that neural 
networks trained on Theil UII and Theil UII-S converge significantly 
faster than those trained on MSE and MAE. This is true for most of the 
implemented test models on the 12 different lookbacks. 

Fig. 8. Spearman correlation matrix.  

Fig. 9. Kendall correlation matrix.  
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8. Summary of results 

Our empirical results show that models trained on Theil UII-S pro
vide more accurate forecasts for day-ahead electricity prices than those 
trained on MSE, MAE, and Theil UII. This is true for the average, best- 
case, and worst-case scenarios. The performance of Theil UII-S is also 
independent of the specific neural network architecture and converges 
the fastest. 

Although Theil UII also performed reasonably well, it was out
performed by Theil UII-S in most test cases. We would argue that this is 

because Theil UII-S gives more weight to “outliers” than Theil UII 
because Theil UII-S squares their errors. While this would have 
decreased the model’s performance in other datasets, it instead im
proves the day-ahead electricity spot-price forecasts because outliers are 
an inherent feature of the data; they represent its high volatility and 
unusual peaks that must not be minimized as noise. 

Considering the empirical results as well as the conceptual analysis, 
we conclude that Theil UII-S meets all the desired properties outlined in 
Section 4, and that it is indeed a good candidate loss function for training 
day-ahead electricity spot-prices. 

9. Conclusions and future work 

In this study, we aimed to solve one of the problems of day-ahead 
electricity spot-price forecasting systematically- the choice of the 
backpropagation loss function. First, we provided a set of desirable 
properties that such a loss function should meet. We then proposed Theil 
UII-S as a novel loss function based on Theil’s forecast accuracy coeffi
cient UII. We analyzed Theil UII-S (Theil UII quadratic) conceptually 
and found that it meets the first set of our outlined properties. To solidify 
our initial findings, we conducted an empirical study in which we 
trained five neural networks on MSE, MAE, Theil UII, and Theil UII-S. 
We finally tested our models on the real dataset of electricity spot 
price in Norway. Our results show that Theil UII-S provides more ac
curate forecasts on the average, best, and, worst case scenarios. We also 
found that it converges faster than both MSE and MAE, is twice 

Table 4 
Overview of the average forecast analysis of the loss functions used in training five different neural network architectures on 12 lookbacks.   

FFNN CNN LSTM GRU RNN 

Evaluation 
metric 

MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE 

MSE 1.48 ± 0.82 0.89 ± 0.33 1.86 ± 0.86 1.28 ± 0.70 1.19 ± 0.80 0.80 ± 0.26 0,85 ± 0.35 0.74 ± 0.16 1.03 ± 0.34 0.85 ± 0.21  

MAE 1.53 ± 0.86 0.97 ± 0.25 2.11 ± 0.90 1.10 ± 0.20 1.06 ± 0.98 0.72 ± 0.30 1.10 ± 0.37 0.89 ± 0.21 1.56 ± 1.02 0.92 ± 0.23  

Theil UII 1.43 ± 0.69 1.00 ± 0.39 1.53 ± 0.53 0.99 ± 0.21 1.10 ± 0.63 0.80 ± 0.28 0.81 ± 0.31 0.72 ± 0.10 1.26 ± 0.57 0.91 ± 0.23 
Theil 

UII-S 
1.06 ± 
0.34 

0.82. ± 
0.11 

1.23 ± 
0.51 

0.88 ± 
0.20 

0.76 ± 
0.30 

0.64 ± 
0.13 

0.63 ± 
0.35 

0.61 ± 
0.09 

0.72 ± 
0.33 

0.64 ± 
0.17  

Fig. 10. RNN results using four different loss functions on 12 lookbacks and MAE as an evaluation metric.  

Table 5 
Overview of the optimal forecast analysis of the loss functions used in training 
five different neural network architectures on 12 lookbacks.  

Evaluation 
metric 

MSE MAE  

Loss 
function 

Lookback Value Loss 
function 

Lookback Value 

FFNN Theil UII 4 0,29 MSE 8 0,32 
CNN Theil 

UII-S 
10 0,41 Theil 

UII-S 
11 0,52 

LSTM Theil UII 1 0,33 Theil UII 1 0,44 
GRU Theil 

UII-S 
8 0,35 Theil 

UII-S 
9 0,50 

RNN Theil 
UII-S 

8 0.32 Theil 
UII-S 

8 0,40  
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differentiable, its performance is independent of the chosen neural 
network architecture, and it has a variable gradient. Therefore, we 
conclude that Theil UII-S is indeed a good candidate for training neural 
networks in forecasting day-ahead electricity spot prices. 

Despite its many advantages, this study has some limitations, such as 
using only one real-world dataset for verification. As future work, we 
plan to empirically test Theil UII-S on more financial time series datasets 
to draw stronger conclusions about its generalizability. We also aim to 
study whether Theil UII-S can accurately distinguish temporal and 
amplitude errors. 
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[8] Beigaite R, Krilavičius T, Man KL. Electricity Price Forecasting for Nord Pool Data. 
In: In: 2018 International Conference on Platform Technology and Service 
(PlatCon); 2018. https://doi.org/10.1109/PlatCon.2018.8472762. 

[9] Guen V, Thome N. Shape and Time Distortion Loss for Training Deep Time Series 
Forecasting Models. arXiv:1909.09020v4 [stat.ML] 2019. 

[10] Fan C, Zhang Y, Pan Y, Li X, Zhang C, Yuan R, et al. Multi-horizon time series 
forecasting with temporal attention learning. In: In: Proceedings of the 25th ACM 
SIGKDD International Conference on Knowledge Discovery & Data Mining; 2019. 
https://doi.org/10.1145/3292500.3330662. 

[11] Cinar YG, Mirisaee H, Goswami P, Gaussier E, Aït-Bachir A, Strijov V. Position- 
based content attention for time series forecasting with sequence-to-sequence rnns. 
In: International conference on neural information processing 2017. 

[12] Lim B, Zohren S. Time Series Forecasting With Deep Learning: A Survey. Phil Trans 
R Soc 2021;379(2194):20200209. https://doi.org/10.1098/rsta.2020.0209. 

[13] De Livera AM, Hyndman RJ, Snyder RD. Forecasting time series with complex 
seasonal patterns using exponential smoothing. J Am Stat Assoc 2011;106(496): 
1513–27. 

[14] Chen P, Pedersen T, Bak-Jensen B, Chen Z. ARIMA-based time series model of 
stochastic wind power generation. IEEE Trans Power Syst 2010;25(2):667–76. 
https://doi.org/10.1109/TPWRS.2009.2033277. 

[15] Lewis R, Reinsel GC. Prediction of multivariate time series by autoregressive model 
fitting. J Multivar Anal 1985;16(3):393–411. https://doi.org/10.1016/0047-259X 
(85)90027-2. 
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