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An accurate description of surface pressure loads imposed by blast waves is crucial for the design of the
next generation of blast-resistant structures. However, experimental techniques for non-intrusive, full-field
surface pressure measurements are not readily available. To address this challenge, a new application of the
Virtual Fields Method (VFM) has been explored to reconstruct the surface pressures acting on thin steel plates
using full-field deformation measurements of the plate dynamics. A shock tube facility was used to generate a
blast-like loading in controlled, laboratory environments, where the plate dynamics were measured using the
deflectometry technique. Different blockages at the shock tube exit allowed for varying the spatial distribution
and temporal history of the blast loading. The surface pressures were reconstructed from experimentally
measured kinematic fields using the VFM. A nearly non-deformable plate equipped with point-wise pressure
sensors was also used to obtain a reference, allowing to assess the performance and reliability of the proposed
methodology in capturing the surface pressure distributions. Moreover, visualizations of the different blast
wave impacts on the plate were obtained using a background-oriented schlieren setup. Finally, the influence
of potential error sources was investigated by means of a virtual laboratory using a finite element analysis
to generate synthetic input to the load reconstruction analysis. The proposed methodology provided robust,
precise predictions using noise-free input from virtual experiments. The presence of both systematic and
random errors during the experimental campaign resulted in a reduced pressure reconstruction accuracy,
where the peak pressure amplitudes were approximately 10-20% lower compared to the pointwise transducer
data. Pressure reconstructions from experimental data still showed qualitatively good estimates of the pressure
distributions that were extrapolated from transducer data. Hence, this work highlights the capabilities of a
promising methodology to obtain more insight into the effective action of the loading during blast-structure
interaction of plated structures.

1. Introduction

Civil engineering structures extend the scope of traditional safety
and security design by also introducing architectural, lightweight and
flexible structures. It is therefore of utmost importance to provide struc-
tural engineers with detailed knowledge of loads, underlying physics
and materials to understand and predict how lightweight, flexible
structures respond during blast loading events.

However, currently available blast loading measurement techniques
offer limited capabilities for quantifying surface load distributions act-
ing on an investigated structure.

Over the last decades, the advances in development of high-
resolution, high-speed cameras have propelled the use of full-field,

time-resolved deformation measurement techniques. Optical techniques
such as digital image correlation (DIC), see Refs. [1-5], the grid
method [6] and deflectometry [7] are now well-established and rou-
tinely used to detect and measure the motion and deformation of
structures. However, the literature is rather scarce when it comes
to experimental techniques providing robust, high-fidelity measure-
ments of the space-time distribution of the surface pressures during
blast-structure interaction. Current approaches are typically based on
pointwise measurements on nearly non-deformable structures using
pressure transducers, load cells or Hopkinson pressure bars [8-10].
There is a lack of measurement techniques to determine the full-
field surface pressures which are necessary to investigate the two-way
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interaction between the blast loading and the dynamic response of
plated structures [11].

While there is a number of techniques available for surface pressure
measurements, most are not suitable for full-field measurements or for
the experimental conditions during blast events.

Pressure reconstruction within a fluid can be achieved using parti-
cle image velocimetry (PIV) and particle tracking velocimetry (PTV),
which are established techniques for flow field measurements (see
e.g. [12-14]). Velocity measurements within a fluid, e.g using parti-
cle image velocimetry (PIV), particle tracking velocimetry (PTV) and
optical flow tracking velocimetry (OFTV), can be used to reconstruct
pressure from the obtained velocity fields (see e.g. [12-15]). These tech-
niques require optical access to the flow field and traceable particles
in the investigated fluid, which is usually not feasible in tests with
blast loaded plates because of the limited optical access to the loaded
side of the plate, as well as the risk to damage the optical equipment.
Pressure sensitive paints (e.g. [16, chapter 4.4]) are often used for the
measurement of large differential surface pressure amplitudes in shock
tubes, but they also require optical access to the pressure side of the
investigated structure.

A common and well established approach for measuring surface
pressure is the integration of pressure transducers into the investigated
surface. However, this technique yields pointwise measurements and
a large number of pressure transducers is needed to capture spatial
pressure distributions in detail. The spatial resolution that can be
achieved this way is limited by the size of the transducers, as well
as by the number of transducers that can be fitted into the tested
structure. Mounting of the transducers requires holes to be drilled in the
structure, which can further change the structural properties. A point-
wise measurement approach for blast loading from buried explosives
was developed in Refs. [8,9,17,18]. Here, the authors used arrays of
Hopkinson pressure bars that allowed them to map the resulting blast
load distributions.

Inverse analyses can also be used to obtain loading information
based on deformation information of a structure subjected to blast
loading. Dimensional analysis may be employed to relate the plate
response to the loading conditions, but relies on assumptions on the
symmetry of the problem, loading distributions and material prop-
erties [19-22]. Further, any empirically obtained equations are only
valid in the experimental range in which they were obtained. Another
approach is to reconstruct the surface pressure from full-field deforma-
tion measurements by solving the mechanical equilibrium equations
governing the structural dynamics. It was employed in a series of
studies where thin plates in pure bending were used as test samples
(Refs. [23-31]). This allows using the Kirchhoff-Love theory for de-
scribing the equilibrium, relating transverse loading of the thin plate
to the surface deformations. The corresponding equilibrium equation
involves fourth order spatial and second order temporal derivatives
of the surface deflections. These derivatives pose a key challenge for
pressure reconstruction due to the amplification of experimental noise
caused by numerical differentiation. Therefore, filtering approaches are
crucial for extracting load information accurately from experimental
data via the equilibrium equation. This is particularly challenging when
investigating unknown transverse load distributions because the filters
can bias signal amplitudes. One suitable technique for reducing the
noise level was demonstrated in Refs. [23,24], where the authors em-
ployed wavenumber filters to regularize noisy deformation data from
laser doppler vibrometer measurements. This allowed the authors to
identify external mechanical vibration sources, as well as the acous-
tic component of a turbulent boundary layer on thin plates via the
equilibrium equations. Further addressing experimental noise and noise
amplification arising from numerical differentiation, the VFM was used
in a number of studies. The VFM is an application of the principle of
virtual work and allows using full-field data to identify constitutive
mechanical material parameters from known loading or vice versa [32].
It further allows addressing the problem of thin plates in pure bending
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with the global equilibrium equation, reducing the order of spatial
differentiations of the deflection field required for load reconstruction
to two. Utilizing the virtual fields in the equilibrium equation as
spatial filters offers an additional way to address spatial noise with this
technique. Compared to finite element method analyses, the VFM is
computationally cheap. Since the VFM is based on global equilibrium
equations, a piecewise approach was developed to reconstruct spatial
load distributions [33].

Several studies [25-27] used the VFM in combination with scanning
laser-doppler vibrometer measurements to extract pressure distribu-
tions in the form of acoustic loads on plates and walls with a piecewise
virtual fields approach. In order to acquire sufficient signal-to-noise
ratios for the measured deflections that are required for load recon-
struction, recent studies used deflectometry measurements. Deflectom-
etry is an optical, highly sensitive technique that allows measuring
changes in surface slopes [7]. While slopes require spatial integration
to obtain the deflections for load reconstruction, they only require
one spatial differentiation for load reconstruction with the principle of
virtual work. This combination of deflectometry and the VFM allowed
reconstructions of dynamic point loads from impact hammer and drop
tests in Ref. [28] and of impinging air jets in Refs. [29-31]. A key
challenge found in these studies on VFM pressure reconstruction was
the accuracy of pressure amplitudes. The virtual fields act as low-pass
filters and can introduce significant bias to the reconstructed pressure
amplitude. Kaufmann et al. [29] addressed this issue by introducing
an approach for the systematic assessment of accuracy and systematic
processing error using simulated experiments.

The present study demonstrates an application of the VFM to recon-
struct full-field surface pressures during the dynamic response of thin,
blast loaded steel plates. This amends existing diagnostic techniques
in blast environments towards full-field, non-intrusive measurement of
surface pressure loads, as an alternative to point-wise measurements
from pressure transducers and load cells. Compared to previous studies
on blast loading, the new approach involving camera measurements
poses challenges in terms of the experimental setup due to accessibility
and vibrations, as well as due to the short relevant time scales of
the events. A controlled, laboratory environment is used to generate
three distinct blast wave fronts, further demonstrating the potential of
the approach for identifying spatial loading and its distribution. The
present study also uses pressure transducer array measurements on
nearly non-deformable plates to establish a reference to evaluate the
performance of the proposed methodology. In addition, background
oriented schlieren (BOS) measurements are used to compare the re-
constructed spatial distributions. Finally, virtual experiments based on
a finite element analysis are carried out to evaluate the performance
of the data processing and VFM pressure reconstruction methodology,
eliminating experimental limitations and allowing an investigation of
error sources.

2. Methodology

This section introduces the experimental setup, parameters, equip-
ment, and optical techniques that were applied in this study, as well
as a theoretical background of the pressure reconstruction approach.
The final part describes the processing approach that is applied to the
experimental data.

2.1. Setup for shock-tube experiments

Experiments were carried out in the SIMLab shock tube facility
(SSTF) at the Department of Structural Engineering at NTNU. A detailed
description of the shock tube facility is given in Ref. [34]. Fig. 1(a)
shows a schematic of the facility and setup. The SSTF produces a
planar shock wave in a controlled, laboratory environment. Different
blockages at the end of the tube allowed generating different pressure
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Fig. 1. Pictures of the setup components: (a) Schematic of the experimental setup in the shock tube facility with deflectometry (D) and background oriented schlieren (BOS)
components, (b) Reflective test plate mounted on the rigid frame and perspex shield, (¢) Camera and printed deflectometry grid and (d) Pressure transducer setup.

distributions on the test plate. In addition to the unblocked configura-
tion, a half-blockage and a column shaped blockage were chosen (see
Fig. 2). A steel plate with mirror-finish surface was used as test speci-
men, introducing a specular reflective surface which is necessary to use
the deflectometry technique. The plate was placed 220 mm downstream
from the blockages, with the reflective side facing away from the shock
tube exit. The test plate was fixed between two 25 mm thick aluminum
frames, i.e., a mounting frame with outer dimensions 700 mm x 800 mm
and a clamping frame with outer dimension 400 mm x 400 mm. Both
frames had a square opening at the center, leaving an exposed area
of 300 mm x 300 mm for the test plate. Further downstream, a rigid
frame was used to mount the camera and grid that are required for

the deflectometry setup in the test section. A plastic wind shield was
mounted around the steel frame holding the test plate to protect the
optical setup, see Fig. 1(b). Two light sources were placed on either side
and outside of the test section, illuminating the printed grid through
windows in the sides of the test section. Due to the lack of large
windows in the test section it was not possible to place the camera
and grid outside of the test section. Additional tests using pressure
transducers were carried out to validate the pressure reconstruction
results. A 25 mm thick aluminum plate with outer dimensions 700 mmx
800 mm and pressure transducers fitted into the surface was placed
in the same position as the polished steel test plate. 16 piezoelectric
Kistler Type 603B pressure transducers recording at 500 kHz were used
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Table 1
Setup parameters.

Optics

Camera Phantom

v2511

Technology CMOS
Camera pixel size 28 pm
Dynamic range 12 bit
Settings

Resolution 512 x 512 pixels
Frame rate £ 75000 fps
Exposure 5 ps

Lens Sigma 50-100 mm f/1.8
Sample

Material Steel
Young’s modulus E 190 GPa
Poisson’s ratio v 0.3

Density 7923 kg m™3
Thickness tg 4.95 mm
Side length I 300 mm
Grid

Printed grid pitch Pc 5.89 mm
Grid-sample distance hg 1.37 m
Pixels per pitch PPP 5

for validation testing. Since the test design was symmetric along the
vertical axis, the sensors were only placed on one side of the plate,
see Fig. 1(d). In addition, a background oriented schlieren (BOS) setup
was used between the shock tube exit and test plate as shown in
Fig. 1(a). BOS was used to visualize the symmetries of the different blast
waves and thus to further validate the pressure reconstruction results.
BOS implies that the camera focuses solely on the background, here
consisting of a grid pattern. It allows measuring apparent displacements
of this background pattern that occur due to changes in the refractive
index of light caused by local density gradients in the air between
the camera and the background, thus visualizing the position of the
blast wave (see e.g. [35]). A cross hatched grid with 4 mm printed
pitch was used as background pattern and placed perpendicular to
the flow direction close to the test section wall. Camera and light
source were placed outside of the section and focused on the BOS grid
pattern, recording through a section window. Using the same phase
detection algorithm as presented in Section 2.2, visualizations of the
density gradients that where induced by the approaching blast wave
were obtained in terms of apparent displacements of the background
pattern.

2.2. Deflectometry

This work applies the load reconstruction methodology introduced
in Refs. [29,30], which is limited to small, elastic deformations and
thin plate theory. The blast intensities and specimen parameters in
the present study are chosen to comply with these limitations, making
the deflectometry technique the ideal choice to measure the kinematic
fields of interest for the load reconstruction. Deflectometry is an opti-
cal full-field measurement technique for the quantification of surface
slopes [7]. The measurement approach used in the present study is
also explained in Ref. [29] and briefly repeated here. Fig. 3 shows
a schematic representation of a typical setup. Deflectometry requires
a specimen with specular reflective surface, a cross-hatched grid, a
camera and a light source. The camera is placed at an angle next to the
printed grid such that it records the reflected grid in normal incidence.
Here, the printed grid pitch is denoted as pg. The angle 6 should be
minimized to avoid perspective distortions in the recorded image.

Both grid and camera are placed at a distance hg from the specimen
surface. As shown in Fig. 3, a camera pixel records the reflected grid
point P when directed at point M on the specimen surface when no load
is applied. When the specimen deforms in the out-of-plane direction
under an external load, the surface slopes, da, change. The same pixel
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Fig. 2. Pictures of the exit blockages: (a) Unblocked shock tube exit blockage, (b)
Column shaped shock tube exit blockage and (c) Half-blocked of unblocked shock tube
exit.

directed at point M records the reflected grid point P’ when a load
is applied, resulting in an apparent displacement u on the grid. For
sufficiently small deflections of the specimen, rigid body movements
and out of plane displacements can be neglected.

To quantify the apparent grid displacements that result from apply-
ing a load to the specimen, a phase detection algorithm is employed to
extract local phase information from grid images. Here, phase detection
was done using a spatial phase-stepping algorithm [36,37]. This phase
detection algorithm featuring a windowed discrete Fourier transform
with triangular weighting was employed as it can suppress some har-
monics and errors from miscalibration (see [6,38]. A detection kernel
size of two grid pitches was used for this study as it was found to
perform well in terms of noise sensitivity and spatial resolution.

The apparent displacement u is then obtained from the difference
in phase maps between loaded and unloaded configuration. A linear
relation between surface slope changes da and the displacement u
can be derived based on geometrical considerations. Assuming that hg
is large against u and the specimen dimensions, that 6 is negligible
and that the camera records images in normal incidence, da can be
expressed as (e.g. [39]):
u u,

X a = 2
7 2hg

da, = ==,
%= Jhg

@

2.3. Pressure reconstruction

This subsection briefly introduces the theoretical background and
basic principles of the pressure reconstruction approach employed in
the present study. Due to the small thickness and small deformations of
the test specimen, it is assumed to behave like a thin plate in pure bend-
ing. This allows describing the equilibrium of the plate by using the
Kirchhoff-Love plate theory. Since the plate material can be assumed
as isotropic, homogeneous and linear elastic, the equilibrium equations
are expressed by Eq. 2. Here, the surface of the plate is denoted .S,
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Fig. 3. Top view of deflectometry setup and working principle (redrawn from 29).

the pressure p, the plate bending stiffness matrix components D, and
D,, (due to isotropy, D,, = D,,), the surface curvatures «, the plate
material density p, the plate thickness 7, the accelerations a, the virtual
deflections w*, the virtual curvatures «*, and the virtual work done
by external (W), inertial ) and internal (Wi:em.a[) forces. In the
present study, the material parameters D,,, D,,, p and tg were known
from material calibration a priori. ¥ and a were measured experimen-
tally. The virtual fields w* and «* have to be chosen according to
theoretical and practical requirements of the investigated problem like
continuity, boundary conditions and sensitivity to noise as explained
in detail in the following subsection. In order to obtain spatially re-
solved pressure information, the investigated surface was divided into
subdomains. Pressure is assumed constant over each subdomain, and by
shifting the subdomain iterative by one data point in each direction,
the entire surface is covered. The subdomain used in this piecewise
reconstruction is referred to as pressure reconstruction window (PRW)
in the following. Fig. 4 illustrates the approach described above. By
approximating the integrals in Eq. 2 with discrete sums, one obtains:

N
p = < ptSZai w
i=1

N

i ki i i i i

+ D, 2 Ko Kx T KKy, + 265 K0 3
i=1

N N -1
i ki i ki i i
+ Dy, Z K Ky KK — 260 K Z w s
i=1

i=1

where N is the total number of discrete surface elements.

2.4. Virtual fields

The virtual fields required for Eq. (3) were defined using 4-node
Hermite 16 element shape functions [40]. They yield the required cl
continuous virtual deflections for obtaining curvatures. Furthermore

X
Fig. 4. Sketch of the piecewise pressure reconstruction approach.

they allow eliminating the unknown contributions of virtual work over
the domain boundaries, because the obtained virtual displacements and
curvatures vanish at the borders as all degrees of freedom were set
to zero, except for the virtual deflection of the center node, which
was set to 1. 9 nodes were defined for each Hermite element in the
present study. Fig. 5 shows the virtual fields used in this study. Their
complete formulation and an implementation example is given in [32].
The chosen PRW size is an important processing parameter in terms of
spatial resolution, noise sensitivity and systematic error. The PRW acts
as a low-pass filter, but for large sizes it tends to result in an underes-
timation of local pressure amplitudes [29]. This is particularly true if
the relevant spatial scales of the investigated pressure distribution are
small in comparison to the PRW.

2.5. Data processing

This subsection presents the processing steps and techniques that
are required to extract curvature and acceleration information from
the measured grid images. These fields are required to reconstruct
pressure using Eq. (3). To obtain a reference image for the undeformed
configuration and to confirm that no major vibrations occurred before
impact, a series of grid images were taken starting several hundred
frames before the blast wave impacted the test plate. Averaging over
a number of these images allowed reducing the noise in the reference
image representing the undeformed configuration. The reconstruction
steps are outlined in Fig. 6. A phase detection algorithm featuring
a triangular window with a width of two grid pitches, here 10 data
points, was employed to extract local phase information from the grid
images [36]. Every data point was retained, which yields a high data
point density. However, this means that 10 neighboring data points
in the phase field maps are statistically dependent due to the width
of the detection window. Instantaneous slope fields were calculated
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using phase fields from the unloaded reference configuration and the
loaded configuration. Slope fields were filtered using a 3D Gaussian
filter with a kernel size of o, = 10 in both spatial dimensions and
2 o, in time. Here, o, denotes the standard deviation of the Gaussian
slope filter kernel in terms of data points. This filter was necessary to
mitigate noise amplification during spatial differentiation. The filter
introduces bias along the boundaries due to its width. The bias has
to be removed and thus leads to a loss of 4 ¢, data points at each
boundary. After filtering, curvatures were determined from the slope
maps using a numerical three-point centered finite-difference scheme.
Since all data points were retained here, the distance between two data
points on the specimen surface is pg/10, assuming that the camera
was positioned at the same distance hg from the specimen surface
as the printed grid. The out-of-plane displacements of the plate were
obtained from the unfiltered slope fields using a numerical integration
approach based on a sparse matrix approximation (see Ref. [41]).
This requires knowledge of an integration constant representing the
boundary conditions. The integration constant was chosen such that the
deflections in the corners of the FOV were zero on average, assuming
this to be the correct physical boundary condition. This assumption
introduced a potential error which is investigated later in Section 4.
Accelerations were obtained from the second temporal derivative of
the deflection fields. Pressure was reconstructed using the accelera-
tion, curvatures and material constitutive mechanical parameters as
described in Section 2.3. The results were oversampled by shifting the
reconstruction window by one data point in both directions until the
full field of view (FOV) was covered. A PRW of 30 data points side
length was used here.

Pressure transducer measurements were used as reference for eval-
uating VFM pressure reconstruction results. Transducer measurements
allow almost instantaneous pressure readings. In contrast, VFM recon-
structions are based on images that were recorded by a camera which
integrates over a time interval given by the shutter speed. To emulate
the camera integration effect in transducer measurements, transducer
data were sampled at 500 kHz and then binned over 5 ps and under-
sampled to the 75 kHz frame rate of the camera. To allow comparisons
to VFM reconstruction results, transducer data were further filtered
in time using a Gaussian 1D filter with kernel size 6, = 2 to match
the deflectometry temporal filter kernel size. An implementation of
this processing methodology including load reconstruction is published
in [42].

3. Experimental results

This section presents the results from the shock tube experiments.
Images were recorded at a frame rate of 75 kHz. Higher frame rates
were available but would have resulted in a loss of spatial resolution. 3
repetitions for each exit blockage and 2 repetitions for the open shock
tube exit were captured. Section 3.1 presents field maps of the slope,
curvature and acceleration fields to demonstrate the deflectometry
measurement approach. Section 3.2 first presents the pressure field
maps that were obtained for all 3 test cases for different time steps. This
is followed by a comparison of the reconstructed pressure at the center
point of the plate and the pressure transducer measurements. Finally,
reconstructed pressure profiles, pressure transducer measurements and
BOS density gradient profiles are compared.

3.1. Kinematic field maps

Figs. 7(a) and 7(b) show representative slope field maps at the time
of peak pressure for the unblocked shock tube exit test case. The signal-
to-noise ratio is relatively low here, such that noise patterns are clearly
visible. Note that the shown instance at 0.2 ms corresponds to the
highest reconstructed pressure amplitude, but not the highest recorded
slope amplitude. Figs. 7(c)-7(e) show the corresponding curvatures,
Fig. 7(f) the deflections and Fig. 7(g) the accelerations calculated from
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the slope fields. The signal-to-noise-ratio in curvature fields is low for
this instance, such that the amplitude of noise patterns are of the
order of magnitude of the signal. In contrast, the deflections field
shows no visible noise patterns. This can be attributed to the fact
that the spatial integration scheme tends to suppress high frequency
noise rather than to amplify it like the spatial differentiation scheme
does. The peak deflection is approximately 12 pm. The accelerations,
which were obtained by means of temporal differentiation, show no
visible noise patterns after filtering. Fig. 8 shows field maps for the
instance at At = 0.3 ms. There are no visible noise patterns in the
slope maps, deflections and accelerations. Curvatures still show some
random noise patterns, but the signal amplitude is much higher than
observed for the instance at A = 0.2 ms in Fig. 7. To evaluate the
relevance of the observed noise patterns on pressure fields, it is useful
to consider the different terms describing the virtual work in Eq. 2.
Fig. 9 shows the inertial and internal virtual work within the entire field
of view normalized by the peak total virtual work, which is the sum
of both. The internal virtual work, which depends on the curvatures,
is small compared to the inertial virtual work until after the peak
amplitude is reached. Since only the internal virtual work is calculated
using the curvature fields, this indicates that the overwhelming noise
patterns in curvature maps at A+ = 0.2 ms do not significantly effect the
reconstructed peak pressure amplitude.

3.2. Pressure distributions determined using VFM

Fig. 10 shows full-field pressure reconstructions for the open shock
tube exit case as well as interpolated pressure transducer measure-
ments. Note that the white markers indicate the positions of the pres-
sure transducers. Pressure transducers are well established for accurate
pressure amplitude measurements, but the limited number of sampling
points on the specimen only allow a rough estimation of the pres-
sure distribution. The shape of the observed pressure distribution in
transducer data approximately resembles a bi-axial half sine wave with
initially increasing and later decreasing amplitude. The VFM pressure
reconstruction results agree well with this shape within the more
limited field of view, but the peak amplitude is 18% lower than in
transducer measurements. Fig. 11 shows the comparison between re-
sults from both pressure measurement approaches for the half-blocked
shock tube exit case. The pressure distributions agree qualitatively
well between transducer measurements and VFM reconstructions for all
presented instants. The shape of the pressure distribution differs signif-
icantly from the unblocked case and shows a lower peak amplitude.
The initial blast wave impact at 4z = 0.15 ms on the test plate shows
a pressure peak in the top half of the field of view. In the following
instances at Ar = 0.2 ms and 4t = 0.25 ms the peak pressure region shift
down in negative y-direction at decreasing amplitude. The observed
peak amplitude in the VFM reconstructions is approximately 13% lower
than that in the transducer data. Fig. 12 shows the results for the
third test configuration with a column shaped nozzle exit blockage.
Both VFM reconstruction and transducer data show that the initial
blast wave impact occurs at the top of the field of view. The peak
pressure amplitude increases and shifts towards the center of the plate
at At = 0.2 ms and decreases at A&+ = 0.25 ms. The peak pressure
amplitude determined using the VFM is approximately 13% lower when
compared to the corresponding transducer data.

Fig. 13 shows comparisons of pressure transducer measurements
and VFM pressure reconstructions at the center of the test plate. Both
raw and processed transducer data are presented. As already mentioned
in Section 2.5, the transducer data were processed to match the effects
of camera integration time and of the filters that were used on deflec-
tometry data before VFM reconstructions. The effect of these processing
steps is evident by comparing the raw and processed transducer data
in Fig. 13, which shows that binning and filtering increase the pressure
rise time and decreases the peak amplitude significantly. The filtered
transducer measurements are therefore used as basis of comparison and
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Fig. 7. Instantaneous field maps from experimental measurements at Ar = 0.2 ms for open nozzle exit test case.

to evaluate the performance of the VFM in reconstructing the pressure
in the following.

The VFM data show a repeatability of the reconstructed peak pres-
sure amplitude between the runs to within approximately 4% for all
test configurations. The open nozzle exit test case shown in Fig. 13(a)
confirms the discrepancy in peak amplitude between transducer data
and VFM reconstructions that was also observed in the field maps.
Despite the difference in amplitude, the qualitative time histories of
the curves are similar for both VFM reconstruction and transducer data.
After approximately Ar = 0.3 ms the VFM results become increasingly
noisy and repeatability decreases due to the higher relative contribution
from the noisier curvatures. Fig. 13(b) shows the comparison of trans-
ducer data and VFM reconstructions for the half-blocked exit test case.
The observed peak amplitude is significantly lower in this test than
in the unblocked exit configuration. Further, the agreement between
VFM and transducer data is better as was also found in the field maps.
Fig. 13(c) shows the center point pressure comparison for the column
shaped exit blockage tests. Here, the repeatability of VFM pressure
reconstruction results is good even until well after the peak pressure
amplitude is reached. While the pressure amplitude from VFM data

is still underestimated when compared to transducer data, the shape
of the pressure curves agree qualitatively well up to approximately
Ar = 0.3 ms. After A+ = 0.55 ms VFM data show an overestimation of the
transducer pressure amplitude, likely due to an increasing influence of
vibrations in the setup at this time instance.

Visualizing the approaching blast waves in front of the test plate
using BOS allows an additional, qualitative validation of the pressure
distribution shapes identified in the VFM reconstructions. Due to the
previously mentioned boundary-induced bias in the grid method, vi-
sualizations at distances closer than 4 mm of the test plate were not
possible here. Fig. 14 shows BOS measurements of the apparent grid
displacement induced by the blast wave for the open nozzle exit case,
as well as center line pressure values from both VFM reconstructions
and filtered transducer data at 4 time instances. Note that the rise in
pressure amplitude observed before the shock front reaches the test
plate is due to the 3D filter, which blurs the data in both space and time.
The blast front appears planar in the center region with increasing back-
wards curvature towards the top and bottom. The grid displacement
measured using the BOS grid in the background is highest in the center
and decreases towards the top and bottom. This indicates a varying
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blast intensity consistent with the observed, approximately half-sine
shaped pressure distribution during the blast-structure interaction. The
peak amplitudes of the reconstructed pressures are lower than those
seen in transducer data. At some distance from the plate center the
pressure values show better agreement. Fig. 15 shows the same plots
for the half-blocked exit case. The blast front has a strong curvature
and approaches the test plate from the top half of the field of view.
The position, shape and intensity of the blast wave are consistent with
the distributions identified in both the transducer and reconstructed
pressure data. Fig. 16 shows the BOS and pressure measurement results
for the column shaped exit blockage case. The blast wave shows a
more complex shape that appears to have three pressure fronts that are
visible in the BOS visualization. One pressure front is similar in shape
to the front formed in the open exit case, but with lower intensity and
thickness. The second front has a similar shape and appears to follow

1 2
time [ms]

Fig. 9. Normalized virtual work components within the field of view for open nozzle

exit test case.

3 the first at a small vertical angle at 4r = 0.0 ms and appears to overlap
with the first front upon reaching the plate specimen. The third front
resembles the shape observed in the half-blocked exit case at lower
intensity. Consequently the pressure history along the center line shows
a more complex behavior than the previous cases. The pressure rises
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first in the top half of the test plate and the position of the pressure peak
propagates in negative y-direction at increasing amplitude. Transducer
data and VFM reconstruction results agree qualitatively well, but the
measured amplitudes in reconstructed pressures are lower.

Motivated by the discrepancies between transducer data and VFM
reconstruction results, an error assessment based on synthetic data to
investigate possible error sources is presented in the following section.

4. Analysis of error sources by virtual experiments

Virtual experiments were carried out to assess the accuracy of the
pressure reconstruction methodology, providing strict control of the
input and without the physical limitations related to the experimental
setup in Section 3. The aim of the accuracy assessment is not to re-
produce the physical experiments exactly, but to highlight the relative
influence of different error sources present in the physical experiments.
Special focus is placed on the influence of the limited field-of-view and

11

filtering of kinematic fields. The virtual experiments were performed
similarly as in Ref. [43]. The work flow is illustrated in Fig. 17 and
consists of the following steps:

1. Determine the deformation fields for a given pressure distribu-
tion using finite element analysis (FEA).

. Approximate inter-nodal deformations by interpolation.

. Generate grid images corresponding to the deformation fields.

. Average grid images in time to account for a finite shutter speed.

. Add camera sensor noise to the grid images.

g b~ wN

The virtual experiments were performed using Abaqus™ Explicit,
which allowed obtaining the nodal deflection of a thin plate exposed
to a predefined spatio-temporal pressure distribution. The plate was
modeled with the same dimensions and material properties as used in
the physical experiments (see Table 1). The modeled square plate was
discretized using S4R shell elements with a side length of 4.69 mm,
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(d) Test data at At = 0.25 ms.

st wave (left) and pressure along the center line of the test plate (right) at different
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allowing the nodal deformation field to be sampled on a 64 x 64 point
grid. The outer boundaries of the plate were constrained against both
translation and rotation, mimicking the constraints imposed by the
fixture used in the physical experiments. A generic pressure distribution
based on the open-channel physical experiments was applied to the
surface of the plate and is described by:

4

where x and y are the spatial coordinates of the plate surface and A(r) is
the peak pressure amplitude. This 2D, half-sine shaped distribution was
chosen as it resembles the shape of the physical pressure distribution
of the non-blocked nozzle exit test case and thus a qualitatively com-
parable spatial pressure distribution. To highlight the effect of frame
rate and filtering of the kinematic fields in time used in the pressure
reconstruction, a peak pressure amplitude A was defined as a time-
series with a sampling rate of 500 kHz (i.e., the same frequency as in the
transducer measurements in Section 3). The peak pressure amplitude
was extracted from the transducer measurements without exit blockage
(see Fig. 13(a)) in order to obtain a comparable loading amplitude in
the simulation. The nodal deflection fields were interpolated using bi-
cubic splines, allowing the deflection fields to be sampled for 512 x 512
data points, emulating the number of pixels on the camera sensor. The
grey scales of the artificial grid were modeled by a periodic function
with a wavelength corresponding to the experimental grid pitch, similar
to the approach described in Ref. [43]. Deformed grid images were
generated using Eq. (1) based on the deflection fields determined from
the FEA and used as input for the pressure reconstruction. The finite
exposure time of the camera used in the physical experiments was em-
ulated in the virtual experiments by generating images corresponding
to a sampling rate of 750 kHz and calculating the pixelwise mean along
the time axis for four images. This results in a frame rate of 75 kHz
and an exposure time of 5.33 ps. Camera sensor noise was added to the
grid images as additive Gaussian noise, determined from 20 reference
images. The standard deviation of the Gaussian noise was found to be

p(x,y,1) = A(t)(sin(nxl’l) + sin(lrylfl)),
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0.8% relative to the span of grey-scale values in the image. It should be
noted that camera noise is added on top of the temporal noise that is
contained in the transducer data, which are used as input to this simula-
tion. The grid images were used as input to the pressure reconstruction
analysis, and the same pressure reconstruction processing parameters
as used for the physical experiments were employed.

A reconstruction of noise-free simulated data with the same sample
rate as transducer data is shown for reference in Fig. 18. It captures
the peak amplitude of the input pressure to 98% and reproduces even
oscillating temporal features. The small underestimation is a result of
the 5-point central difference scheme that is used to obtain accelera-
tions from deflection fields and of the spatial filtering effect of the PRW
used in the pressure reconstruction. The good agreement between input
pressure and reconstructed pressure from noise-free kinematic fields
at high sample rate is an important finding, demonstrating that the
VFM pressure reconstruction approach itself performs well. This builds
confidence in the fact that the virtual experiments can be used to study
the influence of signal-to-noise ratio and the effect of a limited field
of view (FOV). Since the reconstruction is conducted on full-field data,
albeit simulated, this further shows that it is possible to capture the
steep pressure rise time experimentally if cameras with sufficiently high
frame rate and spatial resolution are available.

Fig. 18 shows the influence of the spatial and temporal filter kernel
size on the reconstructed pressure from the virtual experiment. Noise
removal by employing spatial and temporal filters is necessary to obtain
reconstructed pressures with an acceptable noise level. However, the
exact influence of these filters on the reconstructed pressure amplitude
is not known a priori.

The noise level of the reconstructed pressure from noisy kinematic
fields is highly influenced by the size of the temporal and spatial filter
kernel sizes. For the smallest filter kernels, the noise level of the mid-
point pressure can be close the input peak pressure amplitude due to the
pronounced noise patterns. However, when the size of the filter kernels
are increased, the noise level decreases and shows close correspondence
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Fig. 17. Flow diagram of virtual experiment approach.

to the filtered input pressure signal. The temporal filter kernel size
shows a more pronounced effect on the peak amplitude than the spatial
kernel size. This can be attributed to the observation that in the present
case the acceleration-dependent inertial virtual work has much larger
amplitudes than the internal virtual work.

To investigate the influence of limited field of view (FOV), a given
number of pixels around the edges of the grid image were removed
before the pressure reconstruction. This is relevant because it influences
the accuracy of the assumption that the integration constant used when
calculating deflections from the slope fields does not change over time.
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Any errors in this assumptions made for determining the integration
constant can influence the accuracy of acceleration and pressure am-
plitudes as they are obtained from these deflection measurements. The
reconstructed pressure in the mid-point of the plate is shown in Fig. 19
for different levels of FOV reduction. The reconstructed peak pressure
decreases notably as the FOV is reduced by more than 40 points. This
shows that it is important to retain the data along the approximately
undeformed edges. In the present case this means that the spatial filter
should not be applied to slope fields but to deflection fields, avoiding
the loss of data points along the edges before integration.
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Overall, pressure reconstructions of simulated data agree much
better with the input pressure than the reconstructions of experimental
data do with the transducer measurements (see Fig. 13(a)). This issue
is discussed in the following section.

5. Discussion

The work presented in Sections 3 and 4 can be summarized as
follows:

1. A qualitative comparison of pressure distributions and histories
obtained from pressure transducer data and from reconstructions
performed on optical measurements. Distributions were found to
compare well between both methods.

2. A quantitative comparison of transducer data and reconstructed
pressure values at the center point of the investigated test plate
area over time. Underestimations of up to 18% were observed
for the reconstructed pressure amplitude when compared to
transducer data.

3. A quantitative comparison of transducer data and reconstructed
pressure values obtained along a line through the center of the
test plate. The underestimations observed from the center point
comparison were confirmed.

4. A qualitative comparison of the measured pressure values ob-
tained along a line through the center of the test plate with the
shape of the incoming shock wave visualized using BOS. The

15
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changes observed in the pressure distribution over time were
found to agree well.

5. A simulation of both the plate bending behavior using a generic
but comparable loading case and the optical experiment to
demonstrate the performance of the approach and investigate
error sources. Several critical experimental and processing pa-
rameters were identified this way.

The presented results demonstrate the applicability of combined optical
deformation measurements and VFM pressure reconstruction for deter-
mining full-field, time-resolved surface pressure distributions in a blast
loading environment. Comparisons of the VFM pressure reconstructions
with pressure transducer measurements demonstrated good qualitative
agreement of the pressure distributions. The rise times identified in
VFM reconstructions agree well with those found in filtered transducer
data. However, due to the limited frame rate of the camera and the re-
quired temporal low-pass filter, the optical approach could not capture
the steep rise time that was measured in raw transducer data. In order
to achieve the high temporal resolution that is required for capturing
blast events more accurately, cameras with higher frame rates, the
same or a higher number of pixels and a similar or better signal-to-
noise-ratio are required. As the pressure reconstruction based on the
simulated data show in Fig. 13(a), the VFM approach can capture the
steep pressure rise time when a sufficient frame rate is available.

Pressure amplitudes in VFM reconstructions were found to be lower
than in transducer measurements, motivating virtual experiments to
assess potential error sources and processing bias. Two dominant error
sources were identified and assessed in the virtual experiments, being
loss of data points around the boundaries of the slope fields and the use
of low-pass filters to reduce the noise level of the kinematic fields. Some
loss of data points could not be avoided here due to shadows from the
aluminum frame fixing the specimen, and phase detection bias around
the edges.

In the present study, both bias around the edges from the phase
detection algorithm and shadows from the frame fixing the test plate
caused loss of information around the edges. When data points are
missing around the edges of the slope fields, the correct deflection
field is not necessarily obtained from integration of the slope field.
When the deflections of the corners are non-zero, a key assumption
made for the integration boundary conditions is violated, namely that
the deflections in the corners are negligible. This assumption is less
accurate the further one moves away from the constrained edges of
the plate. As the acceleration fields are calculated from the deflection
fields by differentiation in time, also the acceleration fields may contain
bias due to inaccurate boundary conditions. The virtual experiments
demonstrate that for a plate with fully clamped boundaries around
the edges and a spatial pressure distribution represented by a half-
sine wave, a significant loss of data points along the edges is tolerated
before pronounced reductions of the reconstructed pressure amplitude
is observed. As the deflection of the plate is in the order of micrometers
(pm) at peak pressure. These very small deformations combined with
possible inaccuracies in the fixture used to clamp the plate imply that
deflection and rotation could be present at the edge of the plate. If
deflections or rotations of the plate are present in the corners of the
plate, the boundary conditions implicitly imposed by the integration
constant are violated, directly affecting the reconstructed pressure. To
avoid this issue, it was attempted to determine the integration constant
by measuring the deflection of a single point directly using a laser,
but due to the limited deflection resolution of the laser and vibrations
in the shock tube no usable results were obtained. Another possible
error source are vibrations of camera and grid during the experiment.
However, the good repeatability of the optical measurements up to
0.05 ms after peak pressure indicates that this error is smaller than 5%
up to that time instance.

Previous studies have found that noise in the kinematic fields,
filtering of the kinematic fields and VFM processing can lead to both
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over- and underestimation of the pressure amplitude, depending on
the noise level, spatial and temporal resolution and the processing
parameters (see Ref. [29]). Noise mitigation by low-pass filtering re-
duces the spectral content of the kinematic fields, but tends to reduce
the reconstructed pressure amplitude. Overall, the good qualitative
performance of the approach in identifying blast wave distributions
on the impacted plate offers new opportunities for the research on
blast-structure interactions during the dynamic response of thin steel
plates.

6. Concluding remarks and outlook

This study explores a novel load reconstruction methodology to
quantify the governing surface pressures acting on thin steel plates in
pure, elastic bending during the blast-structure interaction in shock
tube tests. Non-intrusive, full-field deformation measurements were
carried out using a deflectometry setup to measure the plate dynamics.
Full-field surface pressures were then reconstructed using the principle
of virtual work, where inertial and internal virtual work were calcu-
lated based on the deformation measurements. Nearly non-deformable
plates equipped with pressure transducers were also used to obtain
reference measurements for validation of amplitudes and time histories.
BOS measurements were carried out to evaluate the blast wave shapes
and the pressure wave dynamics. Virtual experiments were carried
to evaluate the performance of the load reconstruction methodology,
without the physical limitations impose by the experimental setup. The
main conclusions from the study are as follows:

» VFM pressure reconstructions were found to capture the spatial
pressure distributions and dynamics qualitatively well. However,
peak pressure amplitudes were up to 18% lower than in trans-
ducer data. The virtual experiments indicate that this discrepancy
is likely the result of ill-defined boundary conditions in the spatial
integration of experimental data. Despite the observed underes-
timation of the pressure amplitude, the method is a promising
addition to available pressure measurement approaches in blast
environments.

The main advantages of pressure reconstruction from optical de-
formation measurements are the possibility for non-intrusive mea-
surements and the high data point density. The resolution in time
depends on available imaging equipment and will improve with
the availability of faster high-resolution cameras. Improvements
in other measurement techniques like 3D-DIC and an extension of
the VFM pressure reconstruction framework beyond the thin-plate
assumption may allow pressure reconstructions in a wider range
of applications in the future.

The proposed load reconstruction methodology can amend tradi-
tional techniques using transducer and load cell measurements in
providing information which was previously considered as inac-
cessible. To improve the quality and applicability of the method,
future work will focus on load reconstruction on test samples that
are subject to larger deformations. Thus, the proposed method-
ology has the potential of being a crucial steppingstone towards
experimental techniques capable of quantifying the two-way in-
teraction between the blast loading and the dynamic response of
plated structures. Such techniques will improve the understand-
ing of where blast-structure interaction is of importance (or not)
to ensure structural integrity during blast loading events.

The outcomes of the present study motivate further work on load
reconstruction during the dynamic response of plated structures
in other extreme loading environments. In particular, the method-
ology developed in this study is directly applicable to obtain
new, unique insight into surface pressure distributions on plated
structures subjected to slamming ocean waves and other similar
impact events.
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Data availability

The data generated in this study is available at [44]. The code
required for processing, including phase detection and pressure recon-
struction, is published in [42].
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