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Abstract

Text generation is an active research area concerning many problems, including
machine translation and response generation. However, these problems only con-
cern the generation of following text, not preceding, to the best of our knowledge.
We present the novel surrounding dialogue generation problem, which consists of
adding preceding and following utterances to a snippet of a dialogue. Surrounding
dialogue generation has many applications, including content creation for enter-
tainment and educational purposes. For instance, human content creators can
write a dialogue snippet, extend the snippet using a surrounding dialogue genera-
tion architecture, and make adjustments to the extended dialogue until satisfied.
The adjusted dialogue can finally be released to the consumer as specialized con-
tent in the form of communication exercises or entertaining, story-driven games,
for instance. This way, the content creation process is streamlined so a bigger
audience of consumers, with different interests and needs, can receive relevant
content.

We also present an approach for solving the surrounding dialogue generation
problem. Specifically, we propose a deep learning architecture with adapters that
extends dialogues by adding preceding and following utterances to a snippet of a
dialogue in iterations. It uses the open-source pre-trained language model with
state-of-the-art performance, the Generative Pre-trained Transformer 2. We also
focus on developing an efficient solution, as recent trends within the Natural Lan-
guage Processing field have brought concerns for the sustainability and scalability
of language models. Through user studies and machine learning studies, we find
that our architecture is beneficial as a creative tool for content creators. Within
five minutes, the content creators can improve the extended dialogues to a satis-
factory quality. Our adapter-based tuning approach is also more efficient in terms
of training time, storage space, and memory usage during training, compared to
fine-tuning.
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Sammendrag

Tekstgenerering er et aktivt forskningsomr̊ade som ang̊ar mange problemer, inklud-
ert maskinoversettelse og responsgenerering. Disse problemene gjelder imidler-
tid bare generering av etterfølgende tekst til en tekstsnutt, ikke tekst i forkant
av en tekstsnutt, etter v̊ar beste kunnskap. Vi presenterer det nye omliggende
dialoggenereringsproblemet som best̊ar av å legge til uttalelser i forkant og et-
terkant av en dialogsnutt. Omliggende dialoggenerering har mange applikasjoner,
inkludert innholdsskaping for underholdningsform̊al og pedagogiske form̊al. For
eksempel kan menneskelige innholdsskapere skrive en dialogsnutt, utvide snutten
ved å bruke en omliggende dialoggenereringsarkitektur og gjøre justeringer p̊a
den utvidede dialogen til de er fornøyde. Den justerte dialogen kan endelig pub-
liseres til forbrukeren som spesialisert innhold i form av kommunikasjonsøvelser
eller underholdende, historiedrevne spill, for eksempel. P̊a denne m̊aten blir
innholdsskapingsprosessen effektivisert slik at flere forbrukere, med ulike inter-
esser og behov, kan motta relevant innhold.

For å løse det omliggende dialoggenereringsproblemet forsl̊ar vi en dyplærings-
arkitektur med adaptere som utvider dialogsnutter ved å legge til uttalelser i
forkant og etterkant av dialogsnutten i iterasjoner. Den bruker den forh̊andstrente
spr̊akmodellen med åpen kildekode og toppmoderne ytelse, Generative Pre-trained
Transformer 2. Vi fokuserer ogs̊a p̊a å utvikle en effektiv løsning, ettersom
nyere trender innen naturlig spr̊akbehandlingsfeltet har skapt bekymringer for
bærekraft og skalerbarhet av spr̊akmodeller. Gjennom brukerstudier og maskin-
læringsstudier finner vi at arkitekturen v̊ar er gunstig som et kreativt verktøy for
innholdsskapere. Innen fem minutter kan innholdsskaperne forbedre de utvidede
dialogene til en tilfredsstillende kvalitet. V̊ar adapterbaserte fremgangsm̊ate er
ogs̊a mer effektiv n̊ar det gjelder treningstid, lagringsplass og minnebruk under
trening, sammenlignet med finjustering.
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Chapter 1

Introduction

This chapter gives an insight into the background and motivation of this thesis
in Section 1.1 and Section 1.2. The goal of the thesis and research questions are
presented in Section 1.3. To reach the goal and answer the research questions,
we apply the research method described in Section 1.4. A summary of our main
contributions is given in Section 1.5. Finally, we give a description of the structure
of the thesis in Section 1.6.

1.1 Context

In tandem with technology advancements, the amount of data stored and sent
across the interwebs has increased. This has brought more attention to data-
driven solutions for various tasks through artificial intelligence. This also applies
to the Natural Language Processing (NLP) field, where Artificial Neural Net-
works (ANNs) are used to learn natural language from large amounts of textual
data represented as word embeddings [9, 62, 71]. These ANNs are called lan-
guage models and several state-of-the-art language models for solving NLP tasks
are based on the (encoder-decoder) sequence-to-sequence structure [68]. A break-
through is the Transformer [73], a model for machine translation that employs a
sequence-to-sequence structure in a Deep Neural Network (DNN) architecture us-
ing only the attention mechanism. State-of-the-art language models, e.g., GPT-2
(Generative Pre-trained Transformer) [62], GPT-3 [9], and BERT (Bidirectional
Encoder Representations from Transformers) [18], are based on the Transformer.
These models have millions to billions of parameters, require days to years of
training on strong GPUs and millions of dollars to maintain during training (in-
cluding electricity and hardware maintenance costs) [18, 9, 62].

By adapting these large-scale language models, agents are now, with varying

1
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Figure 1.1: Given the snippet of a dialogue (in the middle) in a scenario of
ordering a pizza, we generate surrounding dialogue through backward and forward
utterance generation. Backward utterance generation (to the left) adds preceding
utterances to the dialogue snippet. Forward utterance generation (to the right)
adds following utterances to the dialogue snippet. The resulting dialogue is more
meaningful compared to the dialogue snippet by itself.

success, capable of text generation [83, 21, 9, 73], sentiment analysis [29], and
text classification [66] have been developed. Text generation tasks that have been
researched consist of either transforming a sequence of text into a different se-
quence with the same meaning (e.g., machine translation [73], text style transfer
[37], paraphrase generation [22], spelling correction [7], and document summa-
rization [24]), or adding context to or a different meaning to it (e.g., distractor
generation [23], story generation [21, 53], and utterance generation [71, 83, 31]).
However, in the text generation tasks where sequences are extended (e.g., utter-
ance generation), they are only extended in one direction: forward (i.e., adding
to the end of a sequence). This also applies to dialogue systems, which are ca-
pable of conversing with a human being through utterance response generation
(e.g., [75, 71, 31]). An area yet to be explored, to the best of our knowledge, is
surrounding dialogue generation (see Figure 1.1), which includes generation of
preceding utterances to a dialogue snippet.

1.2 Challenges

Surrounding dialogue generation has many applications, including the streamlin-
ing of the specialized content creation process. Examples of specialized content
in the form of dialogues are communication exercises (e.g., for refugees to in-
crease their language proficiency in areas of interest), and games for audiences
with special requirements (e.g., limits in the ability to move). However, special-
ized content creation requires creativity, skills to write high-quality dialogues,
and domain-specific knowledge. This also applies to the company we collaborate
with. Taking into consideration the consumers, with different interests, it is un-
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feasible for a few content creators to satisfy all of them. However, machines can
process data at a higher rate than humans, retain more information, and generate
data faster. We hypothesize that surrounding dialogue generation can streamline
the specialized content creation process and, thus, make more relevant content
available for a broader audience.

Progress in Machine Learning (ML), Natural Language Processing (NLP), and
Deep Learning (DL) have given us data-driven tools to assist humans in various
tasks. Examples of this include grammatical error correctors [42] (which detects
grammatical errors and suggests corrections) and machine translators [13] (which
translates a word or phrase into a different language). They have increased the
efficiency and quality of writing. However, these tools are computationally inten-
sive to develop, as they are based on DL. The trend of state-of-the-art language
models increase not only in performance, but also in size [62, 9]. Training these
models leave an environmental footprint [71, 9]. Thus, a key challenge is the
scalability, the computational resources required, and the sustainability of these
data-driven tools for writing in natural language.

1.3 Goal and Research Questions

In the context of the challenges mentioned in Section 1.2, we define the main
hypothesize of this thesis:

Hypothesis A simple, but efficient data-driven agent for surrounding dialogue
generation can, when used in collaboration with human content creators,
result in high-quality specialized content.

For our purposes, a simple data-driven agent is an artificial intelligence model
that by itself is not capable of consistently outputting high-quality content. We
hypothesize that the combination of human and machine effort can streamline the
content creation process. Text is usually written in a forward manner, finishing
a sentence word-by-word. However, the human mind does not always work in
such a predictable manner. One can sometimes add a sentence to the beginning
of, in the middle of, or at the end of a text, as new ideas pop into our minds.
We hypothesize that getting drafts of what could be preceding and following
utterances to a dialogue snippet can assist content creators in the creative process
of writing dialogues (see Figure 1.2). Additionally, we consider the computational
costs of state-of-the-art data-driven tools for writing dialogues.

We study in this thesis surrounding dialogue generation in English between
two speakers, alternating in turns to say utterances, and formulate the following
goal:
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Figure 1.2: A content creator designs a dialogue snippet and sends it to a sur-
rounding dialogue generator. The surrounding dialogue generator outputs a ex-
tended dialogue, which the content creator evaluates and makes adjustments to.
The adjusted dialogue is then published and made available for the consumer.

Goal Develop an efficient data-driven architecture which generates, from a dia-
logue snippet including topic-specific terminology, surrounding topic-specific
dialogue suitable as communication exercises for humans after adjustments
made by an expert.

To reach the goal, the following research questions (RQs) are studied.

RQ1 How can large-scale, general, deep learning language models be adapted
to topic-specific surrounding dialogue generation in a scalable way using
adapters [6, 28]?

RQ2 How do data-driven approaches, for selecting generated preceding and fol-
lowing utterances to add to a dialogue snippet, align with human content
creators’ judgements?

RQ3 Do extended dialogues through data-driven approaches, after adjustments
made by experts, result in high-quality dialogues appropriate as specialized
content?
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RQ4 How does the subjective and open-ended nature of content creation impact
evaluations of extended and adjusted dialogues?

1.4 Research Method

This section described the research method we use to reach the goal of this mas-
ter’s thesis and answer the RQs. We continue our research from the specialization
project [12], which concluded a literature study within the field of NLP with a
proposed architecture for surrounding dialogue generation. Since the goal of this
thesis is to develop a solution to a novel problem, we use a design-driven research
method with collaboration with an external company in mind. Thus, the research
is split into the following phases:

1. Non-disclosure Agreement. Since this master’s thesis is done in col-
laboration with an external company, we discuss expectations and write
and sign a non-disclosure agreement. This concluded with the company
gaining ownership of the code, while we gain access to their technologies,
get assistance in using their technologies, and can publish this thesis and
papers related to it without any time restrictions. However, we cannot dis-
close the name of the company, nor their specific use case of our proposed
architecture.

2. Literature Study. We continue the literature study from our specializa-
tion project [12] to stay up-to-date within the research field. This is because
the literature study is the foundation for the thesis and our proposed archi-
tecture. Since the goal of this thesis is to solve a novel problem, we search
for related work we can take inspiration from to design a solution grounded
in theory and supported by results.

3. Problem Formulation. We define the problem, which is derived from
the goal of this thesis. This clarifies the purpose of our proposed ML archi-
tecture and how it may be evaluated through experiments. This phase is
done through discussions with content creation and technology experts at
the company we collaborate with.

4. Iterative Development. Before diving into the development of a complex
architecture, we first develop a simple version of the proposed architecture
capable of generating surrounding dialogues from a snippet. Once the mini-
mum viable product can solve the surrounding dialogue generation problem
in a limited way, we develop improved versions of our proposed architecture
in iterations.
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5. Evaluation. We evaluate our proposed architecture through experiments
in the form of user studies and studies of the efficiency of the ML meth-
ods. The goal of each experiment is to answer at least one of the RQs.
In order to have an efficient and pleasant experience, we show drafts of
the experiments to the company (and the participants from the company),
make adjustments to the experimental methods in collaboration with the
company, and conduct a small user test (on one of the participants) to
evaluate the time costs of the experiments before conducting the real ex-
periments. The final results are discussed with the supervisor of this thesis,
the company, and the participants of the experiments.

6. Conclusion. We conclude this research with a summary of the process
and our findings and propose future work. A final presentation is held for
the company, and the code developed throughout the thesis is handed to
the company.

Structured Literature Review Protocol We use the search engines Oria1,
Google Scholar2 and ScienceDirect3 to find research papers, with a preference
for peer reviewed papers. Search words included: dialogue systems, narrative
generation, dialogue generation, chatbot, chit-chat, attention mechanism, GPT-
2, GPT-3, task-oriented dialogue systems, conversational dialogue systems, ex-
tending pre-trained models, transfer learning, evaluation methods for dialogue
systems, text generation, and decoding methods. Semantic Scholar4 is used to
perform forward and backward citation tracking.

Questions for the literature research included:

• What makes a good dialogue?

• What natural language processing technologies are state-of-the-art?

• What dialogue systems are state-of-the-art?

• What transfer learning techniques for adapting large-scale language models
are state-of-the-art?

We use no strict inclusion or evaluation criteria for literature due to the hole
in the literature regarding this thesis goal. Instead, we require the papers to be
relevant enough for the thesis goal or RQs and make a good enough impression
to include them. The impression of the paper includes its number and strength

1https://oria.no/
2https://scholar.google.com/
3https://www.sciencedirect.com/
4https://www.semanticscholar.org/
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of citations, the reputation of the journal it is published in, and the institution
the research was conducted at. Papers with code are preferred. Discussions with
authors and researchers are also taken into account. Throughout the semester,
presentations of and discussions about various papers were held for the super-
visor and his master’s and doctoral education students, further adding to the
impression of a paper.

1.5 Contributions

The main contributions of this thesis are discussed in Chapter 4 and Chapter 5.
The following points provide a summary of the main contributions.

1. An architecture to generate a surrounding dialogue from a dialogue snippet.

2. An efficient transfer learning technique for forward and backward utterance
generation with adapter-based tuning of a large language model.

3. An utterance scoring and selection method for adding preceding and fol-
lowing utterances to a dialogue snippet.

4. Results from a user study that suggest how human content creators can
benefit from machine-generated surrounding dialogue.

5. Results from a questionnaire suggesting how a data-driven utterance scoring
and selection method for adding preceding and following utterances to a
dialogue snippet aligns with human content creators’ judgement.

6. Results that show the efficiency of separate adapters for forward and back-
ward utterance generation compared to fine-tuning.

1.6 Thesis Structure

The rest of the thesis is structured as follows.

Chapter 2: Background Theory In the next chapter, the background the-
ory is presented, starting with state-of-the-art language models and their build-
ing blocks. Dialogue systems and evaluation challenges of them are introduced.
Transfer learning techniques for NLP are also discussed. This chapter builds on
previous work from our specialization project [12].
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Chapter 3: Related Work Related work is presented along with how this
thesis is placed in the literature. This chapter presents existing solutions to
subtasks of the goal of the thesis and hypotheses on how existing work may be
adapted to the thesis goal and its research questions.

Chapter 4: Proposed Architecture Our novel architecture, the BFD Gen-
erator, for generating surrounding dialogue is presented. This includes a descrip-
tion of its performance phase and learning phase. We also discuss our design
choices and how our work differs from related work. The main use case of the
BFD Generator for the company we collaborate with is as follows. The con-
tent creators in the company write a dialogue snippet which is relevant to their
customers. The content creators make adjustments to the machine-generated
extended dialogues to make them good enough as specialized communication
content for their product. Finally, the specialized content is delivered to their
customer.

Chapter 4: Experiments Four experiments are done to evaluate the pro-
posed architecture. This includes user studies and machine learning studies. The
results are presented and discussed in light of the research questions. Addition-
ally, the limitations of the experiments are presented.

Chapter 5: Conclusion Finally, an evaluation and conclusion of this work
are given by discussing the RQs and proposing future work.



Chapter 2

Background Theory

This chapter covers the background theory for dialogue systems, including the
building blocks of state-of-the-art data-driven language models, evaluation meth-
ods, research areas, and challenges within the field.

2.1 Artificial Neural Network

Artificial Neural Networks (ANNs) are computing systems biologically inspired
by the human nervous system [54]. ANN is a machine learning technique since
it allows learning by example from a large amount of representative data that
describes a physical phenomenon or decision process [63]. With ANNs, relation-
ships between independent and dependent variables can be established without
any mathematical assumption [63]. Another feature of ANNs is that they can
extract subtle information and knowledge from representative data. ANNs have
achieved excellent performance on difficult problems like speech recognition [5]
and visual object recognition [38].

ANNs consist of layers of nodes (representing neurons), specifically, an input
layer connected to an output layer through hidden layers [63]. A node may be
connected to all or a subset of the nodes in the subsequent layer, simulating the
synaptic connections of the brain. The input values of a node are multiplied by
a weight on each connection, simulating the strengthening of neural pathways in
the brain. A weighted signal entering a node simulates the electrical excitation
of a nerve cell and, thus, the transference of information within the network.
It is the adjustment of these connection weights in ANNs that emulate human
learning [74].

9
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Downstream Tasks ANNs solve downstream tasks. A node y is downstream
of node x if and only if y uses information processed by x. This term is often used
in NLP for tasks that use a pre-trained model or component, which are mostly
ANNs.

Shortcomings A shortcoming of ANNs is their black-box nature. In most
cases, it is not possible to find the assumptions under which each output node
is most probable. The lack of explainability is especially a problem with Deep
Neural Networks (DNNs), which are ANNs with multiple hidden layers. Gaining
the trust of the people through explainability is important to justify the appli-
cation of an agent. Thus, explainable artificial intelligence is an active research
area [64, 26, 1].

Another problem with traditional neural networks is persistence. ANNs did
not know how to use knowledge about previous information on which the new
event is dependent, a key attribute of longer texts. This was the motivation be-
hind Recurrent Neural Networks (RNNs). RNNs allow information to persist by
introducing loops in the network. Long short-term memory and gated recurrent
unit further address the vanishing gradient problem.

Despite the impressive advances in artificial intelligence and machine learning,
it is important to mention the massive increase in computational cost, energy,
and human resources for training these models [50]. DNNs typically require large
datasets to learn enough general knowledge about a problem to solve it. Training
a DNN from scratch for every single problem variant is too computationally heavy.
Thus, when a DNN has been developed for a problem, finding out how to adapt it
to another domain and transfer its knowledge is an important and active research
area today [69, 47]. This is called transfer learning, a research area that is further
discussed in Section 2.7.

Word and Sentence Embeddings In ANNs for NLP tasks, words are repre-
sented as vectors, so-called word embeddings. The idea is that words with similar
meanings are closer in space. This makes it possible for machines, e.g., neural
networks, to learn natural language from large amounts of data. It is possible to
use pre-trained embedding spaces [56] or embed words as part of an architecture
for a language model [73]. In some contexts, embedding of sentences or para-
graphs may be interesting. The Universal Sentence Encoder [11] is an example
of a data-driven model that is trained to encode sentences.

2.1.1 Sequence-to-Sequence

A sequence-to-sequence task, e.g., translation between natural languages, can-
not always be sensibly encoded with vectors of fixed dimensionality. This is a
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Figure 2.1: The seq2seq architecture showing translation of a Dutch sentence to
English. The encoder sequentially transforms the input text to a context vector.
The decoder uses the context vector and an end-of-sequence token (<EOS>) to
generate the output text until an end-of-sequence token is generated.

potential problem since DNNs need big and labelled data of fixed dimensional-
ity to solve difficult problems. This problem motivates the sequence-to-sequence
(seq2seq) architecture of Sutskever et al. [68]. A seq2seq model takes a sequence
of items as input and outputs another sequence of items, as seen in Figure 2.1.
It is composed of an encoder and a decoder, which are usually RNNs [68]. The
encoder maps the input into a latent representation (a context vector), which the
decoder is conditioned on. Finally, the decoder generates the output sequentially.
The seq2seq model often forms the basis for state-of-the-art language models.

However, the seq2seq model has some limitations. First, the encoder cannot
capture the context of the dialogue by itself, as it only considers the current
state and ignores all previous states [17]. Second, the seq2seq architecture is also
prone to generating generic answers that follow the most common patterns of the
training data [17].

2.1.2 Attention Mechanism

The attention mechanism is a deep learning technique inspired by the cognitive
attention of humans and has been explored in cognitive science [8, 36] and ar-
tificial intelligence [4, 65]. When we are asked to count the number of faces in
a picture, we do not pay an equal amount of attention to every part of the pic-
ture. We focus on the most important parts of the picture for the given task,
namely the humans. This technique was a breakthrough in NLP [73, 61, 62, 9]
and computer vision [38, 46] and is a state-of-the-art technique in both research
fields.
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The input to the attention mechanism consists of queries q, keys ki, and
values vi for i = 1, ..., N , following the terminology of retrieval systems. To
explain the attention mechanism in the context of NLP, a new word embedding
with more context is queried for a token with existing word embedding vi. The
existing database with the word embeddings of all tokens (the keys) is extracted
for computing the dot product of the keys with the queried token. The results,
called the scores, are normalized and named weights αi. The existing database
with the word embeddings of all tokens, called the values, are extracted and
taken the dot product of with the weights. The resulting output is the new word
embedding of vi, namely yi.

In the context of the encoder-decoder structure, the attention mechanism
uses the hidden states from all of the layers in the encoder and decoder as input,
compared to traditional RNNs which use the hidden states from the final layer
only. To create the queries, keys, and values, a linear transformation of the
aforementioned states is done, as seen in Equation 2.1:

q = W (q)q̂ ki = W (k)k̂i vi = W (v)v̂i (2.1)

The output y of the attention mechanism is the weighted sum of the values vi

for i = 1, ..., N , where the weights αi are computed by some function f (see
Equation 2.2). Each weight indicates which parts of the input values should be
paid more attention to. The weights are normalized to avoid scaling the values.
The weights are often represented by a so-called attention matrix.

y =

N∑
i=1

αivi where αi = f(q,ki) and

N∑
i=1

αi = 1 (2.2)

A common approach to computing the weights is as seen in Equation 2.3:

{αi}Ni=1 = softmax({tanh(qTki)}Ni=1) (2.3)

The hyperbolic tangent function gathers the stronger beliefs together and sep-
arates the weaker. Softmax heightens higher scores and depresses lower scores.
This allows the model to be more confident about what to attend to.

Self-Attention Knowing how words relate to each other in a text is important
to solve NLP tasks. This can be done with the attention mechanism by having
the keys, queries, and values come from the same source. This is called self-
attention. A good feature of self-attention is that proximity and order of the
input do not influence the word embedding. Self-attention has been successful in
a variety of tasks like translation [73] and reading comprehension [15].
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Multi-Head Attention The word ambiguity problem is that words can have
different meanings in different contexts and should be attended to in different
ways depending on the context. Vaswani et al. [73] stumbled upon this problem
when researching data-driven translation and extended self-attention with the
proposal of multi-head attention. Multi-head attention creates multiple query,
key, and value combinations, each (q,k,v)-combination leading to a separate
attention matrix.

2.2 State-Of-The-Art Language Models

A language model is a statistical model that attempts to understand natural
language through observation, outputting probabilities for the next word given
some context. Language models have many applications including document
classification [2], chatbots [77], sentiment analysis [29], and opinion mining [1].
All of these used pre-trained language models to solve downstream tasks. In 2017,
Vaswani et al. [73] showed that their neural network architecture Transformer,
using only the attention mechanism, outperformed the state-of-the-art (SOTA)
solutions. This was a breakthrough in NLP, and many other architectures based
on the Transformer were developed and make up the current SOTA architectures
[9, 18]. This section describes various SOTA architectures for text generation.

2.2.1 Transformer

The Transformer is a DNN architecture for data-driven language translation [73].
It follows the encoder-decoder structure of seq2seq (see section 2.1.1) and trans-
lation is done in similar fashion. Thus, the sentence is translated sequentially
until an end-of-sequence token is generated. A sentence is translated by choosing
the highest probable word in the output of the decoder and feeding it back into
the decoder. It consists of a stack of six encoders and and a stack of six decoders
(see Figure 2.2).

In Figure 2.3, the layers of the encoder at the top of the encoder stack (in
Figure 2.2) are shown. The encoder takes the text to be translated as input. The
decoder takes the target translation of the text. The text is first represented as
word embeddings, then a sinusoidal positional encoding is added as additional
context. This context attempts to capture the different meanings words can have
depending on their position in a sentence.

The encoder consists of a multi-head attention layer and a feed-forward layer.
The decoder consists of a masked multi-head attention layer, multi-head atten-
tion, and a feed-forward layer. After each of the layers, layer normalization is
performed further stabilizing the results. This normalizes the vectors across each
feature instead of the sample. The vectors from the decoder are passed through
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Figure 2.2: The Transformer’s encoder stack (to the left) and decoder stack (to
the right). The encoder stack consists of six encoders, and the decoder stack
consists of six decoder. By viewing the encoder stack as an encoder, and the
decoder stack as a decoder, the Transformer is similar to the seq2seq architecture
(see Figure 2.1).

a linear layer that expands the dimensions to the vocabulary size of the language
to be translated. Finally, the softmax layer transforms it to a probability dis-
tribution. This represents the agent’s belief of what the next word can be when
translating. Words can be sent in sequentially to translate a whole sentence.

The encoder first passes the word embeddings through multi-head attention,
comparing the input with itself. This captures the word ambiguity problem (men-
tioned in Section 2.1.2). Then, it is fed through a position-wise fully-connected
feed-forward layer to make it easier to digest by the decoder.

The decoder first passes the target translation input through masked multi-
head attention. In masked multi-head attention, the right-context is masked.
This prevents target leakage, as the model should not know what the next words
are to predict the next word. Afterwards, it is passed through multi-head atten-
tion with the vectors from the encoder. This determines how related each word
is to each other, encapsulating the interactions between the different languages.
Finally, it is passed through a feed-forward layer like the encoder. Causal lan-
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Figure 2.3: An overview of the Transformer architecture and the layers of the
encoder and decoder.

Source: Vaswani et al. [73]

guage models use this decoding technique to predict the next word, given a word
sequence (see Section 2.2.2).

2.2.2 Causal Language Models

Causal language models use the left context (text seen so far) to predict the next
word, capable of text generation with varying success. Let xt be a single training
sequence of which we wish to model the joint probability over it. Given training
sequences of the form x = (x1, ..., xn), where each xi comes from a fixed set of
symbols, the goal of the language modeling is to learn p(x). This distribution can
be factorized using the chain rule of probability theory. The neural network is
then trained with the parameters θ to minimize the cross-entropy loss or negative
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log-likelihood L over a dataset D = {x1, ..., x|D|} where sequence xt has length
nt. See Equation 2.4.

p(x) =

n∏
i=1

p(xi|x<i) L(D) = −
|D|∑
t=1

nt∑
i=1

log pθ(xt
i|xt

<i) (2.4)

GPT (Generative Pre-trained Transformer) [61] is a causal language model,
succeeded by GPT-2 [62] and the SOTA model GPT-3 [9]. GPT is a decoder-only
Transformer-based model consisting of 12 decoder layers (see Figure 2.4a). GPT-
3 further extends and improves the original Transformer model by pre-training
on a larger corpus and adding more layers (see Figure 2.4b). The performance
increase of GPT-3 is highly correlated to the increase in the number of parameters
and training time. The largest GPT-3 model has 175 billion parameters [9]. This
is two orders of magnitude more than the largest GPT-2 model. Even though
the larger models have achieved better performance on many NLP tasks, only
the smaller models are feasible for this project1. It has been seen that the larger
model, the closer they are to being few-shot learners [9]. Few-shot learners only
need a few training examples to perform well. Thus, a large dataset is most likely
needed for this project.

GPT-Neo and GPT-J were developed as open-source alternatives to the com-
mercialized GPT-3 and have achieved similar performance to the small GPT-3
models (125M, 1.3B, 2.7B, and 6B parameters).2 It is important to note that
GPT-Neo and GPT-J only adopt the architecture of GPT-3. To the best of our
knowledge, no peer-reviewed research papers of GPT-Neo and GPT-J have been
released as of spring 2021.

1We conducted a project as part of the NTNU course TDT13 Advanced Text Analytics
and Language Understanding, fall 2021. The training was done on NTNU’s high-performance
computer. One of the biggest challenges was memory issues due to input and model size.

2https://nlpcloud.io/gpt-3-open-source-alternatives-gpt-j-gpt-neo.html
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(a) GPT (b) GPT-3

Figure 2.4: GPT and GPT-3 both consist of layers of Transformer decoders; the
decoder is described in Section 2.2.1.

2.2.3 BERT

BERT (Bidirectional Encoder Representations from Transformers) is a SOTA
pre-trained language model based of the Transformer-encoder [18]. Much like
GPT, it consists of many layers of Transformers but uses the Transformer-encoders
instead of the decoders. BERT also uses the context bidirectionally to predict,
unlike the causal language models. This is why BERT excels in downstream tasks
like Named-Entity Recognition (NER) and classification. Various BERT models
have been developed for different tasks and languages by training the model on
different data [39, 59] and making modifications or extensions to the architecture
[69].

2.3 Markov Assumption

The Markov assumption is based on the idea that the next state can be predicted
using a finite (and typically small) number of preceding states [25]. When applied
to NLP, the probability P (wi|w1, ..., wi−1) of the next word wi to a sequence of
words (w1, ..., wi−1) can be predicted using only the last j words (wi−j , ..., wi−1),
i.e.:
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P (wi|w1, ..., wi−1) =

{
P (wi|wi−1) if j = 0

P (wi|wi−j , ..., wi−1) if 0 < j < i
(2.5)

This is called a jth order Markov chain. Most language models [62] and NLP
architectures [31, 75] are based on the Markov assumption. It also allows for
shorter sequences to be used during the training and performance phase of lan-
guage models, making NLP problems more feasible.

2.4 Decoding Methods

Language models only output a probability distribution for the next token given
a context. To transform the output into natural language, a decoding method is
needed. The term token is often used instead of a word, as there are many ways to
split phrases into words (e.g., “don’t” or “do” and “not”). Top-k sampling, beam
search, and nucleus sampling are among the most common decoding methods for
text generation [80]. We now briefly present some decoding methods.

Greedy Search A simple, but näıve heuristic for decoding is greedy search,
where the token with the highest estimated likelihood is picked. This approach is
prone to generating boring, non-natural and redundant text, as human-written
text is typically more surprising [30]. However, greedy search has shown promis-
ing performance when precision is the goal, e.g., in task-oriented dialogue systems
[31]. It is possible to augment greedy search steps with noise to avoid local op-
tima, which has been done in local search literature [49].

Beam Search Beam search improves greedy search: at every position in a se-
quence, it explores the b most probable tokens and continues exploring in such a
fashion until it comes across an end-of-sequence token. When b sequences (end-
ing with an end-of-sequence token) have been generated, their probabilities are
computed. Finally, the sequence with the highest probability is chosen. Beam
search is an effective strategy to sample sufficiently likely sequences from token
probability distributions [68]. This is suitable for stricter tasks like text transla-
tion between languages. However, beam search is bad for open-ended tasks since
it does not generate diverse text [40]. Additionally, a fundamental concern with
beam search is the search space size.

Top-k Sampling By introducing noise to greedy search, more engaging and
natural text can be generated. In top-k sampling, the top k most probable
tokens are randomly sampled among. A drawback of this approach is that the
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k-parameter does not consider whether the probability distribution is narrow or
broad. This opens up for an over-representation of low-probability sequences,
which can make the generated text trail off the context [30]. Top-k sampling also
addresses the concern of search space size by pruning away less probable tokens.

Top-p Sampling To cut the over-representation of low-probability sequences
down, top-p sampling (also called nucleus sampling) was proposed [30]. Top-p
sampling computes the cumulative distribution from most probable to least until
it passes the predefined value p ∈ (0, 1). The left-over tokens are disregarded.
Essentially, when the model has broad distribution for a context, more tokens
are taken into consideration. When the model has a narrow distribution, fewer
tokens are sampled. This suppresses the over-representation of low-probability
sequences, minimizing the chance of trailing off. Thus, nucleus sampling can be
suitable for generating engaging and interesting text [30, 49]. Top-p sampling
also addresses the concern of search space size by pruning away less probable
tokens.

2.5 Dialogue Systems

A dialogue system is a computer system that can have a dialogue with a user,
e.g. response generation systems. In such systems, a dialogue is usually struc-
tured such that each speaker takes turns saying utterances (e.g., [71, 67, 75]),
as seen in Figure 2.5. Two consecutive turns between different speakers make
up an exchange. Multiple exchanges are considered a dialogue. After having a
conversation with someone, only some snippets of the dialogue may stand out as
memorable. From those, it is possible to speculate about the rest of the dialogue.
Another interpretation of dialogues is that each turn or utterance is seen as an
action (e.g., [78, 31]). A speaker takes an action by uttering, which changes the
environment and the actions the speakers can take. Depending on their purpose,
dialogue systems can be classified into three broad categories: task-oriented, con-
versational, or question-answering [17]. This work focuses on task-oriented and
conversational dialogue systems and presents them in the following sections.

Task-oriented Dialogue Systems The goal of a task-oriented dialogue sys-
tem is to efficiently help a user achieve his or her goal, which is usually clearly
defined and measurable. Other characteristics of a task-oriented dialogue system
are its structured behavior, specialization within a closed domain, and focus on
efficiency [17]. Usually, the dialogue system initiates the dialogue with a user.
Applications include technical support [44] and recommendation systems [14].
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Figure 2.5: A dialogue between two speakers (indicated by the blue and yellow
avatars), each taking turns saying utterances (in the speech balloons) while mak-
ing exchanges.

Traditionally, task-oriented dialogue systems are designed as a pipeline con-
sisting of a dialogue manager, a natural language understanding unit (NLU), a
dialogue state tracker (DST), and a natural language generation unit (NLG) [17].
The dialogue manager is the core component and decides what dialogue action
the system should take. The NLU extracts information from the user’s utterance
and identifies the corresponding dialogue act. The DST infers the current state
of the dialogue. Finally, the output to the user is generated through the NLG
unit. The problem with this traditional approach is that each unit is trained and
supervised independently, making the pipeline vulnerable to error propagation
across the components [43]. On the other hand, divide-and-conquer is a proven
engineering technique, where the problem is divided into smaller tasks, and each
of them are conquered separately.

A problem with this traditional pipeline is that each unit is trained and super-
vised independently, making the pipeline vulnerable to error propagation across
the units [43]. Consequently and following Peng et al. [55], recent trends have
moved toward the unification of the units (e.g., [81, 31]). SimpleTOD (Simple
Task-Oriented Dialogue) [31] is a simple approach with state-of-the-art perfor-
mance, which uses GPT-2 [62] to generate responses to task-oriented dialogue.
SimpleTOD solves the sub-tasks of the different units in a unified way through
multi-task maximum likelihood training. It enables modelling of the inherent
dependencies between the sub-tasks of task-oriented dialogue, by optimizing for
all tasks in an end-to-end manner.
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Conversational Dialogue Systems A conversational dialogue system is of-
ten designed to keep an engaging conversation with the user [17]. The dialogues
are usually unstructured and open-domain, with context and variability in utter-
ances being important features. An interesting and engaging dialogue is kept if
there is a satisfying degree of variation in topic and language. However, the con-
text should not fluctuate too much, otherwise, the attentiveness of the user may
be lost. The two main approaches to building dialogue systems are rule-based
and data-driven (e.g., [79, 75]). A data-driven dialogue system typically uses
either utterance classification or utterance generation.3 Example conversational
dialogue agent designs include chatbots with personality [19] and agents mimick-
ing movie characters [79]. In the Second Conversational Intelligence Challenge,
the conversational dataset Persona-Chat was introduced. Wolf et al. [75] used
dialogue-only data to fine-tune a dialogue system. It proved to be a state-of-the-
art conversational dialogue system and won the automatic metrics track.

Hybrid and General Dialogue Systems Sun et al. [67] propose a task-
oriented dialogue system enhanced with chit-chat. Their system consists of two
language models and a switch module that decides their interactions depending
on the context. The integration of conversational dialogue elements led to a more
natural and engaging dialogue. LaMDA (Language Models for Dialog Applica-
tions) is a pre-trained deep learning language model [71]; it is closely related to the
LaMDA metrics discussed in the paragraph about evaluation of dialogue systems.
LaMDA is costly, but achieves great results with the ability to both generate and
rank its generated responses. When fine-tuned on specific metrics, LaMDA can
achieve near-human performance on sensibleness, specificity and interestingness.
While fine-tuning on a small set of safety and groundedness labelled data showed
increased performance, LaMDA’s gap to human performance is still significant.

2.6 Evaluation of Dialogue Systems

Research on reliable, cheap, generalized automatic metrics for what makes a good
dialogue or response is still an active research area [17]. Today, no automatic met-
rics can compare to human judgements. Additionally, most evaluation methods
are highly correlated to specific characteristics of the system in mind [17]. While
human judgements are often used in dialogue evaluations, they are expensive and
not always reliable. The value of human judgements is further seen in LaMDA
[71]. For generation, labelling and evaluation of dialogue training data, human

3Some dialogue systems do not generate utterances, but consider it a classification problem
and pick from a selection of human-written utterances. Other systems generate utterances by
looking at the context (either the dialogue or elements of the dialogue). This dichotomy applies
both to conversational and task-oriented systems.
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judgement is used. Typically, crowdworkers label responses given dialogue con-
texts, and rates them using, in the case of LaMDA, the following metrics: sensi-
bleness [3], specificity [3], interestingness, safety, groundedness, informativeness,
citation accuracy, helpfulness, and role consistency (see Section 2.6.1).

2.6.1 Gold-Standard Human Evaluation

The gold standard for evaluating dialogues is human evaluation, where humans
assess the quality of a generated utterances or dialogues with guidelines like the
following metrics.

1. Sensibleness. How well the utterances make sense in the dialogue context [3].

2. Specificity. How specific the utterances in the dialogue is [3].

3. Interestingness. How interesting the dialogue is [71].

4. Informativeness. The percentage of responses that carry information on the
external world that can be supported by the other utterances in the dialogue [71].

5. Groundedness. The percentage of utterances that carry information on the
external world that can be supported by external sources [71].

6. Teachability. Since we focus on communication, we propose a new metric, teach-
ability, which uses the Common European Framework of Reference for Languages
(CEFR). CEFR is an international standard for describing language proficiency,
and organizes language proficiency in six levels, A1 to C2 [52]. Teachability
measures how well the specific dialogue can be understood at a given language
proficiency level based on CEFR scoring.

We use these metrics in some of our experiments in Chapter 5.

2.6.2 Automatic Metrics

In this section, automatic metrics that has been used in related work for evalu-
ating language models, utterances or dialogues are described.

Cosine Similarity It is possible to compare similarity between words when
they are represented as word embeddings through cosine similarity. As mentioned
in Section 2.1, words with similar meanings are placed closer to each other in the
word embedding space. By computing their distance in space, it is possible to
compare words. The cosine similarity score sim between two word embeddings,
x and y, is computed as in Equation 2.6.

sim(x,y) =
x · y
|x||y|

(2.6)
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Cosine similarity has been used as a measure of the similarity between the ground
truth and the generated response in conversational dialogue systems [45], though
its reliability is highly correlated to the reliability of the word or sentence em-
bedding space. We use cosine similarity in our proposed architecture (see Equa-
tion 4.5).

Perplexity A measurement of how well a probability model predicts a sequence
is perplexity. Perplexity of a sequence W = (w1, ..., wN ) is defined as:

PPL(D) = N

√√√√ N∏
i=1

1

P (wi|w1, ..., wi−1)
. (2.7)

2.7 Transfer Learning

Transfer learning is a research area within machine learning and concerns how
to transfer knowledge into a model. Training a data-driven language model is
computationally heavy and time-consuming. Thus, adapting a pre-trained model
without training it from scratch is an important research area. Another problem
with training a language model from scratch is that domain-specific datasets
are often sparse, making the models prone to overfitting. A reason for interest in
transfer learning in NLP is that domain-specific language may not be represented
by a general language model due to a change in sentence styles, formality, intent,
and so on [69]. A word can also have different meanings in different domains
[70]. This section presents two approaches to adapt a large-scale DNN language
model to a specific task.

Fine-tuning Using a pre-trained model as initialization for training a new
model on problem-specific data is called fine-tuning. This is a common trans-
fer learning approach for DNN large-scale language models (e.g., [75, 71, 69]).
There are various fine-tuning strategies, including training the whole model [75]
or freezing of some pre-trained weights, usually whole layers [69]. Other aspects
of fine-tuning include input representation and loss function(s). Many dialogue
systems have been developed by fine-tuning a large-scale general language model
that is capable of text generation (though not in the writing style of dialogues)
(e.g., [31, 75]). For instance, Wolf et al. [75] develop a SOTA conversational
dialogue system with personality by fine-tuning GPT-2 on the Persona-Chat
corpus [82]. Fine-tuning of large-scale open-source language models is accessible
through the transformers library [76].
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Figure 2.6: An example of how adapter-based tuning is applied, here in the
AdapterCL architecture [47] (described in Section 3.4). Small neural networks
called adapters are placed on top of each Transformer-layer in the GPT-2 model
to adapt the language model without changing the original model’s weights.

Source: Madotto et al. [47]

Adapter-based Tuning Adapter-based tuning is a parameter-efficient alter-
native to fine-tuning [32]. Unlike fine-tuning, adapter-based tuning freezes all
layers of the pre-trained model. Separate, simple and small trainable neural net-
works, called adapters, are added between the layers of the pre-trained model,
which steer the output distribution of a pre-trained model without modifying its
original weights (see Figure 2.6) [47]. Adapter-based tuning has achieved com-
parable results to fine-tuning, while being more parameter efficient and allowing
a high degree of parameter sharing [32]. Adapter-based tuning also outperforms
fine-tuning on low-resource and cross-lingual tasks and is more robust to overfit-
ting and less sensitive to changes in learning rates [28]. Adapter-based tuning has
been used for a variety of NLP tasks like emotion recognition in dialogues [60]
and machine translation [58]. Adapter-based tuning of large-scale open-source
language models is accessible through the adapter-transformers library [57].

2.8 Noise in Dialogue Datasets

There are many ways noise can appear in dialogue datasets. An example is
the task-oriented dialogue dataset MultiWOZ 2.1 of which Hosseini-Asl et al.
identified four types of noisy labels in the human-annotated belief states. This
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includes misspellings of belief state values according to context information, non-
labelled belief state when context provides sufficient information, labelled belief
state when context lacks necessary information, and user-provided multiple op-
tions when the context does not provide sufficient information to determine the
true belief state [31].

Other types of noises in dialogues can be misspellings, elongated words, a mix
of languages, abbreviations, and many more. Depending on the handling of the
corpus’ language, features can be misrepresented as noise. For instance, social
media has its own languages with emoticons, hashtags, images, etc., to convey
messages. A lack of understanding, leading to misrepresentation of the data, can
introduce unnecessary noise to the data.

Delexicalization Delexicalization is a common noise-reduction technique to
improve the performance of NLP applications by removing language-specific
phrases with language-agnostic terms [10, 31]. An example is seen in Figure
2.7. Performance is improved by generalizing over-specific training examples,
making it easier for the model to see patterns and learn. Lexicalization of the
machine-generated texts must be handled to regain their meaningfulness.

Figure 2.7: An example of delexicalization, where the left sentence is transformed
to the right sentence.

Removal of stopwords Frequence words that do not add meaning to a sen-
tence are called stopwords. Removal of stopwords is a common pre-processing
technique in various NLP tasks, including dialogue generation [16], to decrease
run-time and dilution of the meaning of text. Examples of stopwords are: “a”,
“the”, and “is”.
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Chapter 3

Related Work

Our proposed architecture adapts existing transfer learning techniques to reach
the goal. It decomposes the problem, similar to task-oriented dialogue systems,
but is more of a conversational dialogue system, given the creative nature of
content creation. In this chapter, we present related work and how our work
builds upon it and differs from it.

3.1 Surrounding Dialogue Generation Problem

Before diving into related work to this master thesis, we describe the novel Sur-
rounding Dialogue Generation Problem (SDGP), which is derived from the goal
of this thesis:

Goal Develop an efficient data-driven architecture which generates, from a dia-
logue snippet including topic-specific terminology, surrounding topic-specific
dialogue suitable as communication exercises for humans after adjustments
made by an expert.

The SDGP is defined as follows. Given a dialogue snippet (un, ..., um) (between
two speakers s1 and s2), its topic t, and a length l, output an extended dialogue
(un−i, ..., um+j) that is on topic t, has l number of turns, and contains the dialogue
snippet (un, ..., um). It can be divided into the subtasks: find the best placement
of the dialogue snippet in the resulting extended dialogue and generate preceding
and following utterances to the dialogue snippet (respectively named backward
and forward utterance generation). The SDGP is a hard problem, given the
current state-of-the-art in NLP. This has implications for both how it is being
solved, as discussed in Chapter 4, and how the input and output are treated.

27
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We are interested in machine learning methods to solve the SDGP. In other
words, dialogue datasets are the basis for the generation of surrounding dialogues
from dialogue snippets.

3.2 Response Generation Systems

A subtask of the SDGP is the response generation task: given a context (usu-
ally a dialogue history), generate a response utterance. Many data-driven dia-
logue systems have been developed to solve the response generation task (e.g.,
[75, 81, 83, 71, 31]). However, to the best of our knowledge, the generation of
preceding utterances has not been researched, an essential subtask of the SDGP.
We hypothesize that:

Hypothesis 1 Preceding utterances to a dialogue snippet can be generated us-
ing transfer learning techniques similar to those used in response generation
systems for following utterances.

Thus, we look into SOTA dialogue systems for response generation, in particu-
lar, from the Second Conversational Intelligence Challenge (ConvAI2) [19]. The
main task of ConvAI2 was to develop an open-domain, engaging chatbot with a
consistent personality prompted at the beginning of the chat. For the competi-
tion, a personality is defined through 4-6 short sentences regarding their interests,
preferences, and lives. The Persona-Chat dataset [82] (see Table 3.1), which
was distributed at the start of the competition, also reflects this [19].

Persona 1 Persona 2
I like to ski
My wife does not like me anymore
I have went to Mexico 4 times this year
I hate Mexican food
I like to eat cheetos

I am an artist
I have four children
I recently got a cat
I enjoy walking for exercise
I love watching Game of Thrones

Person 1: Hi
Person 2: Hello ! How are you today ?
Person 1: I am good thank you , how are you?
Person 2: Great, thanks ! My children and I were just about to watch Game of Thrones.
Person 1: Nice ! How old are your children?
Person 2: I have four that range in age from 10 to 21. You?
Person 1: I do not have children at the moment.
Person 2: That just means you get to keep all the popcorn for yourself.
Person 1: And Cheetos at the moment!
Person 2: Good choice. Do you watch Game of Thrones?
Person 1: No, I do not have much time for TV.
Person 2: I usually spend my time painting: but, I love the show.

Table 3.1: Example dialogue from Persona-Chat. The persona of Person 1
(top left) and Person 2 (top right) is given at the beginning of the chat. This
affects their utterances and the topics explored in the dialogue (on the bottom).
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ConvAI2 used the automatic metrics used were perplexity, F1 and hits@1/20 to
score the competitors, and only the top 7 competitors of the automatic metrics
track were evaluated by crowd workers through live interaction with their models
[19]. The crowd workers evaluated the chatbots on how much they enjoyed talking
to the model and had to verify which persona the model was using given the
choice between the correct persona and a random one [19]. Wolf et al. [75] won
the automatic metrics track and placed second in the human evaluation track
with their proposed TransferTransfo approach [19].

The TransferTransfo approach is to fine-tune GPT-2 [62] on the Persona-
Chat dataset with the input representation shown in Figure 3.1 and Figure 3.2.
The dialogue state embeddings and special tokens work together to clarify which
utterance belongs to which speaker, and what part of the input is the personality
of the agent.

Figure 3.1: The input representation of TransferTransfo, where each token em-
bedding is the sum of a word embedding (top), positional embedding (middle),
and dialogue state embedding (bottom). The dialogue state embedding is split
into three states: the persona of Person 2 (green), and the dialogue with alter-
nating utterances from Person 1 (purple) and Person 2 (red).

Source: Wolf et al. [75]

Figure 3.2: The input sequence in the TransferTransfo approach uses beginning-
of-sequence (bos), end-of-sequence (eos), and speaker tokens (s1 and s2) to mark
the different segments of the sequence.

Fine-tuning is done by optimizing over the loss functions: next-utterance clas-
sification loss and language modelling loss. Next-utterance classification loss is
derived from next-sentence classification loss [18] and consists of training a classi-
fier to distinguish a correct next-utterance appended to the input sequence from
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a set of randomly sampled distractors [75]. The hidden state of the last token
(the end-of-sequence token) is passed through a linear layer to get a score, which
is applied a cross entropy loss (see Equation 2.4) to correctly classify an answer
among distractors. Language modelling loss is the commonly used cross entropy
loss [75] (see Equation 2.4). To generate utterances in natural language, beam
search with sampling [76] is used. The final beams of the beam search is ranked
through a scalar combination of the length-normalized utterance probability and
the next-utterance classification score [75].

In the light of Hypothesis 1, what makes the TransferTransfo approach
interesting for this thesis, other than its SOTA performance, is its next-utterance
classification loss. The next-utterance classification loss can be transformed into
previous-utterance classification loss by trying to classify the correct previous
utterance instead of the correct next-utterance. The input sequence can have the
utterances in reverse, from the most recent utterance to the oldest. Additionally,
its personality consistency property can be used for other aspects of the dialogue
(e.g., its topic). This will be further discussed in Chapter 4.

3.3 Human Evaluations for Dialogue Generation

LaMDA [71] (Language Model for Dialogue Applications) is a SOTA large-scale
pre-trained language model trained for 57.7 days on a text corpus consisting of
2.97B documents, 1.12B dialogues, and 13.39B dialogue utterances. Like the
GPT architectures, it is a decoder-only architecture [71, 61, 62, 9]. What makes
LaMDA interesting is that it is fine-tuned on dialogue data with human evalua-
tions of each response in the dataset. The metrics used are:

1. Sensibleness. How well the response makes sense in the context of the
dialogue (e.g., if the model mentioned that it does not like dogs previously
in the dialogue, “I love dogs” is not a sensible response) [3].

2. Specificity. How specific the response is (e.g., “Me too” is not specific,
but “I love Eurovision songs too” is) [3].

3. Interestingness. How interesting the response is (e.g., “Playing the piano
is difficult” is not interesting, but “Playing the piano is difficult, since there
are so many keys to keep track of, rhythms, and key combinations, but
after enough time, you just know by feeling” is interesting [71].

4. Safety. How safe the response, such that it does not harm anyone nor
have an unfair bias [71]. This metric is defined as several, specific safety
objectives.
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5. Groundedness. The percentage of utterances that carry information on
the external world that can be supported by external sources [71].

6. Informativeness. The percentage of responses that carry information on
the external world that can be supported by the other utterances in the
dialogue [71].

7. Citation accuracy. The percentage of responses that cite the URLs of
their sources as a share of all responses with explicit claims about the
external world, excluding claims with well-known facts (such as “horses
have four legs”) [71].

8. Helpfulness. How helpful the response is in the context of the user’s
needs, given that they contain correct information (based on the user’s
independent research) [71].

9. Role consistency. How consistent the model’s response is to its role
external to the dialogue (e.g., an assistant that is aware that it is not
human) [71].

The human evaluations were collected using crowd workers. Crowd workers inter-
act with a LaMDA instance and mark the response as sensible, specific, and/or
interesting given a context (with binary labels), resulting in 6.4K dialogues (61K
turns) with annotated LaMDA-responses. Human-annotated dialogues are also
collected similarly for safety (8K dialogues) with binary labels for each of the
safety objectives. Finally, 4K dialogues are annotated on groundedness by hav-
ing crowd workers write queries to an information retrieval system and modify
the model responses.

LaMDA is fine-tuned on two tasks: the generative task and the discriminative
task. The generative task is to generate a response given a context (a dialogue
history). The discriminative task is to predict the rank of a response on a metric
given a context. The input representations and where the losses are applied in
the sequences are seen in Figure 3.3.
LaMDA is fine-tuned to predict the sensibleness, specificity, interestingness, and
safety of generated responses (using the dialogue data with binary labels on each
of the metrics), though the safety ratings are aggregated into a single metric.
When the fine-tuned LaMDA is used to respond to, e.g., a user’s utterances it
generates candidate responses, predicts their ranks, filters away believed unsafe
responses (i.e., when the safety prediction rank falls below a threshold) and selects
the top-ranked candidate as the next response. The best weighted sum ranking
strategy found is that each candidate response’s rank is:

rank(r) = 3 ∗ P (sensible) + P (specific) + P (interesting), (3.1)
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(a) Generative task (b) Discriminative task

Figure 3.3: For fine-tuning LaMDA, the input representation for the generative
task (to the left) is a sequence of tokens expressed as context, separator, and
response. Losses are only applied to the response portion, such that the model
learns to generate the responses only given the context. While in the discrimina-
tive task (to the right), the input sequence includes the metric name and rating.
Losses are only applied to the rating following the metric name, so the model
learns to predict the rating of the response for the given metric and context.

where r is the candidate response and P (metric) is the predicted rank of the
response on the metric given the context [71]. This fine-tuning approach is ex-
pensive, as it uses data with human evaluations, but achieves great results with
the ability to both generate and rank its generated responses.

Additionally, LaMDA is fine-tuned to learn to call an external information
retrieval system to boost the groundedness of its responses, using the dialogue
data with groundedness annotations. Since we do not focus on the groundedness
of the generated utterances in this thesis, we will not go into detail on this aspect.
Essentially, the fine-tuned LaMDA model can interact with a toolset consisting
of an information retrieval system, a calculator, and a translator through strings.
For instance, the translator takes “hello in French” and outputs “Bonjour” in
a list. The model will augment its response accordingly, to the information it
receives from the toolset. If the input cannot be parsed by any tool, it will return
an empty list and does not contribute to the final response.

The fine-tuned LaMDA was evaluated by crowd workers on sensibleness, speci-
ficity, interestingness, informativeness, safety, and groundedness. The crowd
workers labelled (with binary labels) LaMDA-generated responses given the con-
text of these metrics. The results showed that LaMDA can achieve near-human
performance on sensibleness, specificity and interestingness [71]. While fine-
tuning of safety showed increased performance, LaMDA’s gap to human perfor-
mance is still significant [71]. We believe this may be due to the complexity and
limitations of the safety metrics, making the collected evaluation data from the
crowd workers prone to errors in the form of different interpretations and strict-
ness. While fine-tuning of LaMDA to generate calls to an external information
retrieval system showed increased performance, its gap to human performance is
still significant [71]. Thus, as the informativeness metric is similar to grounded-
ness, we hypothesize that:
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Hypothesis 2 The evaluation metrics used in LaMDA can be used to evaluate
dialogues by transforming them from utterance-level to dialogue-level and
result in high-quality evaluations for sensibleness, specificity, and interest-
ingness, but may be lacking in groundedness and informativeness.

This is because, like the safety metric, the groundedness and informativeness
metrics may be more difficult to understand and, thus, give evaluations on, re-
sulting in unreliable evaluation data (and more noise in the training set). Also,
when evaluating dialogues in the context of surrounding dialogue generation, the
final dialogue is more interesting, rather than the context between each of the
individual utterances. Even though we do not focus on optimizing the grounded-
ness and informativeness of generated dialogues, it is still interesting to measure
across these metrics to see if there is room for improvement.

3.4 Adapter-based Tuning

The two previous works used fine-tuning to adapt a large-scale language model
to the specific task of response generation and the prediction of the rank of
a response. A task-oriented dialogue system incorporating continuous learning
through adapter-based tuning is AdapterCL (Adapter Continuous Learning) [47].
In this section, we describe the AdapterCL method, continuous learning in task-
oriented dialogue, and the benefits of adapter-based tuning.

Continuous learning is to learn a set of tasks sequentially without catastroph-
ically forgetting previously learned ones [48, 72]. Madotto et al. [47] defined
continuous learning in task-oriented dialogue systems as learning a sequence of
domains sequentially (see Figure 3.4). We are interested in this since the SDGP
consists of multiple tasks, forward utterance generation and backward utterance
generation.

In AdapterCL, GPT-2 is adapter-based tuned with an adapter for each do-
main (see Figure 2.6) and a perplexity-based classifier is used to select which
adapter to activate and use at testing time. In other words, to learn a new do-
main, a new adapter is placed in-between the layers of GPT-2 and trained over
the domain-specific dataset. This is done with Residual Adapters [32] over the
commonly used language modelling loss function (see Equation 2.4). Given a set
of adapters parameterized by µ0, ..., µN , each trained respectively on the domain-
specific datasets D0, ..., DN , and an input sample X, the classifier computes:

αt = PPLµt
(X), (3.2)

for t = 1, ..., N , where PPLµt(X) is the perplexity of the model µt on the input
sample X (see Equation 2.7). Here, αt represents the confidence of adapter t
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Figure 3.4: In continuous learning for task-oriented dialogue systems, the model
is trained on one dataset at the time (each for a specific domain). Here, the
model is trained on data from the hotel domain DHotel, then the taxi domain,
and so on. The parameters of the model θ are updated sequentially based on the
loss function Lθ.

Source: Madotto et al. [47]

being appropriate for the input X. The adapter t with the smallest αt is selected
to perform the task.

AdapterCL outperformed most baselines on intent recognition (knowing what
the user wants from the task-oriented dialogue system) and on slot error rate (for
the natural language generation task) over time [47]. Most baselines struggled to
keep up to AdapterCL the more domains and tasks they learned.

AdapterCL can be seen as a mixture of experts, with an expert (or rather
adapter) for each domain. A mixture of experts divides the problem space into
smaller, more manageable subsets to be mastered by their own expert. This
is a learning methodology that was proposed in the 1990s [35]. An interesting
discussion is how coupled the experts should be given a problem space. While
Jacobs and Jordan [34] and Hampshire and Waibel [27] suggested cooperative
experts, competitive experts were proposed by Jacobs et al. [35] for less inference.
In AdapterCL, the experts are competitive, since the experts do not work together
to generate an output. The mixture of experts application in AdapterCL makes
the architecture more modular. AdapterCL uses this for continuous learning.
Adapters for new domains to be added to the architecture later, sequentially,
given that the classifier can handle it. While this is also possible with fine-
tuning, a model for each domain, it is less efficient [32]. Adapter-based tuning also
outperforms fine-tuning on low-resource tasks and is more robust to overfitting
and less sensitive to changes in learning rates [28]. Thus, we hypothesize that:

Hypothesis 3 An adapter can be assigned to each subtask of the SDGP to
develop an efficient language model for surrounding dialogue generation.



Chapter 4

Proposed Architecture

Our novel BFD Generator (Backward-Forward Dialogue Generator) architecture
is presented in this chapter. It is an SDGP architecture that generates an ex-
tended dialogue from a dialogue snippet and additional information, as seen in
Figure 4.1, using forward and backward generation.

In Section 4.1, the datasets considered and used in the architecture are pre-
sented. In Section 4.2, the performance phase for our architecture is described,
and in Section 4.3 the learning phase. The rest of our architecture’s components
are described in Section 4.2.1 and Section 4.2.2. In Section 4.4, we discuss design
choices for our architecture. Finally, we discuss how our architecture differs from
related work in Section 4.5.

Figure 4.1: The proposed architecture (BFD Generator) takes a dialogue snippet
and additional information (topic and length) as input to generate a more com-
plete dialogue as output.

35
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4.1 Datasets

In ML, the data is the foundation for learning. Thus, finding a suitable dataset is
one of the most important tasks. Not only does the data need to be plentiful, it
needs to contain texts of the appropriate style and characteristics. This section
presents the dataset containing content from the company we collaborate with
and the dataset we use for training our architecture, Wizard of Wikipedia
dataset [20].

Dialogue Exercise Corpus The company has created around 50 dialogues for
language learning in their app. We refer to it as the Dialogue Exercise Corpus.
Each dialogue can branch in different directions like a graph, simulating a close to
real-life dialogue experience where users’ actions are responded with appropriate
events in the app. Some branches of dialogues may also reunite later. The
dialogues concern different domains and CEFR levels, and are tailored to their
customers. Each dialogue is connected to a scenario, meaning they all have a
goal in mind. A dialogue scenario contains pre-determined exchanges between
the user and another speaker, as well as a brief (describing the beginning of the
scenario) and debrief (describing how the scenario continued and feedback on
how well the user performed) [12].

While the Dialogue Exercise Corpus contains the type of dialogues they wish
to generate, it is data-sparse. Training a model on it has a high risk of overfitting.
Thus, it is only used to study the values and writing style of the company.

Training Corpus The conversational and open-domain dataset with topic-
labelling Wizard of Wikipedia [20] is chosen for adapting the language model.
We denote the dataset D, and its data points d. Each data point d consists of
a topic t (a noun), a dialogue consisting of multiple utterances (u0, ..., uN ), and
two speakers (s1, s2). A sample of the dataset is seen in Figure 4.2.

The dialogues in Wizard of Wikipedia were collected by having crowd-
workers engage in 1-to-1 dialogues. One of the crowdworkers picks a topic to
chat about. One crowdworker plays the role as an apprentice, who is eager to
learn more about the topic. The other crowdworker plays the role as a wizard,
who knows that their chatting partner is eager to discuss about the topic. For
each turn, the wizard is shown relevant knowledge (extracted from Wikipedia)
and can choose a relevant sentence to construct a response [20]. Otherwise the
wizard just constructs a sentence on their own. Thus, at least one of the speakers
are knowledgeable about the topic, which can simulate jargon or explanation of
jargon in different scenarios (e.g. at workplaces). The dataset is also available for
commercial use, which is a requirement from the company we collaborate with.
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Figure 4.2: Each data sample in Wizard of Wikipedia contains a topic (e.g.
Veganism) and exchanges between the two speakers.

4.2 BFD Generator: Performance Phase

This section describes the performance phase of the BFD Generator by going
through Algorithm 1. The BFD Generator extends a dialogue snippet S using
forward and backward utterance generation. The BFD Generator consists of a
pre-trained causal language model M that can switch between using two adapters
AB and AF (see line 1-4 in Algorithm 1), a decoding method (see line 10 in
Algorithm 1) and a selection module (see line 29 in Algorithm 1).

The BFD Generator input consists of a dialogue snippet S, topic t, and di-
alogue length l in turns (see line 5 in Algorithm 1). The dialogue snippet S
consists of m utterances uj , as seen in Equation 4.1. The utterances alternate
between the two speakers s1 and s2.

S =

{
un if m = n

(un, ..., um) if m > n
(4.1)

The main function of the BFD Generator is BFD-Generator(S, t, l) on line
5-9. In each iteration of the while-loop, candidate utterances are generated from
the snippet S and topic t (see line 7 in Algorithm 1) and the best candidate
is added to the snippet (see line 8 in Algorithm 1). This is repeated until the
length of the snippet S is equal to the input length l. An example of Algorithm 1
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running is shown in Figure 4.3.
The candidates are generated in the Candidate-Generator(S, t) function

using the causal language model M , the adapters AB and AF , and the decoding
method (defined in line 20-28). First, the adapter for forward utterance gener-
ation is activated in the language model M . Then k candidates for following
utterances to the snippet S is generated and added to the array candidates (see
line 13-14 in Algorithm 1). The process is repeated for backward utterance gen-
eration, except we reverse the order of the utterances in the snippet (see line 15
in Algorithm 1) first. Finally, the preceding and following candidate utterances
are returned.

The utterances are generated token-by-token in Decoding-Method(S, t,M)
(see line 20-28 in Algorithm 1). We do this by sending in the snippet S and topic
to the adapter-based tuned language model. The language model then outputs
the token probability distribution, which is decoded using top-p sampling with
temperature θ. The chosen token is added to the utterance. This sequence is
repeated until the chosen token token is a speaker token (s1,s2), which marks
the end of the utterance. The utterance is finally returned.

After the candidates have been generated, we score each of the candidate ut-
terances and add the best candidate in the Selection-Module(S, t) function
(see line 29-44 in Algorithm 1). A more in-depth explanation of the scoring mea-
sures (see line 36-38 in Algorithm 1) is given in Equation 4.5. The highest scoring
candidate is added to the snippet S (see line 43 in Algorithm 1) in its appropri-
ate place (see Equation 4.2). Finally, the snippet extended by an utterance S is
returned.

S =

{
(ui

n−1, un, ..., um) if preceding utterance ui
n−1 is selected

(un, ..., um, ui
m+1) if following utterance ui

m+1 is selected
(4.2)
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Algorithm 1 BFD-Generator (Performance Phase)

1: global variables
2: M , causal language model.
3: AB , adapter for backward utterance generation.
4: AF , adapter for forward utterance generation.

5: function BFD-Generator(S, t, l) ▷ Extend a dialogue snippet S on topic t to
a dialogue of length l (in turns) through
surrounding dialogue generation.

6: while S.Length < l do
7: candidates← Candidate-Generator(S,t)
8: S ← Selection-Module(candidates,S)
9: return S

10: function Candidate-Generator(S, t) ▷ Generate k candidate utterances for each
direction.

11: let k be a constant number in N.
12: M ← Set-Active-Adapter(AF ) ▷ Set AF as the active adapter in M .
13: for j ← 1, k do
14: candidates← candidates ∪ Decoding-Method(S,t,M)

15: Sr ← Reverse(S) ▷ Order the utterances in S from most recent to oldest.
16: M ← Set-Active-Adapter(AB) ▷ Set AB as the active adapter in M .
17: for j ← 1, k do
18: candidates← candidates ∪ Decoding-Method(Sr,t,M)

19: return candidates

20: function Decoding-Method(S, t,M) ▷ Generate an utterance. See Section 4.2.1.
21: let p and θ be constant numbers between 0 and 1.
22: u← ∅
23: repeat
24: P ←Get-Token-Probability-Distribution(M ,S,t)
25: token←Top-p-Sampling(P ,p,θ) ▷ With temperature θ.
26: u← u ∪ token
27: until token is s1 or s2
28: return u

29: function Selection-Module(candidates, S) ▷ Score the candidates and add the
best to dialogue snippet S. See Sec-
tion 4.2.2.

30: let gself, gresponse, k1, k2, k3, k4, k5 be constant positive numbers.
31: scorebest ← −∞
32: ubest ← ∅
33: for each uc ∈ candidates do
34: let Uself be the utterances in S by the speaker of the candidate uc
35: let Uresponse be the utterances in S not by the speaker of the candidate uc
36: nc ← Proper-Noun-Count(uc)

37: dself ←
∑|Uself|

i=0 (gself − sim(uc, ui) ∗ ki4) ▷ Use cosine similarity between two ut-
terances sim(uc, ui)

38: dresponse ←
∑|Uresponse|

i=0 (gresponse − sim(uc, ui) ∗ ki5)
39: score← k1 ∗ nc − k2 ∗ dself − k3 ∗ dresponse
40: if score > scorebest then
41: scorebest ← score
42: ubest ← uc

43: S ← S ∪ ubest ▷ Add the best candidate to the dialogue
snippet S at the appropriate place.

44: return S
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Figure 4.3: Performance phase pipeline of the BFD Generator. The input (see
Figure 4.1) is a dialogue snippet and additional information (i.e., topic, length).
The snippet and topic are sent to the causal language model to generate 2k
candidate utterances in natural language using the decoding method and the
adapters for forward and backward utterance generation. The Adapter Switch
is used to activate the appropriate adapter before generating an utterance. The
candidates are then scored in the Selection Module. The best candidate is added
to the snippet. These steps are repeated until the length of the snippet is equal
to the input length. Finally, the extended dialogue is output (see Figure 4.1).
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4.2.1 Decoding Method

Dialogue generation is an open-ended task, where each dialogue snippet can have
many good preceding and following utterances. That is one difficulty in gen-
erating dialogues. It is also difficult to judge if an utterance is suitable for a
dialogue snippet in the middle of constructing the utterance. To tackle these
difficulties, we generate a pool of candidate utterances of which we can compare
to the dialogue snippet and against each other more easily. To keep the candi-
dates diverse while staying on-topic, we use top-p sampling with temperature θ
as the decoding method (see line 25 in Algorithm 1). This is because it is more
prone to generating more natural, engaging and interesting text, while reducing
the chance of trailing off the topic [30, 49]. In addition, we make sure candidates
(for each direction) are different from each other.

In the adapter-based tuning process of the causal language model, we do
not swap between which speaker starts a dialogue. This means the model’s
performance may rely on appropriate assignment of the speakers. To handle the
assignment of speakers, we generate half of the candidates with one speaker first
and the rest with the other speaker first. This means that in one of the two
scenarios, the assignment of the speaker will be appropriate.

4.2.2 Selection Module

The Selection Module (SM) takes the candidates (utterances), scores them ac-
cording to a weighted sum equation, and selects the highest scoring candidate to
be added to the dialogue depending on their relevance to the dialogue snippet.
Due to the independence of the adapters AB and AF , only one of the candidates
(instead of one from each adapter) is added to the dialogue (see line 43 in Algo-
rithm 1). This is to avoid discrepancies in the dialogue since the dialogue snippet
changes when a candidate is added, but the candidates themselves were gener-
ated before this change. However, once the forward and backward candidates are
far enough from each other in the dialogue, this is no longer a problem due to
the Markov assumption (see Section 2.3). For simplicity, we will only add one
candidate at a time in each iteration of the BFD Generator. The score for each
candidate is given by a weighted sum of its proper noun count and utterance
similarities, both of which are defined below.

Proper Noun Count Proper noun count is a simple metric counting the num-
ber of proper nouns. Consecutive nouns, of which at least one is a proper noun,
like “Google Store” and “Jack Sparrow” count as one proper noun each.

Utterance Similarity Utterance similarity is split into self similarity dself and
response similarity dresponse. Self similarity is the utterance’s similarity to the
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speaker’s utterances in the dialogue snippet. While response similarity is the
utterance’s similarity to the utterances by the other speaker. We distinguish
these similarities as they may have different impacts, which we can research.

Let U self be the set of all utterances ui in the dialogue snippet which origin
from the speaker of the candidate uc. Let sim(uc, ui) denote the cosine similarity
between the utterances uc and ui which are encoded with the Universal Sentence
Encoder [11]. The self similarity dself between the candidate uc and the dialogue
snippet with the self utterances ui for i = 1, ..., |U self| is given in Equation 4.3.

dself(uc, U
self) =

|Uself|∑
i=0

(gself − sim(uc, ui) ∗ ki4), (4.3)

where gself, k4 ∈ (0, 1) are coefficients. Let U response be the set of all utterances
in the dialogue snippet that are from the other speaker. The response similarity
between the candidate uc and the dialogue snippet with the utterances ui for
i = 1, ..., |U response| is given in Equation 4.4.

dresponse(uc, U
response) =

|Uresponse|∑
i=0

(gresponse − sim(uc, ui) ∗ ki5), (4.4)

where gresponse, k5 ∈ (0, 1) are coefficients. gself and gresponse denote the gold
(ideal) similarity score between the candidate and each utterances, for self and
response utterances respectively. k4 and k5 are coefficients to reduce the influence
of utterances that are further away from the candidate. This is because if the
candidate is closely related to the preceding and/or following utterance, it can
result in a more natural flow in the dialogue. Thus, the closer an utterance is to
the candidate, the more impact to the similarity score we give it.

Candidate Score Let nc be the proper noun count of the candidate uc. The
score for a candidate uc with the dialogue snippet S = U self ∪ U response is given
by the weighted sum s(uc,S), seen in Equation 4.5:

s(uc,S) = k1 ∗ nc − k2 ∗ dself(uc, U
self) − k3 ∗ dresponse(uc, U

response) (4.5)

where kj for j = 1, 2, 3 are positive coefficients. Due to the Markov assumption
(see Section 2.3), we can limit the number of utterances to consider for practical-
ity and run-time. Thus, we do not consider the utterances that are the furthest
away (limited by some parameter) from the candidate for calculating the self
and response similarity. However, issues with this approach are long-range de-
pendencies (e.g., distant, but relevant utterances) and long-range use of proper
nouns.
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4.3 BFD Generator: Learning Phase

This section describes the learning phase of the BFD Generator, i.e., our transfer
learning approach for the causal language model, by going through Algorithm 2.
We adapt the pre-trained causal language model GPT-2 using adapter-based
tuning [6, 32]. We train an adapter for forward utterance generation and another
adapter for backward utterance generation.

The main function of the learning phase of the BFD Generator is Train-
Adapters(D) (see line 5-15 in Algorithm 2). First, we set up the pre-trained
language model M and pre-trained tokenizer T (see line 8 in Algorithm 2). Af-
terward, the dataset D is pre-processed (see line 9 in Algorithm 2). The pre-
processed data D transformed to a training set inputs for forward utterance
generation (see line 10 in Algorithm 2). The training set inputs is used to train
the adapter for forward utterance generation AF using the language model M as
the base model (see line 11 in Algorithm 2). When the adapter has been trained,
it is saved (see line 12 in Algorithm 2) so it can be loaded for the performance
phase later. To train the adapter for backward utterance generation, we follow
the same steps (see line 13-15 in Algorithm 2). However, the training set inputs
is set up for backward utterance generation instead (see line 13 in Algorithm 2).

To set up the language model M and tokenizer T , we use checkpoint to re-
trieve the pre-trained models from an external source, e.g., a library (see line
17-18 in Algorithm 2). The vocabulary of the language model M and tokenizer
T is extended (see line 19 in Algorithm 2) to include our special tokens, the
beginning-of-sequence token bos, end-of-sequence token tos, and the speaker to-
kens s1 and s2. Otherwise, they may misunderstand the special tokens. Before
returning the language model M and tokenizer T , a language modelling head and
a classification head are added to the language model M for multi-task learning
(see Section 4.3.2).

We perform simple pre-processing of the dataset D (see line 23-26 in Algo-
rithm 2). This is described in Section 5.1.

In the Set-Up-Inputs(D,T, isForward) function (see line 27-40 in Algo-
rithm 2), the training set inputs is set up. For each of the data points d in D, we
create training data points. Each of the training data points in inputs consists
of a dialogue snippet S, a topic t, a target utterance targetUtterance, and dis-
tractors distractors. For each dialogue containing N utterances, we create N −1
snippets S (see line 36 in Algorithm 2) with a target utterance targetUtterance
each (see line 35 in Algorithm 2). The target utterance is the following utter-
ance to the snippet S if the boolean isForward is true (i.e., when we set up a
training set for forward utterance generation). If isForward is false, then the
target utterance is the preceding utterance to the snippet S and the snippet S
is ordered from the most recent to oldest utterance. The final step of setting up
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the training set is to represent inputs as input sequences (see line 39 and line
41-47 in Algorithm 2). The input representation is explained in Section 4.3.1.
The padded training set (see line 46 in Algorithm 2) with our input representa-
tion is returned. Padding is a technique to make the inputs equal in dimensions,
otherwise the neural network cannot handle the inputs.

Once the training set is ready, we train the adapter AF for forward utterance
generation (see line 11 in Algorithm 2). First, we activate the adapter AF in
the language model M . Then, we freeze the layers of the base language model
M . Finally, we train the language model M , with the activate adapter AF on
the training set inputs. The model M with the trained active adapter AF is
returned. To train the adapter AB for backward utterance generation (see line
14 in Algorithm 2), the same steps are followed.

4.3.1 Input Representation

Since GPT-2 is a decoder-only architecture, all inputs for training the language
model are expressed as sequences of tokens. We use special tokens (see line 4
Algorithm 2) to separate the segments of the input sequences (see line 42 in Al-
gorithm 2). The structure of the input representation is illustrated in Figure 4.4
with the special tokens: bos, s1, s2, and eos. The bos- and eos-tokens are nec-
essary to mark the beginning and end of a sequence, respectively. The speaker
tokens s1 and s2 segment the sequence by indicating which utterances belong to
which speaker. This allows the model to learn consistencies between the speakers.
This is kept consistent for each dialogue (and not only for each input sequence).
For instance, one of the speakers may be knowledgeable about the topic, while
the other wants to learn about it. It is important to keep the speakers distinct to
make it possible to learn this distinction. The speaker tokens also separate the
topic from the rest of the dialogue.

Word, Positional and Segment Embeddings We use word, positional and
segment embeddings in the input representation (see Figure 4.5 and line 43-45
in Algorithm 2) [75]. Each token gets a word embedding from the pre-trained
tokenizer T to represent the meaning of the word. Since the language model is a
symmetrical dot-product, we also add positional information of each token. This
way, the position of words are represented. In addition to the speaker-tokens in
the input sequence (see Figure 4.4), we have segment embeddings consisting of
the speaker-tokens only. This is to strengthen the indication of which segment
each word belongs to [75].
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Figure 4.4: The structure of the input sequence for tuning of the forward adapter
(top row) and the backward adapter (bottom row) using special tokens as de-
limiters. Each of the tuning sequences sent into the causal language model
are wrapped by a bos-token (beginning-of-sequence) and an eos-token (end-of-
sequence). Following the bos-token, we have the topic t and the dialogue snippet
consisting of the utterances (un, ..., um) which alternate between the two speak-
ers, indicated with the speaker-tokens s1 and s2. Notice how the order of the
utterances are reversed between the forward and backward input sequences.

Figure 4.5: The input representation of the causal language model for adapter-
based tuning is a token embedding consisting of word, positional and segment
embeddings.

Source: Wolf et al. [75]
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4.3.2 Next-Sentence Prediction and Language Modelling

We use multi-task learning to train the adapters over the two tasks: language
modelling and next-sentence prediction. For language modelling, the adapters
are optimized over the commonly used cross-entropy loss (see Equation 2.4). We
divide the next-sentence prediction task into: the preceding-utterance prediction
task and the following-utterance prediction task (also known as next-utterance
prediction task from Section 3.2). Their only difference is that in preceding-
utterance prediction, the goal is to correctly classify the preceding utterance
to a dialogue among distractors (see line 37 in Algorithm 2). Distractors are
utterances randomly sampled from the dialogue dataset, which are not equal to
the correct preceding utterance of the task.
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Algorithm 2 Train-Adapters (Learning Phase)

1: global variables
2: checkpoint, refers to a pre-trained causal language model and tokenizer.
3: s1 and s2, speaker tokens.
4: specialTokens, an array of the special tokens s1, s2, bos, eos.

5: function Train-Adapters(D) ▷ Adapter-based tune the causal lan-
guage model for forward and backward
utterance generation.

6: let AB and AF be untrained adapters.
7: let checkpoint refer to a pre-trained causal language model and tokenizer.
8: M ,T ← Set-Up-Language-Model-And-Tokenizer(checkpoint)
9: D ← Pre-Process-Data(D)
10: inputs← Set-Up-Inputs(D,T , true)
11: M ← Train-Adapter(M , AF , inputs)
12: Save-Adapter(M) ▷ Save the active adapter.
13: inputs← Set-Up-Inputs(D,T , false)
14: M ← Train-Adapter(M , AB , inputs)
15: Save-Adapter(M)

16: function Set-Up-Language-Model-And-Tokenizer(checkpoint)
17: M ← Get-Pre-Trained-Language-Model(checkpoint)
18: T ← Get-Pre-Trained-Tokenizer(checkpoint)
19: M ,T ← Add-Special-Tokens(M ,T ,specialTokens)
20: M ← Add-Language-Modelling-Head(M) ▷ See Section 4.3.2.
21: M ← Add-Classification-Head(M) ▷ See Section 4.3.2.
22: return M , T

23: function Pre-Process-Data(D) ▷ Pre-process the Wizard of Wikipedia dataset.
24: D ← Remove-Outliers(D) ▷ See Section 5.1.
25: D ← Remove-Redundant-Whitespaces(D)
26: return D

27: function Set-Up-Inputs(D, T , isForward) ▷ Setup the input representation for
training. We assume that isForward
is true (see Section 4.3 for explanation
of how false is handled).

28: let s1 and s2 be the speaker tokens.
29: inputs← ∅
30: for each d ∈ D do
31: t← Get-Topic(d)
32: S ← ∅
33: let the utterances in d be ordered from the oldest to the most recent.
34: for each utterance ∈ d do ▷ However, skip the final utterance.
35: let targetUtterance be the utterance following utterance in the dialogue d.
36: S ← S ∪ utterance
37: distractors← Get-Distractors(targetUtterance) ▷ See Section 4.3.2.
38: inputs← inputs ∪ (t, S, targetUtterance, distractors)

39: inputs← Add-Special-Tokens-Embeddings-And-Paddings(inputs,T )
40: return inputs

41: function Add-Special-Tokens-Embeddings-And-Paddings(inputs,T ) ▷ See Sec-
tion 4.3.1.

42: inputs← Add-Special-Tokens-To-Inputs(inputs,specialTokens)
43: inputs← Add-Word-Embeddings(inputs,T ) ▷ By using the tokenizer T
44: inputs← Add-Positional-Embeddings(inputs)
45: inputs← Add-Segment-Embeddings(inputs, s1, s2)
46: inputs← Pad-Dataset(inputs)
47: return inputs

48: function Train-Adapter(M,A, inputs) ▷ Train adapter A on the dataset inputs.
49: M ← Set-Active-Adapter(A) ▷ Set A as the active adapter in M .
50: M ← Freeze-Layers(M) ▷ Freeze the base language model’s layers.
51: M ← Train(M ,inputs) ▷ Train the language model M .
52: return M
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4.4 BFD Generator: Design Discussion

In this section, we discuss our design choices. This includes choice of dataset,
pre-trained language model, and overall approach.

There are many conversational dialogue datasets available. Most of them are
open-domain [41, 82, 20] and have a specific focus. Some focus on personalities,
both in writing style and background information like occupation and gender
(e.g., PersonaChat [82]). Other datasets focus on emotions (e.g., DailyDia-
log [41] and EmotionLines [33]). However, while personality and emotions of
the speakers can add depth to the dialogues, we focus on the topic of the dialogue.
We hypothesize that specialized content can be more consistently generated by
having the topic of a dialogue as a condition for generating the surrounding
dialogue. In addition, for educational content creation, by keeping the topic
consistent throughout the dialogues, people can learn more relevant phrases and
responses regarding the topic. Thus, they can increase their language proficiency
in that particular topic with more efficiency. Therefore, we use the Wizard of
Wikipedia dataset to adapt the causal language model since it has conversa-
tional dialogues labelled by topic. In addition, it is available for commercial use,
which is a requirement from the company we collaborate with.

A downside with Wizard of Wikipedia is that it mostly contains dialogues
on the CEFR level B2, grammatically. This makes it difficult to train a model to
generate dialogues with different CEFR levels. Thus, we do not attempt to adapt
the causal language model to generate utterances on a specific CEFR level. We
expect most of the generated utterances to be on a B2 level.

The causal language model GPT-2 is chosen for the BFD Generator. Its causal
characteristic makes it and expert in predicting the next word given a dialogue
snippet. GPT-2 has also shown promising results for dialogue generation [75].
We use its strength to write utterances in a forward manner, word by word,
and adapt it to understand the dependency between utterances in a forward and
backward manner. GPT-2 is free, open-source, and has a manageable amount of
parameters, in contrast to its succeeder GPT-3. It has shown promising results
as the core of various conversational and task-oriented dialogue systems [75, 31].
However, the modularity of the BFD Generator allows any kind of causal language
model to be used. This adds to the sustainability of our architecture, since GPT-
2 can be swapped out when causal language models with increased performance
are released.

By taking a modular approach, using separate adapters for forward and back-
ward utterance generation, it allows for more explainable ablation testing. We
hypothesize that adapter-based tuning requires less resources to train to an ad-
equate level and more space efficient than fine-tuning. Adapter-based tuning
also allows for swapping of active experts in the large-scale language model for
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forward and backward utterance generation.

Adapter-based tuning is a modular approach. It allows for swapping of experts
while only using one large-scale language model. This is space efficient. We
use this characteristic of adapter-based tuning to swap between the experts for
forward and backward utterance generation.

4.5 From Related Work to BFD Generator

In this section, we discuss how the BFD Generator differs from the approaches it
is inspired from. In particular, it is compared to the related work from Chapter 3.

TransferTransfo [75] The BFD Generator uses adapter-based tuning, while
TransferTransfo uses fine-tuning. TransferTransfo is only for forward utterances,
while the BFD Generator is for both forward and backward utterances (where
backward utterances are made possible by training on dialogue histories from
the most recent to the oldest utterance. The BFD Generator uses topics (noun)
instead of personas (4-6 short sentences) as part of the input. We hypothesize
that the topic of a dialogue can be kept consistent, similar to how Wolf et al.
[75] keep the personality of their chatbot consistent. The BFD Generator also
uses only top-p sampling for decoding, unlike the TransferTransfo, which uses
beam search with sampling. However, they are similar in the sense that multiple
utterances are explored and ranked according to some metrics.

AdapterCL [47] AdapterCL concerns task-oriented dialogue, while the BFD
Generator concerns conversational dialogue. AdapterCL trains each adapter on
each domain (e.g., taxi or restaurant), while the BFD Generator trains an adapter
on forward utterance generation, and an adapter on backward utterance gener-
ation. The BFD Generator does not have a classifier for which adapter to use
(which may need to be trained when newer domains are added), but rather a
static utterance scoring method. We hypothesize that by taking a similar mix-
ture model approach [34], the independent adapters can optimize their individual
performance on their specific tasks. If we train a single adapter on both forward
and backward utterance generation, it may stumble upon the continuous learning
problem of forgetting previous tasks.

LaMDA [71] The BFD Generator does not use human evaluations on dia-
logues for training. While both of the models generate multiple utterances, rank
them, and select the best ranking utterance, the BFD Generator does this in sep-
arate modules. The BFD Generator generates utterances in its language model
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and ranks them in its Selection Module. LaMDA generates and ranks the utter-
ances using only one language model. LaMDA also cooperates with a knowledge-
retrieval system, while the BFD Generator does not, which can cause it to be
lacking on informativeness and groundedness (see Section 2.6.1) in its generated
utterances. Additionally, due to not being trained on a human-labelled dataset
with labels for sensibleness (Section 2.6.1), the BFD Generator may be lacking
on sensibleness. However, we hypothesize that its specificity, interestingness,
and usefulness (see Section 2.6.1) will be high as a trade-off, since nonsensible
utterances can prove useful as inspiration and brainstorming material.



Chapter 5

Experiments and Results

This chapter presents various experiments conducted to answer the RQs of this
master’s thesis (described in Section 1.3). First, all parameters and steps needed
to reproduce the experiments are presented in Section 5.1. Each of the experi-
ments are described in the following sections, Section 5.2, Section 5.3, Section 5.4,
and Section 5.5, including the goal of the experiments (i.e., to answer the related
RQ), research methods, and results along with discussions. Finally, the limita-
tions of the experiments are discussed in Section 5.6.

5.1 Experimental Setup

This section presents the experimental setup by going through each part of the
BFD Generator separately. This includes the tuning of the causal language
model, the pre-processing of the dataset, and the decoding method. For each
of the experiments, the values of the hyperparameters are as given in this sec-
tion, unless otherwise specified.

Causal Language Model A model for forward generation is developed by
adapter-based tuning a GPT-2 model using the adapter-transformers library
[57]. It is tuned on the preprocessed Wizard of Wikipedia dataset, using
Residual Adapters [32] on every layer. A model for backward generation is de-
veloped in similar fashion. In addition, two models (for forward and backward
generation, respectively) are developed by fine-tuning GPT-2 on the same dataset
using the transformers library [76]. The hyperparameters for all of the models
can be seen in Table 5.1.

51
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Parameter Value Description

η 6.25 ∗ 10−5 Learning rate of the Adam optimizer.

Gradient accumulation
steps

4 Number of steps to accumulate over.

Number of distractors 1 Number of distractors for the next-
sentence prediction head.

Maximum history 4 Number of the closest utterances to
keep in the history.

|B| 4 Batch size for training and validation.

Number of epochs 2 Number of training epochs.

Table 5.1: The values of the hyperparameters for training the causal language
model for the experiments.

Dataset The Wizard of Wikipedia [20] is retrieved from the ParlAI frame-
work [51] with the training, validation and test split by Dinan et al. [20]. We use
only the dialogues labelled with topics.

The pre-processing of the dataset consists of simple data cleaning and removal
of outliers. Augmentation of the dialogues is kept to a minimum to keep the in-
tegrity of the dialogues. Redundant whitespaces are removed from the dialogues.
Dialogues with non-conversational or unintelligible data are outliers and are re-
moved from the dataset. A dialogue is deemed an outlier if any of the following
points apply.

• The dialogue contains utterances with image file extensions (i.e. “.png”,
“.svg”, “.jpg”, or “.jpeg”). Utterances with image file extensions often
contain unintelligible data due to the data formats of images and/or text
copied from an external website.

• The dialogue contains utterances with square brackets. This is because the
square brackets often indicate a hyperlink to a website (e.g. “[Read more]”)
followed by unintelligible data due to the data formats of text copied from
an external website.

• The dialogue contains at least one utterance with more than 200 tokens.
This is due to memory limitations in the training process.

For generating the distractors, random utterances are picked from the pool of all
utterances in the training set (as long as it does not equal the correct utterance).
The seed is set to 24.

For random picking of dialogue snippets from the test set in Experiment 2,
the seed is set to 24.
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Decoding Method For the decoding method, the random seed is set to 24.
Top-p sampling is used with p set to 0.9 with temperature θ set to 0.7. The
number of candidates generated k is set to 8.

Selection Module For encoding sentences, we use the Universal Sentence En-
coder [11] provided as a pipeline in the spaCy library.1 For counting proper nouns,
we use the en core web sm language model with spaCy for encoding words, rec-
ognizing and removing stopwords, and recognizing proper nouns. The parameters
of the Selection Module are given in Table 5.2.

Parameter Value

gself 0.42

gresponse 0.43

k1 0.1

k2 5

k3 4

k4 0.01

k5 0.1

Table 5.2: The values of the hyperparameters of the Selection Module for the
experiments.

Content Creators We are provided two content creators from the communica-
tion exercise company. They have competence in education and content creation
for communication exercises. Additionally, the content creators were chosen since
they were interested in this thesis and wanted to volunteer. The content creators
were not paid for their contributions to this thesis.

5.2 Experiment 1: Adapter-based Tuning

The goal of this experiment is to evaluate the benefits of adapter-based tuning
versus fine-tuning in the context of:

RQ1 How can large-scale, general, deep learning language models be adapted
to topic-specific surrounding dialogue generation in a scalable way using
adapters?

1https://spacy.io/



54 CHAPTER 5. EXPERIMENTS AND RESULTS

Method We train adapters using the BFD Generator approach (see Section 4.3)
on the Wizard of Wikipedia dataset with the experimental setup described in
Section 5.1, resulting in an adapter for forward utterance generation and another
adapter for backward utterance generation. Additionally, we fine-tune GPT-
2 using the same dataset, experimental setup, and approach. This results in
a fine-tuned language model for forward utterance generation and another for
backward utterance generation. The main difference between the adapter-based
tuning approach and the fine-tuning approach is which layers are trained. In the
adapter-based tuning approach, only the adapters between all of the decoder-
layers of GPT-2 are trained. In the fine-tuning approach, all of the decoder-layers
of GPT-2 are trained. However, fine-tuning GPT-2 required more VRAM than
available, thus, the batch size |B| for fine-tuning is reduced to 1 (instead of 2).
All of the models are trained on a single GeForce 980 Ti GPU with 6 VRAM.
The training set for forward utterance generation is 80 MB and for backward ut-
terance generation, 84 MB. Each of the datasets spans 1247 different topics, and
contains 129.6k dialogue snippets, a total of 669.4k turns, and 259.2k distractors.

Results and Discussion The training time and required space for adapter-
based tuning and fine-tuning are seen in Table 5.3. On a single GeForce 980 Ti
GPU with 6 VRAM, it took about 4.9 hours to train the adapter for backward
utterance generation and 4.8 hours to train the adapter for forward utterance
generation. Fine-tuning GPT-2 for forward utterance generation took 15 hours,
an 306% increase in training time compared to the forward utterance genera-
tion adapter. A similar increase is seen for backward utterance generation. By
running some qualitative studies on input-output pairs, we observe that both of
the models are able to generate utterances that are on-topic and possible to be
interpreted by humans. Additionally, the storage space required for backward
and forward utterance generation using fine-tuned language models (1000MB in
total) is bigger than when using adapters (802MB in total, where each adapter
takes 151MB and the small base GPT-2 model takes 500MB).

Thus, it is less expensive in both training time, VRAM requirements during
training, and storage space to use adapter-based tuning instead of fine-tuning,
while still gaining the ability to generate on-topic surrounding dialogue. This
also applies to the addition of new adapters or swapping of existing experts of
the BFD Generator. Thus, this experiment suggests that large-scale general lan-
guage models (like GPT-2) can be adapted for topic-specific surrounding dialogue
generation using the BFD Generator approach with adapter-based tuning, with
scalability benefits in terms of training time, and storage space requirements.
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Transfer learning technique Expert Training time Space required

Adapter-based tuning Backward 4.9 hours 151 MB

Adapter-based tuning Forward 4.8 hours 151 MB

Fine-tuning Backward 15 hours 500 MB

Fine-tuning Forward 15 hours 500 MB

- GPT-2 - 500 MB

Table 5.3: The training time and space required for the models using adapter-
based tuning and fine-tuning. The total size of the language model for backward
and forward generation is 802 MB (including the base GPT-2 model). The total
size of the fine-tuned equivalent is 1000 MB.

5.3 Experiment 2: Scoring and Selecting
Utterances

The goal of this experiment is to evaluate the ability of our utterance scoring
method (i.e., the Selection Module) to select among a pool of BFD-generated
utterances a suitable utterance to the dialogue snippet. A suitable utterance
is an utterance a content creator would choose given the same options. For a
content creator, many factors may influence their choice. For instance, a suitable
utterance may be the one that keeps the flow of a conversation, however, it is up
to them to decide. Thus, we research:

RQ2 How do data-driven approaches, for selecting generated preceding and fol-
lowing utterances to add to a dialogue snippet, align with human content
creators’ judgements?

Method We send a questionnaire to two content creators containing forty
multiple-choice tasks. The exact instructions and tasks sent to the content cre-
ators are in Appendix A.1. In each task (see Figure 5.1), the content creators are
presented a dialogue snippet, its topic and CEFR level, and are asked to select
the best utterance(s) out of eight options. The dialogue snippets (and their top-
ics) are randomly picked from the test set in the Wizard of Wikipedia dataset
[20], each cut to a random length of at least one turn. A random CEFR level
is attached to each task. The options are generated by the adapter-based tuned
language model of the BFD Generator. In half of the tasks, the content creator
is asked to pick the best forward candidate(s). In the rest, they are asked to pick
the best backward candidate(s). The reason for separating these tasks is to make
the form easier for the content creators to understand and finish.

From the data, we compute the accuracy of variants of Selection Module’s
scoring method and compare them to a baseline. Let the best candidates for
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Figure 5.1: In Experiment 2, a questionnaire consisting of forty multiple-choice
tasks (like illustrated above) is given to the content creators. In each task, a
prompt (to the left) consisting of a dialogue, its topic and a random CEFR
level is shown. In addition, the content creator is asked to choose one or more
utterances (to the right) they believe the best to add to the dialogue in the blue
speech balloon (at the bottom to the left).

each dialogue snippet in the questionnaire be the union of the content creators’
picks. Let T be the number of tasks where the highest-scoring utterance (by the
module) is one of the best candidates. Let N be the number of tasks. Thus, the
accuracy is:

α = T/N, (5.1)

which represents the module’s performance to select a candidate like a human
expert would. If the agent’s accuracy α is 100%, then it always picks an utterance
accepted by a human. However, this does not tell anything about how well the
rest of the candidates are ranked.

Thus, we also study the top-b accuracy β, which represents the module’s
performance to have an overlapping understanding of acceptable candidates with
human experts. Let ci be the number of candidates that are chosen and are
also the best candidates for the task i ∈ [0, T ]. Let bi be the number of best
candidates for task i. The top-b accuracy is:

β =
ΣN

i=0
ci
bi

N
. (5.2)

If an agent’s top-b accuracy is 100%, then it always picks the same utterances
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as the humans, given it was allowed to pick as many as them. This indicates
that the agent is able to rank the utterances such that the most suitable ones are
amongst the top, though it may not necessarily be good at picking out the best
among the best.

Results and Discussion The responses to the questionnaire are shown in
Appendix A.2. Table 5.4 shows the result of this study of the Selection Mod-
ule’s scoring function and its performance compared to a baseline. The baseline
is computed as the average accuracies of random scoring modules. A random
scoring module gives each candidate a score by drawing a variable X from the
standard normal distribution N (0, 1), i.e., X ∼ N (0, 1) . The baseline is then
computed as the averaged accuracies over the seeds i = 0, ..., S:

αbaseline =

S∑
i=0

αi/S,

βbaseline =

S∑
i=0

βi/S,

(5.3)

where S is 999 and αi and βi are the accuracies of the random scoring module
on the seed i.

In Table 5.4, we observe that all of the individual components of the candidate
scoring function are improvements from the baseline, with peaks in the individual
dissimilarity scores dself and dresponse. Self dissimilarity acquires the highest β
accuracy, suggesting that it may be important to keep the scores of the best b
candidates (chosen by human content creators) the highest among the candidates.
Response dissimilarity acquires the highest α accuracy, suggesting it may be
important to select a candidate accepted by a human content creator.

While the scoring method we use in the BFD Generator does not acquire the
highest accuracies (αBFD and βBFD), its accuracies are among the highest in total.
Thus, preceding and following utterances can be added to a dialogue snippet
by scoring the utterances using proper noun count and dissimilarity scores as
an improvement to assigning them random scores (simulating picking a random
utterance, or just picking the first utterance generated). However, all of the
scoring methods disagree with the human content creators’ judgements more
than 50% of the time. Also, we only achieve less than 7% higher accuracies
using our scoring method compared to the baseline. This suggests that utterance
scoring and selection are still challenging research areas.
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s(uc) Accuracy α Top-b accuracy β
nc 0.3500 0.3516
dself 0.4000 0.4207

dresponse 0.4500 0.3680
k2 ∗ dself + k3 ∗ dresponse 0.3750 0.3807

k1 ∗ nc + k2 ∗ dself + k3 ∗ dresponse αBFD = 0.4000 βBFD = 0.3974
Baseline αbaseline = 0.3312 βbaseline = 0.3316

Table 5.4: The accuracy and top-b accuracy of various scoring functions s(uc) for
the Selection Module and a baseline computed from the average of random scoring
modules. The BFD Generator uses the scoring function in the penultimate row,
with the accuracies αBFD and βBFD.

5.4 Experiment 3: Content Creator User Study

The goal of this experiment is to evaluate the effectiveness of the BFD Generator
as a creative tool for content creators in the education domain through a quan-
titative and qualitative study of a user study. Specifically, we seek to answer the
following RQ:

RQ3 Do extended dialogues through data-driven approaches, after adjustments
made by experts, result in high-quality dialogues appropriate as specialized
content?

Method The user study is divided into four parts (similar to Figure 1.2):

1. Firstly, content creators are asked to create dialogue snippets that we gen-
erate dialogues from using variants of the BFD Generator (see Figure 5.2).
A surrounding dialogue for each CEFR level is generated, except for the
B2 level where we generate two dialogues instead. This is because the
BFD Generator is trained on mostly dialogues on a B2 level. Thus, better-
extended dialogues may be generated on this level. BFD-, BD-, and FD-
extended dialogues refer to the dialogues extended using the BFD Genera-
tor, the BD Generator, and the FD Generator, respectively (see Figure 5.2).

2. Secondly, the content creators evaluate the extended dialogues (without
any adjustments) using the gold-standard human evaluation metrics (see
Section 2.6.1). In addition, they are asked how well the generated dialogue
works as a dialogue exercise for learning to speak about the topic on the
specific CEFR level. The evaluations are given on a 7-point Likert scale.
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3. Thirdly, the content creators are given five minutes to make adjustments
to the generated draft extended dialogues to make them suitable as an
exercise for teaching to speak about the topic on the specific CEFR level.
We refer to these dialogues as adjusted dialogues. Adjusted BFD-, BD-, and
FD-extended dialogues refer to the BFD-, BD-, and FD-extended dialogues
adjusted by content creators.

4. Lastly, the content creators evaluate the edited dialogues on the same met-
rics as in the second step. They are in addition asked how useful the gen-
erated dialogue was for improving the dialogue exercise creation experience
(also given on a 7-point Likert scale).

The exact instructions to the content creators are in Appendix A.3. We conduct
the user study with two content creators (separately). The reason for getting
the opinions from multiple content creators is due to the creative nature of the
content creation task, adding subjectivity to the evaluations.
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Figure 5.2: A prompt (on the top) consisting of a topic (e.g., Artificial Intelli-
gence), a dialogue snippet on that topic (indicated by black lines in text bubbles),
and its CEFR level (e.g., B2) is extended with forward and backward utterances
(grey lines) using variants of the BFD Generator. The BFD Generator (to the
left) generates both preceding and following utterances. The BD Generator (in
the middle) only generates preceding utterances. The FD Generator (to the right)
only generates following utterances. All of the generated extended dialogues con-
sist of nine turns.

5.4.1 Results and Discussion

We only discuss some of the most important results for RQ3 and RQ4 in this
section. However, the rest of the results are available in Appendix A.4.

Quantitative Study Boxplots for results of the user study are shown in Fig-
ure 5.3. From the results, we see that the content creators had no difficulties
increasing the sensibleness, interestingness and teachability of the dialogues con-
sistently. Notably, the content creators consistently add significant value to sen-
sibleness and teachability. However, we observe a big interquartile range in in-
formativeness and groundedness, both in the generated and human adjusted di-
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alogues. We hypothesize that these two metrics are deemed not important for
our purposes or the time limit was too tight. Given limited time, less attention
was given to improving informativeness and groundedness. Throughout the en-
tire study, the generated dialogues (with only forward, only backward and both
utterances) were useful to the content creators to make language learning content
as shown by the boxplot of usefulness (in purple to the right in Figure 5.3b).

(a) Extended dialogues (b) Adjusted dialogues

Figure 5.3: Boxplot of human evaluations of extended dialogues before (5.3a)
and after (5.3b) the content creators make dialogue adjustments. The content
creators score the extended dialogues and adjusted dialogues on the six metrics
(on the horizontal axis) on a 7-point Likert scale, where 1 is the worst, 4 is neutral
and 7 is the best score. Feedback on the usefulness (in purple to the right in 5.3b)
of the extended dialogues for creating content on the specific topic and CEFR
level is given on the same scale.

When comparing the evaluations of the BFD-extended dialogues (see Fig-
ure 5.7) and self-evaluations of the adjusted dialogues (see Figure 5.8), both of
the content creators experienced an increase across different metrics with only five
minutes to make adjustments. While both content creators managed to improve
the teachability, sensibleness, specificity, and interestingness of the dialogues,
there was little increase in groundedness and informativeness. This suggests
that the task of improving groundedness and informativeness may be more time-
consuming or considered less of a priority for content creators than improving
the dialogues in the other metrics.

Qualitative Study We study how the content creators made use of the BFD
Generator for an example from the user study. Table 5.5 shows a BFD-extended
dialogue and the content creators’ versions of it after being given five minutes
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(a) Evaluations by Content Creator 1 (b) Evaluations by Content Creator 2

Figure 5.4: The content creators’ individual evaluations of the dialogues in Ta-
ble 5.5 differ most notably on groundedness and informativeness, but are similar
in teachability, sensibleness, specificity, and interestingness. Both content cre-
ators increased the teachability, sensibleness, and specificity of the dialogues in
less than five minutes.

to adjust it. Their evaluations and the improvements of the dialogues across the
metrics are seen in Figure 5.4.

We observe that both of the adjusted dialogues use parts of the generated
utterances, notably more in the preceding utterances to the dialogue snippet.
They found a phrase that suited the CEFR level (i.e., “I love traveling” on line
2 in Table 5.5) and used repetition to make it more suitable as part of a lan-
guage exercise. In the forward utterances of the dialogue snippet, there is less
resemblance between the generated dialogue and the content creators’ versions.
It is clear that the generated forward utterances do not fit as well with the di-
alogue snippet, thus, the content creators themselves increase the quality of the
dialogue.

An interesting find is how Content Creator 1 uses the uncertainty in the
generated utterance “I don’t really know much about travel, but I know that I
love to travel” (see line 8 in Table 5.5) by changing the reasoning behind the
uncertainty to make it fit the context better (see line 17 in Table 5.5). Another
interesting point is how the adjusted dialogues are similar in nature, starting
with expressing interest for travelling (see line 10-11, and 20-21 in Table 5.5) and
ending with recommendations for attractions (see line 18 and 26 in Table 5.5).

The evaluations of the groundedness and informativeness of the dialogues
are significantly different between the content creators. However, the content
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creators’ scores for the sensibleness, specificity, interestingness, and teachability
of the generated dialogue align well with each other. This shows the subjectivity
of human judgements. This example suggests that the content creators are able
to productively improve the BFD-generated output, even though it is of lower
quality along with some metrics.

Line BFD-extended Dialogue on the topic “Travel” and CEFR level B1
1
2
3
4
5
6
7
8
9

A: I have! What is your favorite travel destination?
B: I love traveling. I love to travel, do you?
A: Yes, I’ve been to Greece. Have you been to Greece?
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?
B: I don’t really know much about travel, but I know that I love to travel.
A: I have heard that travel is one of the most important activities for the human race.

Do you know if that is true?
Content Creator 1’s Adjusted Dialogue

10
11
12
13
14
15
16
17

18

A: I love to travel, do you?
B: Yes, I love traveling. I’m going to Italy this summer.
A: That sounds nice!
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?
B: I haven’t been in Greece, so I don’t know.

Have you been in Italy and can give me some recommendations?
A: Yes, I have been in Italy. You should visit the Colosseum in Rome!

Content Creator 2’s Adjusted Dialogue
19
20
21
22
23
24
25
26
27

A: Do you like to travel?
B: I love traveling. I love to travel, do you?
A: Yes, I love to travel as well.
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?
B: I think the Parthenon in Athens is amazing.
A: Then we will definitely go there. Do you have any other recommendations?

Table 5.5: A dialogue is BFD-extended (on the top) by using the input dialogue
snippet (in bold) and the input topic “Travel”. Each utterance is labelled with
a line number (left column). The content creators are given five minutes to
make adjustments to the generated dialogue to make it a suitable communication
string exercise for the CEFR level B1 given the topic. The content creators were
informed that their final dialogues (at the bottom) must contain the dialogue
snippet.

Surrounding Dialogue vs One-Directional Generation To further discuss
the value of surrounding dialogue generation in the context of RQ3, we compare
the self-evaluations of the adjusted BFD-extended dialogues with adjusted BD-
and FD-extended dialogues. An important note to take into consideration is
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that in the user study, the content creators adjusted BFD-extended dialogues
first, then BD-generated, and finally FD-generated. Thus, there is a possibility
that the results may be affected by how familiar the tasks in the user study
become to the content creators.

In Figure 5.5 and Figure 5.6, self-evaluations of all adjusted BFD-, BD-, and
FD-extended dialogues by the content creators are shown. The first observation
we make is that the overall shape is similar between adjusted BFD-, BD-, and
FD-extended dialogues when looking at the evaluations from the content creators
separately. In general, we observe that adjusted BFD-extended dialogues for
both of the content creators score the highest across all metrics. This suggests
that while both preceding utterances (represented through adjusted BD-extended
dialogues) and following utterances (represented through adjusted FD-extended
dialogues) are useful separately, it is together that the best resulting extended
dialogues may be achieved the fastest.

Additionally, the content creators told us that all of the extended dialogues
were on-topic. This supports our hypothesis about being able to keep the topic
of the dialogue consistent by adapting a transfer learning technique for keeping
the personality of the speakers consistent. The content creators also found the
extended dialogues to be on a too-high CEFR level in most cases. This may be
due to the CEFR imbalance in the dataset.

(a) BFD-extended (b) BD-extended (c) FD-extended

Figure 5.5: Evaluations of all adjusted BFD-, BD-, and FD-extended dialogues
by Content Creator 1.

(a) BFD-extended (b) BD-extended (c) FD-extended

Figure 5.6: Evaluations of all adjusted BFD-, BD-, and FD-extended dialogues
by Content Creator 2.
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5.5 Experiment 4: Comparison of Content
Creators

The goal of this experiment is to compare the evaluations of the content creators,
in the context of the following RQ:

RQ4 How does the subjective and open-ended nature of content creation impact
evaluations of extended and adjusted dialogues?

Method We pick relevant results from the user study in Experiment 3 (Sec-
tion 5.4).

Results and Discussion We compare the two content creators’ evaluations
of BFD-extended dialogues (see Figure 5.7) and self-evaluations of the adjusted
BFD-extended dialogues (see Figure 5.8).

(a) Evaluations by Content
Creator 1

(b) Evaluations by Content
Creator 2

Figure 5.7: The content creators’ individual evaluations of all BFD-extended
dialogues. In the radar charts, each color is the evaluation of a single dialogue
on its respective topic and CEFR level (to the right). Their evaluations differ
mostly in groundedness and informativeness and in the dialogue about animals
on A1 level.

First, we observe how the content creators’ evaluations vary when given the
same dialogues in Figure 5.7. Generally, the content creators score the BFD-
extended dialogues low on sensibleness and high on specificity. However, Con-
tent Creator 1 scores the dialogues significantly lower on groundedness and in-
formativeness than Content Creator 2 in general (with a single dialogue as an
exception). This suggests that the content creators have different requirements
for groundedness and informativeness. Content Creator 1 also has more spikes in
their evaluations (see the two outliers in dark-green and red in Figure 5.7a). This
may not only be a result of their subjective interpretations of the dialogues, but
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(a) Self-evaluations by Con-
tent Creator 1

(b) Self-evaluations by Con-
tent Creator 2

Figure 5.8: The content creators’ self-evaluations of all adjusted BFD-extended
dialogues. In the radar charts, each color is the evaluation of a single dialogue
on its respective topic and CEFR level (to the right). Generally, the adjusted
BFD-extended dialogues by Content Creator 1 score low on groundedness and
informativeness and high on the rest. On the other hand, Content Creator 2
score medium to high across all metrics.

also the discovery of useful or inspirational fragments of the dialogue. In partic-
ular, Content Creator 1 commented on the generated extended dialogue (see the
dark-green in Figure 5.7a) on the topic “Animal” and CEFR level A1: “It is good
teaching material because it covers basics of A1 such as basic verbs, negation,
question words and being able to have a conversation about personal interests”.
Since the content creator recognized and valued these elements, they scored the
generated extended dialogue high on teachability. Thus, the evaluations of the
teachability of dialogues can be strongly affected by the content creator’s ability
to define and recognize important elements.

Secondly, we look into how the resulting adjusted BFD-extended dialogues
differ in Figure 5.8. Due to their limited time to make adjustments to the dia-
logues, the content creators must use their time wisely. This may reveal what
aspects of the dialogues are the most important ones for the content creators
and aspects that may be more time-consuming to improve if the evaluations of
the adjusted dialogues (in Figure 5.8) differ between the content creators. The
adjusted dialogues differ mostly in teachability, groundedness, and informative-
ness. In Figure 5.8a, Content Creator 1 perceives that their adjusted dialogues
score high in teachability, sensibleness, specificity, and interestingness, but lack
in groundedness and informativeness in general. In contrast, Content Creator 2
(in Figure 5.8b) perceives that their adjusted dialogues are balanced across all
metrics.

The evaluations and self-evaluations by the content creators differ signifi-
cantly on multiple metrics, and that is with a trend. Thus, in the context of
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RQ4, subjectivity affects the evaluations so significantly the evaluations should
be analyzed separately to understand the gains the content creators experience
from the extended to adjusted dialogues.

5.6 Limitations

We have made several limitations to our experiments for feasibility, given our
resources. In this section, we discuss the limitations of our experiments.

To make the user studies feasible, given our resources, we made several limita-
tions to them. First, we use small sample sizes in our user studies, both in terms
of dialogues and participants. In Experiment 2 (see Section 5.3), we collect eval-
uation data for forty dialogues, and in Experiment 3 (see Section 5.4), for thirty
dialogues from two content creators. This makes the results of the user studies
more vulnerable to inconsistencies caused by the subjective opinions of the par-
ticipants and their individual understanding of each metric. On the other hand,
it allows us to focus on how our architecture benefits specific content creators
and how the benefits may vary. Through continuous communication with the
content creators we collaborate with, we can gain qualitative insight into their
experiences of our architecture.

Another limitation to the user study of Experiment 3 is that the content
creators gain experience over time in solving the tasks we give them. The content
creators might become more efficient at solving the tasks the more dialogues they
see, evaluate and adjust. Combined with the time limit of the user study, the
order we show the extended dialogues to the content creators may impact the
resulting adjusted dialogues and cause inconsistencies in their judgements. While
our user study demonstrates the benefits of the BFD Generator, a bigger user
study with more content creators, where each of them solves a few tasks, is
necessary to get a better understanding of the BFD Generator’s capabilities.

When comparing fine-tuning to adapter-based tuning in Experiment 1 (see
Section 5.2), we only conduct a simple evaluation of their text generation capa-
bilities. To have an in-depth evaluation of the performance of the fine-tuning
approach, a user study similar to the one conducted in Experiment 3 (see Sec-
tion 5.4) should be done. However, user studies are expensive, and we did not
have enough resources to conduct more user studies.
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Chapter 6

Conclusion and
Future Work

This chapter concludes this thesis in Section 6.1 by discussing each RQ proposed
in Chapter 1 and hypotheses in Chapter 3. We propose future work in Section 6.2.

6.1 Conclusion

In this thesis, we present the BFD Generator, our solution to the novel SDGP.
We take inspiration from both SOTA conversational and task-oriented dialogue
systems, as well as efficient transfer learning techniques. Through various exper-
iments, we answer all of the RQs (in Chapter 1) and hypotheses (in Chapter 3).
In this section, we give a summary of our findings.

Hypothesis 1 Preceding utterances to a dialogue snippet can be generated us-
ing transfer learning techniques similar to those used in response generation
systems for following utterances.

We adapt GPT-2 using an adjusted transfer learning technique inspired by a
SOTA conversational dialogue system training approach, TransferTransfo [75],
and a modular task-oriented dialogue system using adapter-based tuning [32, 6],
AdapterCL [47]. We use adapter-based tuning to train two independent adapters
for forward utterance generation and backward utterance generation. Our archi-
tecture is capable of generating surrounding dialogue, including preceding utter-
ances to a dialogue snippet, supporting Hypothesis 1.

Hypothesis 3 An adapter can be assigned to each subtask of the SDGP to
develop an efficient language model for surrounding dialogue generation.
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RQ1 How can large-scale, general, deep learning language models be adapted
to topic-specific surrounding dialogue generation in a scalable way using
adapters?

In our comparison between our adapter-based tuning approach and an equiva-
lent fine-tuning approach, we find that our approach is more efficient in terms
of training time, storage space, and memory for training. However, all of the
models are capable of generating on-topic preceding and following utterances to
a dialogue snippet. Thus, our approach is more scalable, as new and improved
adapters (e.g., with better performance, or concerning a new domain) can be
trained using fewer resources and added to the BFD Generator, compared to
using fine-tuning.

RQ2 How do data-driven approaches, for selecting generated preceding and fol-
lowing utterances to add to a dialogue snippet, align with human content
creators’ judgements?

The BFD Generator adds a preceding or following utterance to a dialogue snip-
pet by generating multiple candidate utterances, similar to LaMDA [71], scoring
them, and adding the best scoring candidate to the snippet. We present two
metrics for the accuracy of our utterance scoring and selection method, accu-
racy α and top-b accuracy β. Our scoring method uses a weighted sum of noun
phrase count, self dissimilarity score, and response dissimilarity score. Compared
to scoring the utterances randomly, we observe a slight increase in performance
using only proper noun count, and a higher increase using the dissimilarity scores
individually. Self dissimilarity score achieves the highest top-b accuracy (β), sug-
gesting that it may be important to keep the scores of the best b candidates
(chosen by human content creators) the highest among the candidates. Response
dissimilarity score achieves the highest accuracy (α), suggesting it may be impor-
tant to select a candidate accepted by a human content creator. While the BFD
Generator’s scoring method does not acquire the highest accuracies, its accuracies
are among the highest in total.

However, all of the scoring methods we tested did not exceed an improvement
of 7% to the baseline. The methods also disagree with the human content cre-
ators’ judgements in more than 50% of the tasks. This suggests that utterance
scoring and selection using data-driven methods are still challenging tasks.

RQ3 Do extended dialogues through data-driven approaches, after adjustments
made by experts, result in high-quality dialogues appropriate as specialized
content?

Through user studies with content creators, we find that the content creators can
increase the sensibleness, specificity, interestingness, and teachability of BFD-
extended dialogues within only five minutes. The most significant improvements
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are seen in sensibleness and teachability. However, there is no noticeable con-
sistent increase in informativeness and groundedness. In general, the content
creators found the extended dialogues useful to create content to teach a person
how to speak about a topic on a specific CEFR level.

In a comparison of surrounding dialogue generation to one-directional dialogue
generation, we observe that dialogues extended with both preceding and following
utterances score the highest across all metrics in general. This is despite having
the content creators adjust the BFD extended dialogues before dialogues extended
in only one direction.

RQ4 How does the subjective and open-ended nature of content creation impact
evaluations of extended and adjusted dialogues?

How the content creators use extended dialogues to create content varies be-
tween them. Sometimes they keep the same utterances. Other times, they can
be inspired by specific parts of the extended dialogues. This highly impacted
their evaluations of the extended dialogues, as their perception of the value of
the extended dialogues differed depending on what they could observe. In par-
ticular, this impacted their evaluation of the teachability of extended dialogues
significantly. We also observe a trend in their evaluations of informativeness and
groundedness. Specifically, one of the content creators scored the dialogues, both
the extended and adjusted, lower in general than the other content creator. This
suggests that the evaluation of informativeness and groundedness may be im-
pacted by the content creators’ subjective opinions. The subjective nature of
content creation is so significant that their evaluations must be analyzed sepa-
rately to understand the gains the content creators experience from the extended
to adjusted dialogues.

Hypothesis 2 The evaluation metrics used in LaMDA can be used to evaluate
dialogues by transforming them from utterance-level to dialogue-level and
result in high-quality evaluations for sensibleness, specificity, and interest-
ingness, but may be lacking in groundedness and informativeness.

The metrics we use (described in Section 2.6.1) in our user studies are based on
the metrics used to evaluate LaMDA [71]. From the previous discussion, we find
that these metrics are effective to evaluate different aspects of extended dialogues
and adjusted dialogues. The metrics have allowed us to find the benefits and
weaknesses of our SDGP architecture, and answer multiple RQs and hypotheses.

Goal Develop an efficient data-driven architecture which generates, from a dia-
logue snippet including topic-specific terminology, surrounding topic-specific
dialogue suitable for communication exercises for humans after adjustments
made by an expert.
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In this thesis, we propose an efficient SDGP architecture capable of extending di-
alogue snippets with topic-specific preceding and following utterances. Through
user studies, we observe that our architecture is useful for content creation when
used as a creative tool by content creators. The content creators we worked with
managed to create communication exercises of satisfactory quality, only spending
five minutes to make adjustments to the machine-extended dialogues. Addition-
ally, we find that our architecture using adapter-based tuning is efficient in terms
of training time, storage space, and memory used during training, compared to
fine-tuning. Thus, we have met the goal of this thesis.

6.2 Future Work

While we have covered several interesting research questions and hypotheses,
there are still many interesting related areas to research. In this section, we
propose some future work we find interesting, to either improve or give more
insight into our architecture.

We suggest developing a dialogue system that can either generate or rephrase
utterances to be on a specified CEFR level. The content creators that partici-
pated in our experiments informed us that most of the utterances generated by
the BFD Generator are on the B2 level or higher. This required the content cre-
ators to rephrase the utterances to the appropriate CEFR level themselves. We
suggest taking a data-driven approach, which needs a CEFR labelled dialogue
dataset with enough samples for each CEFR level.

It is of interest to collect more evaluation data of the BFD Generator as a
creative tool for content creation. Due to the complexity of evaluating the BFD
Generator and its outputs, the lack of well-explaining automatic metrics for NLP
tasks, and the resources available, limitations had to be imposed in experiments.
While human judgements, especially experts’, provide the most reliable feedback
on the quality of the dialogues, collecting more data points could give us more
insight. It would be interesting to cover more dialogues over various topics, of
different lengths and on different CEFR levels. However, this is expensive, so
this is an inherent trade-off.

We propose an experiment where surrounding dialogues written without any
generative tools are evaluated. This is to further show the benefits of the BFD
Generator. We suggest experimenting using the method of Experiment 3 (see
Section 5.4), but with only the dialogue snippets (and none of the generated
utterances). This allows for a direct comparison of dialogues written with (using
our results) and without the BFD Generator.

The development of larger language models has brought interest in few-shot
learning as a possible transfer learning technique for adapting models [9]. A
comparison of few-shot learning with our adapter-based tuning approach can give
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us insight into the performance, scalability, and sustainability of the approaches.
Depending on the results, one can adapt the BFD Generator to use the most
efficient transfer learning approach.

We are also interested in improving the performance of our utterance scoring
technique. We suggest adapting a language model to score utterances. The
training set can consist of dialogue snippets, each with multiple possible preceding
and following utterances labelled with scores. The language model’s task is to
predict the score of each utterance, given the dialogue snippet. The utterances
can be scored by crowd workers, much like how data was collected for LaMDA
[71].

Finally, we want to mention that our research has not focused on the safety of
the generated surrounding dialogue, even though this is an important aspect to
consider. Thus, we suggest researching the prevention of inappropriate utterance
generation. This is because the BFD Generator uses GPT-2, which is trained on
human-derived data. Even with a content creator evaluating the BFD-extended
dialogues, a mistake may result in the distribution of unethical dialogues. Ad-
ditionally, the content creators should preferably not have to be subjected to
inappropriate utterances.
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Scale Multi-Domain Wizard-of-Oz Dataset for Task-Oriented Dialogue Mod-
elling. In Proceedings of the 2018 Conference on Empirical Methods in Nat-
ural Language Processing, pages 5016–5026, Brussels, Belgium, 2018. Asso-
ciation for Computational Linguistics. doi: 10.18653/v1/D18-1547. URL
https://aclanthology.org/D18-1547.

[11] Daniel Cer, Yinfei Yang, Sheng-yi Kong, Nan Hua, Nicole Limtiaco, Rhomni
St. John, Noah Constant, Mario Guajardo-Cespedes, Steve Yuan, Chris
Tar, Brian Strope, and Ray Kurzweil. Universal Sentence Encoder for
English. In Proceedings of the 2018 Conference on Empirical Methods
in Natural Language Processing: System Demonstrations, pages 169–174,
Brussels, Belgium, 2018. Association for Computational Linguistics. doi:
10.18653/v1/D18-2029. URL https://aclanthology.org/D18-2029.

[12] Ellen Zhang Chang. Specialization Project Report. In TDT4501. Norwegian
University of Science and Technology, 2021.

[13] Mia Xu Chen, Orhan Firat, Ankur Bapna, Melvin Johnson, Wolfgang
Macherey, George F. Foster, Llion Jones, Niki Parmar, Mike Schuster,
Zhifeng Chen, Yonghui Wu, and Macduff Hughes. The Best of Both Worlds:

https://aclanthology.org/2021.conll-1.22
https://aclanthology.org/2021.conll-1.22
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://aclanthology.org/D18-1547
https://aclanthology.org/D18-2029


BIBLIOGRAPHY 77

Combining Recent Advances in Neural Machine Translation. In Annual
Meeting of the Association for Computational Linguistics, 2018.

[14] Zhiyu Chen, Honglei Liu, Hu Xu, Seungwhan Moon, Hao Zhou, and Bing
Liu. NUANCED: Natural Utterance Annotation for Nuanced Conversa-
tion with Estimated Distributions. In Findings of the Association for Com-
putational Linguistics: EMNLP 2021, pages 4016–4024, Punta Cana, Do-
minican Republic, 2021. Association for Computational Linguistics. doi:
10.18653/v1/2021.findings-emnlp.337. URL https://aclanthology.org/

2021.findings-emnlp.337.

[15] Jianpeng Cheng, Li Dong, and Mirella Lapata. Long Short-Term Memory-
Networks for Machine Reading. In Proceedings of the 2016 Conference on
Empirical Methods in Natural Language Processing, pages 551–561, Austin,
Texas, 2016. Association for Computational Linguistics. doi: 10.18653/v1/
D16-1053. URL https://aclanthology.org/D16-1053.

[16] Hamid R. Chinaei and Brahim Chaib-draa. Building Dialogue POMDPs
from Expert Dialogues - An end-to-end Approach. Springer International
Publishing, 2016. ISBN 978-3-319-26200-0. doi: 10.1007/978-3-319-26200-0.
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A.1 Experiment 2: Questionnaire

This appendix contains the questionnaire conducted as part of Experiment 2 (see
Section 5.3). The participants of the questionnaire are given the instructions in
Figure 1 before they can solve the forty tasks. All of the tasks follow the same
structure as the task seen in Figure 2. The only difference between the tasks is
the content (i.e., the topic, CEFR level, dialogue snippet, and utterance options
shown).

Figure 1: The instructions given to the participants of the questionnaire of Ex-
periment 2.
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Figure 2: The first task of the questionnaire of Experiment 2. The participants
are able to select one or more utterances they believe are the best to add to the
dialogue snippet (on the top), with its topic and CEFR level.
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Figure 3: The second task of the questionnaire of Experiment 2.
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Figure 4: The third task of the questionnaire of Experiment 2.
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Figure 5: The fourth task of the questionnaire of Experiment 2.
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Figure 6: The fifth task of the questionnaire of Experiment 2.
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Figure 7: The sixth task of the questionnaire of Experiment 2.
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Figure 8: The seventh task of the questionnaire of Experiment 2.
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Figure 9: The eighth task of the questionnaire of Experiment 2.
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Figure 10: The ninth task of the questionnaire of Experiment 2.
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Figure 11: The 10th task of the questionnaire of Experiment 2.
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Figure 12: The 11th task of the questionnaire of Experiment 2.
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Figure 13: The 12th task of the questionnaire of Experiment 2.
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Figure 14: The 13th task of the questionnaire of Experiment 2.
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Figure 15: The 14th task of the questionnaire of Experiment 2.
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Figure 16: The 15th task of the questionnaire of Experiment 2.



104 APPENDICES

Figure 17: The 16th task of the questionnaire of Experiment 2.
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Figure 18: The 17th task of the questionnaire of Experiment 2.
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Figure 19: The 18th task of the questionnaire of Experiment 2.
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Figure 20: The 19th task of the questionnaire of Experiment 2.
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Figure 21: The 20th task of the questionnaire of Experiment 2.
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Figure 22: The 21st task of the questionnaire of Experiment 2.



110 APPENDICES

Figure 23: The 22nd task of the questionnaire of Experiment 2.
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Figure 24: The 23rd task of the questionnaire of Experiment 2.
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Figure 25: The 24th task of the questionnaire of Experiment 2.
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Figure 26: The 25th task of the questionnaire of Experiment 2.
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Figure 27: The 26th task of the questionnaire of Experiment 2.
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Figure 28: The 27th task of the questionnaire of Experiment 2.
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Figure 29: The 28th task of the questionnaire of Experiment 2.
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Figure 30: The 29th task of the questionnaire of Experiment 2.
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Figure 31: The 30th task of the questionnaire of Experiment 2.
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Figure 32: The 31st task of the questionnaire of Experiment 2.



120 APPENDICES

Figure 33: The 32nd task of the questionnaire of Experiment 2.
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Figure 34: The 33rd task of the questionnaire of Experiment 2.
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Figure 35: The 34th task of the questionnaire of Experiment 2.
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Figure 36: The 35th task of the questionnaire of Experiment 2.
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Figure 37: The 36th task of the questionnaire of Experiment 2.
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Figure 38: The 37th task of the questionnaire of Experiment 2.
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Figure 39: The 38th task of the questionnaire of Experiment 2.
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Figure 40: The 39th task of the questionnaire of Experiment 2.
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Figure 41: The final task of the questionnaire of Experiment 2.
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A.2 Experiment 2: Questionnaire Responses

In this appendix, the responses to the questionnaire of Experiment 2 (see Sec-
tion 5.3) are shown. In each of the figures, the number of participants that picked
each of the utterance options is shown.

Figure 42: [
Responses to the second task of the questionnaire of Experiment 2]The

responses to the first task of the questionnaire of Experiment 2. One of the
participants responded that the best utterance to add to the dialogue is the

third utterance. The other participant responded that the fifth utterance is the
best.
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Figure 43: [
Responses to the second task of the questionnaire of Experiment 2]The

responses to the second task of the questionnaire of Experiment 2.

Figure 44: The responses to the third task of the questionnaire of Experiment 2.
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Figure 45: The responses to the fourth task of the questionnaire of Experiment
2.

Figure 46: The responses to the fifth task of the questionnaire of Experiment 2.
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Figure 47: The responses to the sixth task of the questionnaire of Experiment 2.

Figure 48: The responses to the seventh task of the questionnaire of Experiment
2.
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Figure 49: The responses to the eighth task of the questionnaire of Experiment
2.

Figure 50: The responses to the ninth task of the questionnaire of Experiment 2.



134 APPENDICES

Figure 51: The responses to the 10th task of the questionnaire of Experiment 2.

Figure 52: The responses to the 11th task of the questionnaire of Experiment 2.
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Figure 53: The responses to the 12th task of the questionnaire of Experiment 2.

Figure 54: The responses to the 13th task of the questionnaire of Experiment 2.
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Figure 55: The responses to the 14th task of the questionnaire of Experiment 2.

Figure 56: The responses to the 15th task of the questionnaire of Experiment 2.
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Figure 57: The responses to the 16th task of the questionnaire of Experiment 2.

Figure 58: The responses to the 17th task of the questionnaire of Experiment 2.
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Figure 59: The responses to the 18th task of the questionnaire of Experiment 2.

Figure 60: The responses to the 19th task of the questionnaire of Experiment 2.



A.2. EXPERIMENT 2: QUESTIONNAIRE RESPONSES 139

Figure 61: The responses to the 20th task of the questionnaire of Experiment 2.

Figure 62: The responses to the 21st task of the questionnaire of Experiment 2.
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Figure 63: The responses to the 22nd task of the questionnaire of Experiment 2.

Figure 64: The responses to the 23rd task of the questionnaire of Experiment 2.
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Figure 65: The responses to the 24th task of the questionnaire of Experiment 2.

Figure 66: The responses to the 25th task of the questionnaire of Experiment 2.
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Figure 67: The responses to the 26th task of the questionnaire of Experiment 2.

Figure 68: The responses to the 27th task of the questionnaire of Experiment 2.
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Figure 69: The responses to the 28th task of the questionnaire of Experiment 2.

Figure 70: The responses to the 29th task of the questionnaire of Experiment 2.
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Figure 71: The responses to the 30th task of the questionnaire of Experiment 2.

Figure 72: The responses to the 31st task of the questionnaire of Experiment 2.
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Figure 73: The responses to the 32nd task of the questionnaire of Experiment 2.

Figure 74: The responses to the 33rd task of the questionnaire of Experiment 2.
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Figure 75: The responses to the 34th task of the questionnaire of Experiment 2.

Figure 76: The responses to the 35th task of the questionnaire of Experiment 2.
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Figure 77: The responses to the 36th task of the questionnaire of Experiment 2.

Figure 78: The responses to the 37th task of the questionnaire of Experiment 2.
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Figure 79: The responses to the 38th task of the questionnaire of Experiment 2.

Figure 80: The responses to the 39th task of the questionnaire of Experiment 2.
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Figure 81: The responses to the final task of the questionnaire of Experiment 2.
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A.3 Experiment 3: User Study Instructions

In this appendix, the instructions given to the participants of the questionnaire
as part of Experiment 3 (see Section 5.4) are shown, as well as an example of
a task they are given. All of the tasks in the questionnaire follow the same
structure. Their only difference is the dialogue (and its topic and CEFR level) in
question. The dialogues are available in Appendix A.4.5, Appendix A.4.6, and
Appendix A.4.7. The instructions on how to write dialogue snippets are shown
in Figure 82. The introduction to the questionnaire is shown in Figure 83. A
task of the user study is shown in the sections following, with the evaluation of
a extended dialogue (see Appendix A.3.2), adjustments of the extended dialogue
(see Appendix A.3.3), and evaluation of the extended dialogue (see Appendix
A.3.4).
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A.3.1 Part 1: Create Dialogue Snippets

Figure 82: The instructions given to the participants of the Experiment 3 on how
to create input prompts for the surrounding dialogue generator. Each prompt
consists of a topic, CEFR level, and dialogue snippet (as seen in the purple row).
Two examples (in the grey rows) are given to the content creators for illustrative
purposes. The prompts selected to generate extended dialogues for are marked
in the right-most column (under “Picked”).
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A.3.2 Part 2: Evaluate the Extended Dialogues

Figure 83: The first instructions given to the participants of the questionnaire of
Experiment 3. It gives an overview of the questionnaire.
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Figure 84: The first task of the questionnaire of Experiment 3. A snippet of a
dialogue (on the top), including its topic (i.e., Animals) and CEFR level (i.e., A1)
is shown. The task is to evaluate the extended dialogue (on the bottom) on the
five metrics (i.e., sensibleness, specificity, interestingness, informativeness, and
groundedness) on a 7 point Likert scale. By scrolling down on the questionnaire,
the participant sees Figure 85.
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Figure 85: The continuation of the first task of the questionnaire, where the
evaluation metrics in Figure 84 are described. The participant is also asked to
give an evaluation of the teachability (in the middle box) of the extended dialogue
on a 7-point Likert scale. The participant is also given the ability to give further
comments (on the bottom) on how they agree or disagree with the teachability
score they have given. After finishing these tasks, the participant is sent to the
task shown in Figure 86.
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A.3.3 Part 3: Make Adjustments to the Extended Dialogue

Figure 86: The participant is first presented the extended dialogue again (from
Figure 84). The task is to make adjustments to the extended dialogue, given
the instructions (in the bottom box). After finishing the task, the participant is
sent to the task shown in Figure 87. The company name is censored due to a
non-disclosure agreement.
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A.3.4 Part 4: Evaluate the Adjusted Dialogue

Figure 87: The participant is asked to evaluate the adjusted dialogue (from
Figure 86) on the metrics explained in the bottom box. The next tasks are
shown in Figure 88.
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Figure 88: The participant is asked to evaluate the adjusted dialogue (from
Figure 87) on teachability (in the top box) and usefulness (in the bottom box).
The company name is censored due to a non-disclosure agreement.
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A.4 Experiment 3: User Study Responses

In this appendix, we show the results from the user study of Experiment 3 (see
Section 5.4). The results are divided into an appendix for each of the ways the
dialogues are extended: with the BFD Generator (see Appendix A.4.1), the BD
Generator (see Appendix A.4.2), and the FD Generator (see Appendix A.4.3).
In those appendices, the evaluations of extended dialogues compared to their
adjusted counterpart are shown. In Appendix A.4.4, the evaluations, including
the usefulness, of the extended dialogues using the BFD Generator, the BD Gen-
erator, and FD Generator are compared to each other. The actual extended
dialogues and adjusted dialogues are given in Appendix A.4.5 (BFD-extended),
Appendix A.4.6 (BD-extended), and Appendix A.4.7 (FD-extended).

A.4.1 BFD Generator

(a) Animal at A1 (b) Work at A2 (c) Travel at B1

(d) Interests at B2 (e) Politics at B2

Figure 89: Evaluations of BFD-extended dialogues and self-evaluations of the
adjusted dialogues by Content Creator 1. The topic and CEFR level of the
dialogues are given below each radar chart.
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(a) Animal at A1 (b) Work at A2 (c) Travel at B1

(d) Interests at B2 (e) Politics at B2

Figure 90: Evaluations of BFD-extended dialogues and self-evaluations of the
adjusted dialogues by Content Creator 2. The topic and CEFR level of the
dialogues are given below each radar chart.
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A.4.2 BD Generator

(a) Animal at A1 (b) Work at A2 (c) Travel at B1

(d) Interests at B2 (e) Politics at B2

Figure 91: Evaluations of BD-extended dialogues and self-evaluations of the ad-
justed dialogues by Content Creator 1. The topic and CEFR level of the dialogues
are given below each radar chart.
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(a) Animal at A1 (b) Work at A2 (c) Travel at B1

(d) Interests at B2 (e) Politics at B2

Figure 92: Evaluations of BD-extended dialogues and self-evaluations of the ad-
justed dialogues by Content Creator 2. The topic and CEFR level of the dialogues
are given below each radar chart.
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A.4.3 FD Generator

(a) Animal at A1 (b) Work at A2 (c) Travel at B1

(d) Interests at B2 (e) Politics at B2

Figure 93: Evaluations of FD-extended dialogues and self-evaluations of the ad-
justed dialogues by Content Creator 1. The topic and CEFR level of the dialogues
are given below each radar chart.
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(a) Animal at A1 (b) Work at A2 (c) Travel at B1

(d) Interests at B2 (e) Politics at B2

Figure 94: Evaluations of FD-extended dialogues and self-evaluations of the ad-
justed dialogues by Content Creator 2. The topic and CEFR level of the dialogues
are given below each radar chart.
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A.4.4 All Generators

(a) BFD-extended (b) BD-extended (c) FD-extended

Figure 95: Evaluations of all BFD-, BD-, and FD-extended dialogues by Content
Creator 1.

(a) BFD-extended (b) BD-extended (c) FD-extended

Figure 96: Evaluations of all BFD-, BD-, and FD-extended dialogues by Content
Creator 2.
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(a) Content Creator 1 (b) Content Creator 2

Figure 97: The feedback on the usefulness of extended dialogues for writing
adjusted dialogues from Content Creator 1 (to the left) and Content Creator 2
(to the right). The horizontal axis represents the topic and CEFR level of the
dialogues. The vertical axis represents the usefulness of the dialogues. The color
and shape of the points indicate which generator was used to extend the dialogues
(on the top).
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A.4.5 BFD-extended and Adjusted Dialogues

BFD-extended Dialogue on the topic “Animal” and CEFR level A1
A: Do you have a dog?
B: I love animals.
A: I do love animals. What do you like about them?
B: Yes, they are cute. Do you like dogs?
A: Do you have a dog?
B: I have a cat, do you have a cat?
A: No, I don’t have a cat, I have a dog.
B: OK, I don’t like dogs.
A: Why not?

Content Creator 1’s Adjusted Dialogue
A: I love animals. Do you?
B: Yes, I love animals.
A: What do you like about them?
B: I think all animals are cute. Do you like dogs?
A: Yes, I like dogs. Do you have a dog?
B: I have a cat, do you have a cat?
A: No, I don’t have a cat, I have a dog.
B: OK, I don’t like dogs.
A: Why not?

Content Creator 2’s Adjusted Dialogue
A: Do you like animals?
B: I love animals.
A: I love animals too. What do you like about them?
B: They are cute. Do you like dogs?
A: Do you have a dog?
B: I have a cat, do you have a cat?
A: No, I don’t have a cat, I have a dog.
B: OK, I don’t like dogs.
A: Why not?

Table 1: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Animal”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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BFD-extended Dialogue on the topic “Work” and CEFR level A2
A: I am a freelancer. I love it. What do you do?
B: I work in a company. What do you do?
A: I work in the field of human resources. What kind of work do you do?
B: How is work?
A: It is great, I love my job!
B: What do you work with?
A: I work as a teacher. How about you?
B: I work with kids. How do you teach them?
A: I teach them how to work. I also teach them how to drive and drive a car.

Content Creator 1’s Adjusted Dialogue
A: I started in my new job last week.
B: Congratulations!
A: Thank you!
B: How is work?
A: It is great, I love my job!
B: What do you work with?
A: I work as a teacher. How about you?
B: I work as a lawyer. Which subjects do you teach?
A: I teach English and Maths.

Content Creator 2’s Adjusted Dialogue
A: Hi, how are you?
B: I am good, How are you?
A: I am fine, thank you.
B: How is work?
A: It is great, I love my job!
B: What do you work with?
A: I work as a teacher. How about you?
B: I work as a teacher as well!
A: Really? Where do you work?

Table 2: The extended dialogue (on the top), using the dialogue snippet (in bold)
and the input topic “Work”, is turned into adjusted dialogues by Content Creator
1 (in the middle) and Content Creator 2 (on the bottom). The content creators
consider the given CEFR level when adjusting the dialogues.
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BFD-extended Dialogue on the topic “Travel” and CEFR level B1
A: I have! What is your favorite travel destination?
B: I love traveling. I love to travel, do you?
A: Yes, I’ve been to Greece. Have you been to Greece?
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?
B: I don’t really know much about travel, but I know that I love to travel.
A: I have heard that travel is one of the most important activities for the human race.

Do you know if that is true?
Content Creator 1’s Adjusted Dialogue

A: I love to travel, do you?
B: Yes, I love traveling. I’m going to Italy this summer.
A: That sounds nice!
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?
B: I haven’t been in Greece, so I don’t know.

Have you been in Italy and can give me some recommendations?
A: Yes, I have been in Italy. You should visit the Colosseum in Rome!

Content Creator 2’s Adjusted Dialogue
A: Do you like to travel?
B: I love traveling. I love to travel, do you?
A: Yes, I love to travel as well.
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?
B: I think the Parthenon in Athens is amazing.
A: Then we will definitely go there. Do you have any other recommendations?

Table 3: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Travel”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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BFD-extended Dialogue on the topic “Interests” and CEFR level B2
A: Hello! Are you interested in gardening? I’m a gardener.
B: I love gardening.
A: Interesting! What do you like?
B: I have just finished reading a book about agriculture
A: Was it any good?
B: Yes, I learned a lot from it?
A: I’m not that interested in agriculture.
B: Why not?
A: I’m not sure but I would love to.

Content Creator 1’s Adjusted Dialogue
A: Gardening is a passion of mine. Are you interested in gardening?
B: I’m quite interested in gardening, but sadly I don’t have green fingers.
A: I can learn you some tricks of the trade, if you want! But what other interests do you have?
B: I have just finished reading a book about agriculture
A: Was it any good?
B: Yes, I learned a lot from it?
A: I’m not that interested in agriculture.
B: Why not?

Content Creator 2’s Adjusted Dialogue
A: Hello! Are you interested in gardening? I’m a gardener.
B: I love gardening.
A: Interesting! What do you like?
B: I have just finished reading a book about agriculture
A: Was it any good?
B: Yes, I learned a lot from it?
A: I’m not that interested in agriculture.
B: Why not? B: I’m more interested in plants and flowers.

Table 4: The extended dialogue (on the top), using the dialogue snippet (in bold)
and the input topic “Interests”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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BFD-extended Dialogue on the topic “Politics” and CEFR level B2
A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?
A: I can, but I don’t think I could convince anyone that climate change is the most

important issue in the world today.
B: I guess so. I do like the climate, but it is not a great topic for a discussion.
A: That is true. It is a very serious topic. The climate is a major issue in the world today.
B: I agree. It is a very serious topic. I am thinking of the topic of the next election,

maybe the last one.
A: Maybe the last one. I really want to go to the United Nations next year and see if

I can convince people that climate change is the most important issue in the world today.
Content Creator 1’s Adjusted Dialogue

A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?
A: First I would like to hear why you don’t agree, then I can try to convince you!

Content Creator 2’s Adjusted Dialogue
A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?
A: I can, if you are prepared to listen with an open mind?
B: What do you mean by that? I know everything there is to know about the weather.
A: I don’t want to talk about this after all.
B: I knew it! The climate change is a hoax and you know it too!

Table 5: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Politics”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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A.4.6 BD-extended and Adjusted Dialogues

BD-extended Dialogue on the topic “Animal” and CEFR level A1
A: Hi, do you like animals?
B: Have you ever been to a zoo?
A: I love animals.
B: What are some other interesting facts about animals?
A: Yes, I have a dog.
B: I have a cat, do you have a cat?
A: No, I don’t have a cat, I have a dog.
B: OK, I don’t like dogs.
A: Why not?

Content Creator 1’s Adjusted Dialogue
A: My main interest is animals. Do you like animals?
B: Yes, I like animals.
A: Nice! Do you have pets?
B: I have a cat, do you have a cat?
A: No, I don’t have a cat, I have a dog.
B: OK, I don’t like dogs.
A: Why not?

Content Creator 2’s Adjusted Dialogue
A: Hi, do you like animals?
B: Yes, I love animals!
A: I love animals too!
B: Do you have any pets?
A: Yes, I have a dog.
B: I have a cat, do you have a cat?
A: No, I don’t have a cat, I have a dog.
B: OK, I don’t like dogs.
A: Why not?

Table 6: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Animal”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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BD-extended Dialogue on the topic “Work” and CEFR level A2
A: Hi, I’m a teacher. Do you work in a company called a Salesforce?
B: Hi! Do you work as a teacher?
A: Yes. I work in a company called a Salesforce. What’s your favorite job?
B: Do you like to work?
A: I work as a teacher. Do you like to work?
B: How is work?
A: It is great, I love my job!
B: What do you work with?
A: I work as a teacher. How about you?

Content Creator 1’s Adjusted Dialogue
A: Nice to see you again!
B: Thanks, you too.
A: How is work?
B: It is great, I love my job!
A: What do you work with?
B: I work as a teacher. How about you?

Content Creator 2’s Adjusted Dialogue
A: Hi, nice to meet you!
B: Hi! Nice to meet you too!
A: Do you come here often?
B: Yes, I try to come as often as possible. It’s nice to get away from work.
A: I agree, sometimes it is nice.
B: How is work?
A: It is great, I love my job!
B: What do you work with?
A: I work as a teacher. How about you?

Table 7: The extended dialogue (on the top), using the dialogue snippet (in bold)
and the input topic “Work”, is turned into adjusted dialogues by Content Creator
1 (in the middle) and Content Creator 2 (on the bottom). The content creators
consider the given CEFR level when adjusting the dialogues.



A.4. EXPERIMENT 3: USER STUDY RESPONSES 173

BD-extended Dialogue on the topic “Travel” and CEFR level B1
A: Hi! I love travel, what do you like about traveling?
B: Hi, I’m a travel enthusiast. Have you been traveling?
A: Hi! I love traveling, what are you doing?
B: Hi, I have been traveling a lot lately. Do you have a favorite place to go to?
A: I do. We are going to Italy. Do you have any plans?
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?

Content Creator 1’s Adjusted Dialogue
A: I can’t wait for the summer holiday!
B: Me neither, I love to travel and this year I’m going to Spain.
A: That sounds great! Is this your first time going to Spain?
B: Yes, it’s my first time, so I’m really excited.
A: I can see that!
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?

Content Creator 2’s Adjusted Dialogue
A: I’m really looking forward to my summer holiday!
B: What are your plans for the summer holiday?
A: We are going to Greece. I can’t wait!
B: That’s great, I love Greece! Have you been there before?
A: No, it’s my first time. Do you have any recommendations?

Table 8: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Travel”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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BD-extended Dialogue on the topic “Interests” and CEFR level B2
A: I have never read. What are you interested in?
B: I love reading. What is your favorite book?
A: I have not read it, do you?
B: I have not. What was the book about?
A: I have just finished reading a book about agriculture
B: Was it any good?
A: Yes, I learned a lot from it?
B: I’m not that interested in agriculture.
A: Why not?

Content Creator 1’s Adjusted Dialogue
A: I love to read, but I don’t have the time to read as much as I would want.
B: I agree, but I try to read some during the weekends and holidays at least.
A: Yes, me too. Reading is my favourite hobby.
B: Mine too! What was the last book you read?
A: I have just finished reading a book about agriculture
B: Was it any good?
A: Yes, I learned a lot from it?
B: I’m not that interested in agriculture.
A: Why not?

Content Creator 2’s Adjusted Dialogue
A: I love reading. Books are great!
B: Have you read any good books lately?
A: I have just finished reading a book about agriculture
B: Was it any good?
A: Yes, I learned a lot from it?
B: I’m not that interested in agriculture.
A: Why not?

Table 9: The extended dialogue (on the top), using the dialogue snippet (in bold)
and the input topic “Interests”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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BD-extended Dialogue on the topic “Politics” and CEFR level B2
A: I am a Democrat. Do you vote for the Green Party?
B: I like to vote for the Green Party. Do you have a favorite politician?
A: Yes I do. Do you know anything about politics?
B: Yes. I am a Democrat. I have always been a Democrat. Do you know anything about politics?
A: Yes I voted for Jill Stein. Do you know anything about it?
B: Did you vote in this year’s election?
A: Yes, I did. Did you?
B: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
A: Really? I don’t agree at all. Can you try to convince me?

Content Creator 1’s Adjusted Dialogue
A: I don’t understand people who don’t care about politics at all.
B: I agree, it’s important to try to understand what the different parties stand for at least.
A: Definetely, if not you can’t make a conscious choise in elections!
B: Did you vote in this year’s election?
A: Yes, I did. Did you?
B: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
A: Really? I don’t agree at all. Can you try to convince me?

Content Creator 2’s Adjusted Dialogue
B: Are you interested in politics?
A: I’m not very interested.
A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?

Table 10: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Politics”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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A.4.7 FD-extended and Adjusted Dialogues

FD-extended Dialogue on the topic “Animal” and CEFR level A1
A: I have a cat, do you have a cat?
B: No, I don’t have a cat, I have a dog.
A: OK, I don’t like dogs.
B: Why not?
A: I like cats, they are amazing. I like them too!
B: Yes, I have a dog, I like him too!
A: That’s great! Do you have any favorite breed of dogs?
B: I like the dogs, they are so cute and cute.
A: I have a dog, I like them too.

Content Creator 1’s Adjusted Dialogue
A: I have a cat, do you have a cat?
B: No, I don’t have a cat, I have a dog.
A: OK, I don’t like dogs.
B: Why not?
A: I’m afraid of them.
B: Oh, I see. Do you have any other pets?
A: Yes, I have a parrot too. Do you have any other pets?

Content Creator 2’s Adjusted Dialogue
A: I have a cat, do you have a cat?
B: No, I don’t have a cat, I have a dog.
A: OK, I don’t like dogs.
B: Why not?
A: I like cats, better. They are less work.
B: I prefer dogs. Dogs are good company.
A: I think cats are good company too.
B: I think cats are arrogant. Dogs are more friendly.
A: I do not agree at all.

Table 11: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Animal”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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FD-extended Dialogue on the topic “Work” and CEFR level A2
A: How is work?
B: It is great, I love my job!
A: What do you work with?
B: I work as a teacher. How about you?
A: I work for a teacher. What kind of work do you do?
B: I work with a teacher to provide lessons to students. I do a lot of tutoring.
A: What kind of work do you do?
B: I do a lot of teaching. I teach all kinds of topics.
A: That is cool!

Content Creator 1’s Adjusted Dialogue
A: How is work?
B: It is great, I love my job!
A: What do you work with?
B: I work as a teacher. How about you?
A: I work as a teacher’s assistant. Which subjects do you teach?
B: I teach Norwegian as a second language. What do you do in your job as a teacher’s assistant?

Content Creator 2’s Adjusted Dialogue
A: How is work?
B: It is great, I love my job!
A: What do you work with?
B: I work as a teacher. How about you?
A: I work as a teacher as well!
B: Really? Where do you teach?
A: I teach at Senior Falls High School.
B: I also teach there! How come I haven’t seen you before.
A: I do not know. This is strange.

Table 12: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Work”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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FD-extended Dialogue on the topic “Travel” and CEFR level B1
A: What are your plans for the summer holiday?
B: We are going to Greece. I can’t wait!
A: That’s great, I love Greece! Have you been there before?
B: No, it’s my first time. Do you have any recommendations?
A: I love traveling to Greece, I have been there before. What do you like about traveling to

Greece?
B: I like traveling to Greece, because it is a great country and I love to go on holidays.
A: I love going to Greece! I like how the city is so beautiful. What are some things you

like about it?
B: I love it. The city is great. The Greek word ”greek” means ”southern” and ”southern”

means ”west.”
A: That’s interesting! I have never been to Greece before. Do you know what the geography

is like there?
Content Creator 1’s Adjusted Dialogue

A: What are your plans for the summer holiday?
B: We are going to Greece. I can’t wait!
A: That’s great, I love Greece! Have you been there before?
B: No, it’s my first time. Do you have any recommendations?
A: Well, I prefer just being on the beach all day, so I recommend that!
B: I see! I don’t have the patience to lie in the sun all day, so I think I’ll do a lot

of sightseeing, if it doesn’t get too hot. What was the temperature like when you were there?
A: It was in the summertime, so about 30 C, which I think is the perfect temperature.
B: 30 C is a bit too hot for me, but it will be nice nevertheless. What are your plans for

the summer holiday?
Content Creator 2’s Adjusted Dialogue

A: What are your plans for the summer holiday?
B: We are going to Greece. I can’t wait!
A: That’s great, I love Greece! Have you been there before?
B: No, it’s my first time. Do you have any recommendations?
A: The islands are the best part. I don’t recommend going to Athens.
B: Why is that?
A: It is noisy and crowded. On the islands you can relax and the people are more friendly there.
B: Then I will travel to the islands! I’m looking forward to it!

Table 13: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Travel”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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FD-extended Dialogue on the topic “Interests” and CEFR level B2
A: I have just finished reading a book about agriculture
B: Was it any good?
A: Yes, I learned a lot from it?
B: I’m not that interested in agriculture.
A: Why not?
B: I’ve read a lot about it, and I like it.
A: I didn’t know that. I’m not sure if it’s a good book or not.
B: I’ve never read it, what else can you tell me about it?
A: I’m not sure. I’m not sure if it’s a good book or not.

Content Creator 1’s Adjusted Dialogue
A: I have just finished reading a book about agriculture
B: Was it any good?
A: Yes, I learned a lot from it?
B: I’m not that interested in agriculture.
A: Why not?
B: Well, first of all I’ve lived in the city all my life so I have no experience with agriculture.
A: I see. Have you ever visited a farm or spent time in the countryside?
B: No, I haven’t, and I don’t want to either - I just love the city and all it’s possibilites so much.
A: OK, so what are your favourite things about the city?

Content Creator 2’s Adjusted Dialogue
A: I have just finished reading a book about agriculture
B: Was it any good?
A: Yes, I learned a lot from it?
B: I’m not that interested in agriculture.
A: Why not?
B: I’m more interested in flowers and plants.
A: I see. Can you tell me something interesting about flowers?
B: Did you know that the world’s biggest flower smells like rotting flesh?
A: I didn’t know. That sounds awful!

Table 14: The extended dialogue (on the top), using the dialogue snippet (in bold)
and the input topic “Interests”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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FD-extended Dialogue on the topic “Politics” and CEFR level B2
A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?
A: I think it would be helpful if you were to go to the elections in

the United Kingdom and vote. You would get to know the government.
B: I would love to. What country did you vote for?
A: I was in Scotland. I am from Scotland, and I am not sure what country voted in the election.
B: I did not vote in the referendum. What was the difference between the two?
A: I am not sure, but I think that the Green Party was the better candidate.

Content Creator 1’s Adjusted Dialogue
A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?
A: I sure can, I’m very passionate about these issues. Are you ready to hear me out?
B: Sure, go ahead.

Content Creator 2’s Adjusted Dialogue
A: Did you vote in this year’s election?
B: Yes, I did. Did you?
A: Yes, I voted for the Green Party. I think global warming and

environment protection is the most important matter in the world today.
B: Really? I don’t agree at all. Can you try to convince me?
A: I think you should start by reading news from varied sources.
B: What do you mean by that?
A: I can not convince you if you already have made up your mind.
B: That’s what I thought.

Table 15: The extended dialogue (on the top), using the dialogue snippet (in
bold) and the input topic “Politics”, is turned into adjusted dialogues by Content
Creator 1 (in the middle) and Content Creator 2 (on the bottom). The content
creators consider the given CEFR level when adjusting the dialogues.
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