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## Abstract

Orbital stabilization is a particular form of set stabilization, where the control objective is to induce, via time-invariant state-feedback, an asymptotically stable orbit in the resulting closed-loop system. Here an orbit is understood as the set of all the states traced out by a solution of an autonomous system. The problem of orbital stabilization of a motion, the orbital stabilization problem, is therefore equivalent to the problem of ensuring the asymptotic orbital (Poincaré) stability of a particular solution of the controlled system. It constitutes a fundamental motion control objective, and can be formulated for a variety of different motions in terms of their associated orbits, including equilibria (trivial orbits), limit cycles (periodic orbits), point-to-point motions (heteroclinic orbits), etc.

Among the benefits of orbital stabilization is that it preserves the autonomy of the closed-loop system. It therefore has a relaxed control objective compared to trajectory tracking: Whereas a trajectory tracking controller aims to converge to an ever-evolving point in state space (i.e. a curve in time-state space), an orbitally stabilizing controller only needs to ensure convergence to the curve this point traces out in state space. This makes orbital stabilization well-suited for executing specific motions of highly nonlinear and underactuated systems, for which non-feedback-linearizable and non-minimum phase dynamics are common.

This thesis is devoted to the study of the orbital stabilization problem. It provides contributions along three main lines: 1) projection- and linearization-based methods for designing orbitally stabilizing feedback for various forced motions of a rich class of nonlinear, control-affine dynamical systems; 2) procedures for planning forced orbits of a class of underactuated mechanical systems; and 3 ) a technique that allows one to add a sliding mode control-based robustifying feedback extension to an existing orbitally stabilizing controller for trivial and periodic motions. A series of numerical experiments demonstrate the effectiveness of the proposed methods, including executing point-to-point maneuvers of the "butterfly" robot, generating orbitally stable symmetric walking gaits of a three-link compass biped with two degrees of underactuation, and inducing up-right oscillations in an underactuated cart-pendulum system subject to unknown perturbations.

Keywords: Orbital Stabilization, Orbital Stability, Underactuated Mechanical Systems, Transverse Linearization, Sliding Mode Control, Motion Planning.
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## Chapter 1

## Introduction

### 1.1 Background and motivation

Industrial robots are arguably one of humanity's greatest technological innovations. For several decades already, they have been successfully utilized in factories around the world to automate dangerous and repetitive tasks, with benefits ranging from increased productivity and lowered costs, to improved product quality and manufacturing reliability. Their success partly comes to the task they are set to solve. Indeed, many of the standard applications where industrial robots are utilized in industry today, including basic welding, painting and pick-and-place operations, can most often be considered as almost pure kinematic problems. In such cases, both the problems of motion planning and motion control are well understood, and there exists a large variety of simple, safe and reliable methods that may be applied which are available in most standard textbooks on the subject. This has allowed industrial robotics manufacturers to produce off-the-shelf robots which are easy to install, easy to program and reliable to use.

While purely kinematic considerations are often sufficient for the most standard tasks, there are nevertheless almost always certain benefits of also considering some properties of the dynamics of the robotic system. For example, model-based cancellation of certain dynamical aspects (e.g., gravity compensation or inverse-dynamics control) can enhance accuracy and performance, whereas force/impedance control allows robotics systems to also perform contact-based tasks, such as drilling and milling operations. However, with robotic systems nowadays expected to perform ever more complex tasks and to execute increasingly difficult maneuvers, rather than just simply compensating for- or removing dynamical aspects of the system, there has been an increased focus on instead exploiting these aspects

(a) Swinging up an unactuated pendulum on a cart.


Figure 1.1: Examples of some highly dynamic and underactuated tasks.
to solve the task at hand. In fact, certain tasks and behaviors are inherently dynamic by their very nature. Consider, for instance, the following problems: swinging up an unactuated pendulum on a cart (Fig. 1.1(a)); having a humanoid robot perform a backflip (Fig. 1.1(b)); or the problem of maneuvering a compliant object, say an orange (Fig. 1.1(c)), on the palm of a robotic hand. To successfully execute the desired behavior for such tasks, the complex interplay between the internal- and external forces acting on the system needs to be continuously shaped as to maintain a certain balance that ensures the correct time evolution of its states.

From dynamic walking [1, 2] to dynamic manipulation [3-5], utilizing the dynamical properties of a system potentially allows for a massive increase in the possible motions it can perform, and consequently the tasks it can solve. It may also be used to improve the system's energy efficiency, and might even allow for an increase in its workspace [6].

## The challenges of underactuation

While the benefits and potential of harnessing a system's inherent dynamical properties are clearly vast, so, too, are the challenges faced by the control engineer tasked with ensuring that the intended dynamic behavior is executed both safely and reliably. Consider, for instance, tasks such as those depicted in Figure 1.1. Not only are the equations of motion of such systems often highly nonlinear, but they are also underactuated [7-12], meaning simply that the system has fewer independent controls than it has degrees of freedom. This effectively limits the control influence one has upon the system at any given time instant. Compared to systems which are fully ac-
tuated, underactuation therefore brings with it two main challenges: First, it restricts the space of feasible maneuvers which the system can execute. Second, it generally prohibits the use simplifying strategies such a feedback linearization. ${ }^{1}$ To better illustrate this fact, consider the fully-actuated version of the cart-pendulum system shown in Figure 1.1(a). In theory, any continuous evolution of its states can be achieved, and the systems can both be steered to- and be at rest at any of its configurations. Its underactuated counterpart with a passive pendulum, on the other hand, can only execute those motions which comply with the dynamical constraints which arise due to the system's underactuation. Moreover, it can only be at rest with the pendulum in either its upright or downright position.

## Separate model-based motion planning and control design

While the last few decades have seen a surge in new data-driven (modelfree), learning-based design methods to tackle such problems (see, e.g., [14, 15]), some of the most well-known, state-of-the-art applications, including the parkouring Atlas robot [16], still predominantly adhere to methods inline with the more classical model-based approaches. Roughly speaking, such approaches are generally divided into two steps: First, one uses a mathematical model of the system to plan a nominal, open-loop motion; and then, in the second step, one designs a model-based feedback controller to compensate for uncertainties and the perturbations that inevitably will occur in practice. There are of course a multitude of different ways to solve either of these steps. However, the most common types of approaches are arguably those following the reference-trajectory tracking methodology. In these methods, on first finds a desired motion, represented by a timevarying reference trajectory, using, for example, some form of trajectory optimization approach such as collocation- or shooting-based methods [1721]. Then, in the second step, one designs (by some means) a time-varying tracking controller which ensures that the reference trajectory is (uniformly) asymptotically stable.

Due to the time-varying nature of the reference-tracking methodology, any such scheme will necessarily have an inherent "timing" property stemming from the tracking controller always attempting to have the system in specific configurations at specific time instants. Whilst this property may be vital in some applications, it can make trajectory tracking less suited for others. In the case of an underactuated system, for instance, trying to

[^0]minimize the distance to the trajectory in state space while simultaneously attempting to enforce the timing of the motion, puts, roughly speaking, extra strain on the (limited) control action that is available. Moreover, the inherent timing-property of any such control scheme means that, even if just slightly delayed, the system might be momentarily driven away from the nominal motion in state space in order to instead "catch up in time" (see [22] for an excellent illustrative example in this regard).

## Orbital stabilization: ensuring the orbital stability of a motion

For certain motion control tasks, especially those in which one wants to make use of a system's dynamical properties, it may instead be the closeness to the desired motion in the state space of the system which is of paramount importance, whereas the "timing" of the motion is of less importance (if important at all). Compared to the reference (trajectory) tracking problem, this allows for a relaxation of the control objective by essentially removing a dimension: the time dimension. More specifically, one can instead try to find a completely time-invariant, (static) state-feedback control law such that the resulting autonomous closed-loop system admits the desired motion as an asymptotically stable orbit. Namely, as an invariant, non-self-intersecting curve in the system's state space corresponding to the desired motion, to which all neighboring trajectories converge.

We call this concept of both generating and stabilizing (via feedback) a specific desired motion, while simultaneously preserving the system's autonomy, orbital stabilization; while the problem of finding such a control law is referred to as an orbital stabilization problem. This concept is heavily linked to the well-established notion of (asymptotic) orbital stability of a solution to an autonomous (dynamical) system [23-28]. Indeed, orbital stabilization of a motion can be considered as the problem of rendering the desired motion an (asymptotically) orbitally stable solution of the closedloop system; or equivalently, the asymptotic stabilization of the orbit traced out by the solution in the system's state space.

## General-purpose methods for orbital stabilization

A variety of methods have been proposed that (at least partly) solve the orbital stabilization problem for particular types of motion and/or for different classes of dynamical systems. For instance, in the case of equilibrium points (i.e. trivial orbits), it is known that Lyapunov's stability notion coincides with orbital stability [29] (see also Sec. 2.2). Thus, for (forced) equilibrium points, the orbital stabilization problem coincides with the reference tracking problem (which, in turn, condenses down to a constant set-point regulation problem), for which there are a vast and varied number of differ-


Figure 1.2: Illustration of a positively invariant tube $\mathfrak{T}$ surrounding the orbit $\mathcal{O}$.
ent control methods and -strategies available. The body of work regarding the stabilization of periodic orbits is also quite extensive, see, e.g., [30-38] to name but a few (some of these methods are covered in more detail in Section 3.4). Nevertheless, there is still a need for general-purpose methods which are both applicable to a large class of underactuated, nonlinear dynamical systems, as well as methods which can be utilized to stabilize other orbits than just trivial and periodic ones. Of particular interest are methods which simultaneously provide a time-invariant, strict (local) Lyapunov function [23, 39-43]. Indeed, besides just its value in regard to stability and robustness analysis, knowledge of such a function also allows for the use of robustification techniques such as Lyapunov redesign [44]. Moreover, it can be used to obtain a conservative estimate of the region of attraction under the control law, in the form of a positively invariant (tubular) neighbourhood of the nominal motion, as illustrated in Figure 1.2.

## Linearization-based control design

In the case of a linearly stabilizable equilibrium point, it is well known that both an exponentially stabilizing control law and a quadratic (local) Lyapunov function can be obtained from the Jacobian linearization about this point. Depending on the nonlinearity of the system, the region of attraction under such a controller may of course be fairly local (although effective numerical methods for finding estimates of the region of attraction exist; see [42]). Regardless, linearization remains an integral part of nonlinear control theory. This is not only due to the fact that it is applicable to a large class of systems, but also because it allows one to utilize well-established tools from linear systems theory for both control design and stability analysis.

In regard to the problem of executing known nontrivial motions of a highly nonlinear, underactuated system (consider, e.g., tasks such as those depicted in Fig. 1.1), it might not make sense to speak of anything else than the local stability of the motion. Hence, any method which allows for the
construction of a feedback controller rendering the motion asymptotically orbitally stable within a small neighbourhood surrounding it (see Fig. 1.2) is necessarily of great value. The linear system obtained from linearizing a system about the nontrivial target motion is, however, of little use in this regard. Not only is the linear system time-varying, but it can only be stabilized by a time-varying controller in general. This raises the following key question: How can one use linearization-based techniques to construct a time-invariant orbitally stabilizing control law for nontrivial motions?

## Projection operators, transverse coordinates and -linearization

In [22], Hauser and Hindman proposed a method allowing the orbital stabilization problem ${ }^{2}$ to be solved for feedback linearizable systems (see also [45-48] for some further extensions of this approach). The key idea proposed therein was to convert a linear trajectory tracking controller into a controller stabilizing the trajectory's orbit by using a particular projection of the system states onto the desired orbit, a so-called projection operator as we will refer to it in this thesis. This projection operator recovered the corresponding "time" to be used, thus eliminating the controller's time dependence. Thus the former tracking error instead became a transverse error-a weighted measure of the distance from the current state to the orbit. Moreover, this allowed one to transform the positive definite, timevarying Lyapunov function for the desired trajectory under the tracking controller into a time-invariant, positive semidefinite Lyapunov function for the orbit.

New arguments which allows one to extend the applicability of such an approach to a more general class of dynamical systems is naturally of particular interest in regard to a general-purpose method for solving the orbital stabilization problem. For this purpose, one can find inspiration in the rich history surrounding the problem of characterizing the (in-)stability of a motion. Specifically, for periodic orbits, it has long been known (see, e.g., $[23,24,27,49])$ that strict contraction in the directions transverse to the orbit corresponds to the contraction of all neighboring solutions towards the orbit itself; see also [50-52]. Moreover, the occurrence of this contraction can be established by assessing the stability of the origin of a set of so-called transverse coordinates $[30,34,41,53]$. These are (local) coordinates which

[^1]evolve upon- and span some continuously evolving transverse hypersurface, a so-called moving Poincaré Section [54, 55], of dimension one less than the dimension of the state space. The exponential (in-)stability of the origin of such coordinates can, in turn, be determined from the linearization of their dynamics along the nominal orbit [26], a so-called transverse linearization [34, 41, 56].

## Projection-based (excessive transverse) coordinates

It is upon the bedrock-combination of projection operators, transverse coordinates and the concept of a transverse linearization which most of the methods we will present in this thesis for solving the orbital stabilization problem are built. While such a combination allows one to compute a linearization which can be used to design orbitally stabilizing feedback, knowledge of a set of transverse coordinates evolving upon a moving Poincaré section, and whose zero-level set provides an implicit representation of the non-vanishing orbit, is necessarily a prerequisite in this regard. While there exist several methods for obtaining such a set of coordinates (see e.g., [30, $31,34,38,53,57]$, to name but a few), they are often applicable only to a specific class of dynamical systems. Moreover, their construction can vary significantly depending on the orbit and may also require additional numerical steps.

As an alternative, one can instead consider an excessive set of transverse coordinates. In fact, given knowledge of a regular parameterization of the orbit and a projection operator, one can always obtain a generic set of such coordinates. For instance, the projection-based function corresponding to the difference between the current state and its projection (through the projection operator) onto the orbit, acts as an excessive set of coordinates upon the moving Poincaré section defined by the projection operator. In the work of Pchelkin et al. [38], such coordinates were used to design two families of orbitally stabilizing controllers for fully-actuated robot manipulators. To determine the orbital stability of a motion, a linear auxiliary system corresponding to the transverse linearization was used. However, this auxiliary system was not explicitly defined, but stated in the form of a matrix equation which needed to be solved numerically.

Among the contributions of this thesis is to provide explicit expressions for the transverse linearization of such excessive coordinates, in the form of a system of differential-algebraic equations. In fact, we show that such a linearization is equivalent to the linearization obtained by Leonov [26, 58] (see also [59]) in relation to his work on determining the (in-)stability of motions in both the orbital and Zhukovsky sense. Even though this allows
for effective and generic methods for designing orbitally stabilizing feedback controllers, it has surprisingly not, at least to author's best knowledge, been directly utilized for this purpose before. Furthermore, due to the structure of the aforementioned projection-based functions, it is in fact natural to view such a linearization along a non-trivial orbit (rather than about a reference trajectory) as a continuation of the (Jacobian) linearization about an equilibrium point. Indeed, we will in this thesis see that this allows one to develop methods for solving orbital stabilization problems formulated for a variety of different motions, such as those corresponding to a forced equilibrium point (trivial orbits), limit cycles (periodic orbits), point-to-point motions (heteroclinic orbits), and hybrid cycles (hybrid periodic orbits).

## The need for additional robustness

In addition to the methods we will present in this thesis, there exist several other methods for designing orbitally stabilizing feedback for different classes of systems in the literature (some prominent methods in regard to periodic orbits were listed earlier in the introduction). These methods all share a primary goal: to simultaneously generate and stabilize self-induced motions (e.g. oscillations) via time-invariant continuous state-feedback. This means that, in general, a precise mathematical model of the system to be controlled is required for these methods to be successfully applied. Indeed, since the resulting closed-loop system is autonomous, any unknown disturbance or model discrepancies (e.g., due to unmodelled dynamics or uncertain parameters), may significantly alter its behavior. Thus, if not taken into consideration, unknown perturbations can result in a change of both the shape and location of the induced orbit, even rendering it unstable. Yet, with the exception of a few methods that are either only applicable for a very limiting class of systems [36] or only ensure asymptotic orbital stability of some of the system's states [37], most orbital stabilization methods for non-trivial orbits are not designed specifically with robustness in mind.

This lack of robustness can be problematic, as uncertainty and unknown disturbances will often be an inherent part of many such tasks. Consider, for example, the problem of rolling a compliant object, say, an orange, on the palm of a robotic hand (see Fig. 1.1(c)). In such a dynamic manipulation problem, trying to accurately model all the complex phenomena which occur due to the contact between the hand and the compliant object when it is in motion is not only a daunting task, it will often be infeasible in practice. A more realistic strategy is to use a model of the system which is "good enough" in the aforementioned two-step procedure, and then complementing it by a robust controller. That is, to use the available math-
ematical model to both find an approximate ("almost feasible") motion and to design a nominal feedback for it, whereas the remaining disturbances and uncertainties are lumped together and compensated for by a robustifying feedback extension.

## Adding robustifying extensions based on sliding mode control

Regarding the problem of designing the aforementioned robustifying feedback extension, the sliding mode control (SMC) methodology [60-63] is especially well suited due to its insensitivity to bounded perturbations satisfying a matching condition. It consists of two main steps: 1) the construction of a vector-valued switching function, whose zero-level set defines a sliding manifold/surface on which the system has desired properties; and 2) the design of a control law which ensures that the sliding manifold is reached in finite time despite of any matched perturbations.

There exist a large array of different strategies [62-66] to solve the latter problem, provided that a switching function with an appropriate relative degree is given and the perturbation has certain known attributes (bounded, Lipschitz continuous, etc.). Thus the question which is of most interest in regard to the topics in this thesis is the following: How to construct a timeinvariant switching function that defines a sliding manifold upon which the system's states converges to a desired orbit?

In [67], Freidovich and Gusev proposed a series of general steps for finding such a switching function for (underactuated) mechanical systems: 1) Construct a linear feedback controller stabilizing the transverse linearization while simultaneously ensuring the existence of a real invariant subspace of the closed-loop system, whose co-dimension equals the number of independent controls; 2) Construct a continuous full-rank left annihilator of this subspace; 3) Construct a switching function from this annihilator using a set of transverse coordinates and a projection operator.

Inspired by this approach, we propose in this thesis a similar method, where we instead add to an existing orbitally stabilizing feedback controller a robustifying feedback extension. The switching functions is designed with the particular property that the first-order approximation system under the equivalent control in sliding mode [60,62] corresponds to the first-order approximation of the perturbation-free system under the nominal orbitally stabilizing feedback controller. This allows for a novel robustification procedure for orbitally stabilizing feedback, which is applicable to both trivialand periodic orbits, as well as to a large class of nonlinear dynamical systems, including underactuated mechanical systems.

### 1.2 Contributions and outline of the thesis

### 1.2.1 Summary of contributions

The aim of this thesis is to study and develop methods for orbital stabilization of various forced motions of dynamical systems, with a particular focus on underactuated mechanical systems.

A summary of the main contributions of this thesis follows:

- A new motion control problem, the orbital stabilization problem, is formulated. It incorporates the problem of ensuring, via the use of feedback control, asymptotic orbital stability of a variety of different motions.
- Constructive procedures for solving the orbital stabilization problem for periodic motions, point-to-point motions, as well as hybrid periodic motions in a class of hybrid systems.
- Methods for planning various orbits of underacted mechanical systems.
- Procedures for adding robustifying feedback extensions to existing control laws which orbitally stabilizes trivial- or periodic orbits.


## Scope and limitations

We only consider systems of ordinary differential equations which are affine in the control variables, and whose state space is $\mathbb{R}^{n}$. Measurements of all the states of the system under consideration are assumed to be available.

In an attempt to make the material accessible also to readers having limited knowledge of differential geometry, we have tried to keep notation and terminology which are not inline with basic calculus to a minimum.

### 1.2.2 Outline

A summary of each chapter in this thesis follows.

## Chapter 2. Preliminaries: The Stability of Orbits

Some preliminaries concepts relating to the stability of orbits of autonomous (dynamical) systems are presented. This includes orbits and their properties, some relevant stability definitions such as the notion of orbital stability, as well as some classical methods for assessing the stability of orbits, e.g. the use of linearization, the Andronov-Vitt theorem, and Leonov's method.

## Chapter 3. The Orbital Stabilization Problem

We formulate the orbital stabilization problem, as well as introduce some necessary assumptions and key concepts. We also outline the basic ideas and general lines of the suggested approaches for solving the orbital stabilization problem for various types of orbits. Moreover, we provide some simple, motivating examples, and draw connections to some related concepts.

## Chapter 4. Orbital Stabilization of Periodic Motions

The problem of stabilizing periodic orbits is considered. Some key concepts are introduced and reviewed, including projection operators and transverse coordinates. It is shown that combining these two concepts allows for a local change of coordinates in a vicinity of the periodic orbit, thus essentially separating the transverse- and tangential dynamics. We further demonstrate how this allows for the design of exponentially orbitally stabilizing control laws via convex optimization. Of particular importance, we study so-called projected differential Lyapunov- and Riccati equations which arise from the transverse linearization corresponding to a generic set of projection-based excessive transverse coordinates.

Chapter 4 is partly based on $[68,69]$. The main contributions are:

- Explicit expressions for the transverse linearization for an excessive set of transverse coordinates are provided; see Proposition 4.30 and Corollary 4.31 in Section 4.5.
- Projected differential Lyapunov equations for assessing the stability of periodic orbits; see Theorem 4.41 in Section 4.6.2.
- Projected differential Riccati-based equations for constructing orbitally stabilizing feedback by solving a semidefinite programming problem; see Proposition 4.44 and Proposition 4.46 in Section 4.6.3.


## Chapter 5. Applications to Underactuated Mechanical Systems

A procedure based on so-called synchronizations function for planning orbits of underacted mechanical systems is proposed. In this regard, properties of the reduced dynamics associated with the synchronization functions are reviewed and studied. We also study a specific set of projection-based excessive transverse coordinates and provide expressions for the corresponding transverse linearization for more general mechanical systems.

Chapter 5 is partly based on $[70,71]$. The main contributions are:

- A synchronization function-based method for planning periodic- and heteroclinic orbits of mechanical systems with one degree of under-
actuation; see Theorem 5.16 Theorem 5.18 and Theorem 5.18 in Section 5.3.
- Explicit expressions for the transverse linearization corresponding to a particular excessive set of transverse coordinates; see Proposition 5.22 in Section 5.4.


## Chapter 6. Orbital Stabilization of Point-to-Point Maneuvers

The problem of exponential stabilization, via continuous static state-feedback, of a heteroclinic orbit corresponding to a so-called point-to-point maneuver is considered. To achieve this, a specific parameterization of the motion and a particular projection operator are introduced. Roughly speaking, this allows one to "merge" the Jacobian linearization at the equilibria on the boundaries with a transverse linearization along the orbit. This, in turn, provides a method for computing stabilizing control gains offline by solving a semidefinite programming problem. The resulting nonlinear controller, which exponentially stabilizes both the orbit and the final equilibrium point, is locally Lipschitz continuous and requires no discontinuous switching.

Chapter 6 is based on [71]. The main contributions are:

- Sufficient conditions ensuring that a (locally Lipschitz continuous) feedback controller orbitally stabilizes the orbit of a known point-topoint maneuver of a nonlinear control-affine system; see Theorem 6.10 in Section 6.3.4.
- A constructive procedure allowing for the design of such feedback by solving a semidefinite programming problem; see Proposition 6.12 in Section 6.3.4.
- Arguments facilitating the generation of orbitally stable point-to-point motions of a ball rolling between any two points upon the frame of the "butterfly" robot; see Proposition 6.13 in Section 6.4


## Chapter 7. Orbital Stabilization of Cycles in Hybrid Systems

The problem of stabilizing hybrid cycles of a class of hybrid dynamical systems is considered. Moreover, a numerical framework for constructing such forced hybrid cycles of underactuated mechanical systems with jumps is also presented. Specifically, we use synchronization functions to rewrite a trajectory optimization problem, where parts of the dynamical constraints arising due to the system's underactuation are reduced to a single equation in integral form. This allows for the discretization of the planning problem
into a parametric nonlinear programming problem using some numerical quadrature.

Chapter 7 is partly based on [72]. The main contributions are:

- A statement allowing one to design an orbitally stabilizing feedback for hybrid periodic orbit of a hybrid dynamical system using semidefinite programming problem is provided; see Theorem 7.2 in Section 7.2.2.
- A series of constructive steps allowing one to effectively search for hybrid periodic orbits of a class of underactuated hybrid mechanical systems using nonlinear programming; see Section 7.3.


## Chapter 8. Robust Orbital Stabilization via Sliding Mode Control

We present a method that allows one to add a robustifying feedback extension to an existing feedback orbitally stabilizing trivial or periodic orbits. The approach utilizes the sliding-mode control (SMC) methodology. Thus, if found, the feedback extension can be applied as to completely compensate for any model uncertainties and external disturbances satisfying a matching condition. The main contribution of the chapter is a constructive procedure for designing the time-invariant switching function used in the SMC synthesis. More specifically, in the case of a periodic orbit, its zero-level set (the sliding manifold) is designed using a real Floquet-Lyapunov transformation to locally correspond to an invariant subspace of the Monodromy matrix of a transverse linearization. This ensures asymptotic stability of the periodic orbit when the system is confined to the sliding manifold sufficiently close to the orbit.

Chapter 8 is based on [73]. The main contributions are:

- A procedure and conditions allowing for the robustification of a known controller which exponentially stabilizes an equilibrium point; see Lemma 8.2 and Proposition 8.6 in Section 8.2.
- A procedure and conditions allowing for the robustification of an existing controller which exponentially stabilizes a periodic orbit; see Theorem 8.21 and Proposition 8.27 in Section 8.4.


### 1.3 Notation

## Sets

We denote by $\mathbb{R}, \mathbb{R}_{\geq 0}$ and $\mathbb{R}_{>0}$ the set of real numbers, the nonnegative reals and the strictly positive reals, respectively. We use $\mathbb{R}^{n \times m}$ (resp. $\mathbb{C}^{n \times m}$ ) to denote the set of all real (resp. complex) $n \times m$ matrices, with $\mathbb{R}^{n}=\mathbb{R}^{n \times 1}$; $\mathbb{M}^{n}$ is the set of all real, symmetric $n \times n$ matrices and $\left(\mathbb{M}_{\succeq 0}^{n}\right) \mathbb{M}_{\succ 0}^{n}$ the set of all real, symmetric, positive (semi-) definite matrices.

## Matrix and vector notation

For column vectors $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}^{m}$, we use $\operatorname{col}(x, y)=\left[x^{\top}, y^{\top}\right]^{\top}$. For two points, $a, b \in \mathbb{R}^{n}$, we denote $\mathfrak{L}(a, b):=\{a+(b-a) \iota, \iota \in[0,1]\}$, i.e. the set of all points lying one the line segment connecting $a$ and $b$. We denote by $\mathbf{I}_{n}$ the $n \times n$ identity matrix; $\mathbf{0}_{n \times m}$ is used to denote an $n \times m$ matrix of zeros, with $\mathbf{0}_{n}=\mathbf{0}_{n \times n}$; while $\mathbb{1}_{n \times m}$ denotes a matrix containing only ones. $A^{\top} \in \mathbb{R}^{m \times n}$ denotes the transpose of $A \in \mathbb{R}^{n \times m}$. For a square, nonsingular matrix $A \in \mathbb{R}^{n \times n}$, we use $A^{-1}$ to denote its inverse matrix, while $A^{-\mathrm{T}}$ denotes the transpose of the inverse of $A: A^{-\mathrm{T}}=\left(A^{-1}\right)^{\mathrm{\top}}=\left(A^{\mathrm{\top}}\right)^{-1}$. We denote by $A^{\dagger} \in \mathbb{R}^{m \times n}$ the unique pseudoinverse of $A \in \mathbb{R}^{n \times m}$, which satisfies the following four properties: 1) $\left.\left.A^{\dagger} A A^{\dagger}=A^{\dagger} ; 2\right) A A^{\dagger} A=A ; 3\right)$ $\left.\left(A A^{\dagger}\right)^{\top}=A A^{\dagger} ; 4\right)\left(A^{\dagger} A\right)^{\top}=A^{\dagger} A$. The smallest and largest eigenvalues of a symmetric matrix $\Lambda \in \mathbb{R}^{n \times n}$ are denoted $\lambda_{\min }(\Lambda)$ and $\lambda_{\max }(\Lambda)$, respectively. Given $M \in \mathbb{C}^{n \times n}$, we denote by $\bar{M}$ its (element-wise) complex conjugate. We use $M \succeq 0$ to indicate that the square matrix $M$ is positive semidefinite (PSD), while it is positive definite (PD) if $M \succ 0$.

## Function notation

For a scalar function, $f$, we denote by $f^{n}(x)$ its $n$th power at $x$, i.e. $f^{2}(x)=$ $(f(x))^{2}$ (any abuse of this notation such as, e.g., the inverse $f^{-1}(f(x))=x$, will generally be clear from the context). We say that a function $f: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ is of class $\mathcal{C}^{r}$ (or $\mathcal{C}^{r}$-smooth) if all its partial derivatives are $r$-times continuously differentiable with respect to its arguments. For a mapping $h: X \rightarrow \mathbb{R}^{m}$ which is $\mathcal{C}^{k}$-smooth on its domain $X$, we also use the notation $h \in \mathcal{C}^{k}\left(X, \mathbb{R}^{m}\right)$. If $f \in \mathcal{C}^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, then we denote by $D f(x)$ its $m \times n$ Jacobian matrix evaluated at $x \in \mathbb{R}^{n}$, while if $f \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, then $D^{2} f(x)$ will be used to denote its $n \times n$ Hessian matrix at $x \in \mathbb{R}^{n}$. For $f \in \mathcal{C}^{0}(\mathbb{R}, \mathbb{R})$, we write $f(y)=O(|y|)$ (resp. $f(y)=o(|y|))$ to denote that $f$ is such that $|f(y)| /|y|$ is bounded (resp. vanishes) as $|y| \rightarrow 0$.

## Norms and distance measures

For $x, y \in \mathbb{R}^{n}$, we denote $\langle x, y\rangle=x^{\top} y=\sum_{i=1}^{n} x_{i} y_{i}$. We use $\|\cdot\|$ and $\|\cdot\|_{\Lambda}$ to denote the Euclidean norm and the $\Lambda$-weighted norm, respectively; that is, $\|x\|=\sqrt{\langle x, x\rangle}$ and $\|x\|_{\Lambda}=\sqrt{\langle x, \Lambda x\rangle}$ for any $x \in \mathbb{R}^{n}$ and some $\Lambda \in \mathbb{M}_{\succeq 0}^{n}$. For $x \in \mathbb{R}^{n}$ and $\mathcal{O} \subset \mathbb{R}^{n}$, we use the following set distance notation: $\operatorname{dist}(\mathcal{O}, x):=\inf _{y \in \mathcal{O}}\|x-y\|$. We denote the open $n$-ball of radius $\epsilon>0$ centered at $x \in \mathbb{R}^{n}$ by $\mathcal{B}_{\epsilon}(x):=\left\{y \in \mathbb{R}^{n}:\|x-y\|<\epsilon\right\}$.

## Special functions

$\operatorname{sgn}(\cdot): \mathbb{R} \rightarrow\{-1,0,1\}$ denotes the signum function; $\operatorname{sat}^{b}(\cdot): \mathbb{R} \rightarrow[a, b]$ is the saturation function with lower- and upper bounds $a$ and $b$, i.e. $\operatorname{sat}_{a}^{b}(x)=$ $\max (a, \min (x, b))$, with $\operatorname{sat}(x)=\operatorname{sat}_{-1}^{1}(x) ;$ while for some $x \in \mathbb{R}$ and $\alpha \in$ $\mathbb{R}_{\geq 0}$ we denote $\lceil x\rfloor^{\alpha}=\operatorname{sgn}(x)|x|^{\alpha}$. We use $\operatorname{atan} 2(y, x)$ to denote the fourquadrant arctangent function.

## Differential equations, differentiation and linearization notation

For a system of ordinary differential equations, $\dot{x}(t)=f(x(t))$, where the independent variable $t$ represents time, we denote $\dot{x}(t)=\frac{d}{d t} x(t)$. We will commonly abuse notation and write $x=x(t)$. We will also some times use $x(t)$ (or $x(\cdot)$ ), as well as $x\left(t ; x_{0}\right)$, to denote a solution satisfying $x\left(t_{0}\right)=x_{0}$, whenever this is clear from the context.

If the vector-valued function $\chi=\chi(t) \in \mathbb{R}^{n}$ is the state of a smooth dynamical system, i.e. $\dot{\chi}=h(\chi)$, then $\boldsymbol{\delta}_{\chi}=\boldsymbol{\delta}_{\chi}(t) \in \mathbb{R}^{n}$ is used to denote the state of the linearization (first-order approximation) of the dynamics of $\chi(\cdot)$ about some nominal solution. This nominal solution, normally one upon an orbit, is generally clear from the context.

If $s \mapsto h(s)$ is differentiable at $s \in \mathcal{S} \subseteq \mathbb{R}$, then we use $h^{\prime}(s)=\frac{d}{d s} h(s)$.

## Chapter 2

## Preliminaries: The Stability of Orbits

In this chapter, we present some preliminary concepts in relation to the stability of orbits of autonomous systems. We introduce different types of orbits and study their properties. We then compare the stability definitions of Lyapunov, Poincaré and Zhukovsky in regard to the problem of quantifying the stability of orbits. We also briefly review some classical methods and tools for assessing their stability, including the use of linearizations and characteristic exponents, Poincaré sections and first-return maps. Furthermore, we introduce the moving coordinate systems of Zubov and Urabe, leading to the theory of transverse coordinates and the concept of a transverse linearization, as well as study the extensions of this theory obtained by Leonov.

### 2.1 Orbits of autonomous systems

Consider an autonomous system of ordinary differential equations:

$$
\begin{equation*}
\dot{x}=f(x) \tag{2.1}
\end{equation*}
$$

Here $x=x(t) \in \mathbb{R}^{n}$ denotes the states at time $t \in \mathbb{R}_{\geq 0}$, the state space is $\mathbb{R}^{n}$ and $\dot{x}(t)=\frac{d}{d t} x(t)$. It will be assumed that the vector field $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is $\mathcal{C}^{2}$ everywhere on $\mathbb{R}^{n}$, such that both the local existence and uniqueness of the solutions of (2.1) are ensured by the Picard-Lindelöf theorem [74].

Let $x_{\star}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n}$ denote a solution of the dynamical system (2.1), that is $\dot{x}_{\star}(t)=f\left(x_{\star}(t)\right)$, which is well defined for all $t \geq 0$. We will refer
to the curve the solution traces out as it evolves in time-state space as its trajectory, while the state curve obtained from its projection upon state space, given by the set

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n}: x=x_{\star}(t), t \in \mathbb{R}_{\geq 0}\right\} \tag{2.2}
\end{equation*}
$$

will be referred to as its orbit ${ }^{1}[24,25,74]$. Whereas the trajectory is associated with both the solution $x_{\star}(\cdot)$ and the initial time instant $t_{0}$, the corresponding orbit is inherently time-invariant and therefore completely insensitive to shifts in time. Indeed, this can be readily seen by noting that, for any $\tau \geq 0$, it still holds that $\dot{x}_{\star}(t+\tau)=f\left(x_{\star}(t+\tau)\right)$, with $x_{\star}(t+\tau)$ consequently an alternative (time) parameterization of $\mathcal{O}$.

The time-insensitivity of autonomous systems with a locally Lipschitz right-hand side can also be used to derive another key property of their orbits: they cannot have any self-intersections. This is just a straightforward consequence of the uniqueness of solutions and that, if $y=z \in \mathcal{O}$, then evidently $f(y)=f(z)$. Hence for (2.1), there exists one, and only one, orbit passing through a point $x \in \mathbb{R}^{n}$ [24, Thm. 4.1].

As orbits are defined by the solutions upon them, the behaviors of their defining solutions can be used to classify orbits into certain families. Such families ranges from those corresponding to chaotic or aperiodic behaviors, such as strange attractors [75-77], chaotic modes [78], and invariant (limit) tori $[26,79]$; to the more familiar types of behaviors such as the following four types of orbits (see also Figure 2.1), which are of more relevance to this thesis:

- Trivial (or fixed) orbits: An orbit which consists of a single point, namely, an equilibrium point $x_{e} \in \mathbb{R}^{n}$ of (2.1), i.e. $f\left(x_{e}\right) \equiv \mathbf{0}_{n \times 1}$;
- Periodic orbits (or cycles): A nontrivial orbit whose defining solutions are periodic; that is, there exists some $T>0$, such that $x_{\star}(t+T)=$ $x_{\star}(t)$ and $\left\|f\left(x_{\star}(t)\right)\right\| \neq 0$ for all $t \geq 0 ;$
- Heteroclinic orbits: An orbit whose limit points corresponds to two distinct fixed points of a dynamical system;
- Homoclinic orbits: A nontrivial orbit which approaches the same fixed point in both forward- and negative time.

[^2]

Figure 2.1: Illustration of various planar orbits of a second-order scalar system.

Both trivial- and periodic orbits are examples of closed orbits, as if the the system is initialized at a point on the orbit, then its states will eventually return to this point within a finite amount of time. We say that a closed orbit is isolated if there are no other closed orbits in its immediate vicinity. Of particular note are limit cycles, which are isolated non-trivial periodic orbits [76, 77, 80]. We say that a limit cycle is stable (resp. unstable) if it is the limit set of all its neighboring orbits in forward (resp. reverse) time.

Unlike fixed- and periodic orbits, a heteroclinic- and homoclinic orbit of a system with a locally Lipschitz right-hand side cannot be closed, as by starting within its interior, the equilibrium point(s) on the boundaries can only be reached within an infinite (forward- or reverse) amount of time. For such orbits, the point which is reached in an infinite reverse (or backward) amount of time, i.e. its "starting point", is referred to as an $\alpha$-limit point, whereas its $\omega$-limit point is the point which is reached in an infinite (forward) amount of time, i.e. its "end point".

Since the main aim of this thesis is to provide methods for stabilizing certain types of orbits, we need to define what we mean when we speak of the stability of an orbit. We therefore introduce three basic stability notions in the next section, and briefly discuss their strengths and limitations in regard to different types of orbits.

### 2.2 Lyapunov- vs Orbital- vs Zhukovsky stability

There exist a variety of different definitions of stability, intended for specific application or to capture certain peculiarities in behaviors of the solutions of dynamical systems; see, e.g., [23, 26, 40, 44, 75, 76, 81, 82]. Regardless of this variety, for autonomous systems there are three fundamental definitions which remain the basic ones: Lyapunov stability [83], Orbital (Poincaré) stability [84] and Zhukovsky stability [85]. Among these three stability notions, it is Lyapunov's definition which is the most widely known
and commonly used, insofar that is has become almost synonymous with the notion of stability altogether. While it may be applied to a variety of different sets and systems, we state it here in terms of a specific solution of an autonomous system:

Definition 2.1. (Lyapunov stability) A solution $x_{\star}(t)$ of (2.1) is said to be

1. (Lyapunov) stable if, for any $\epsilon>0$, there exists a $\delta=\delta(\epsilon)>0$, such that for all solutions $x\left(\cdot ; x_{0}\right), x\left(0 ; x_{0}\right)=x_{0}$, of (2.1) satisfying $\left\|x_{0}-x_{\star}(0)\right\|<\delta$, it is implied that $\left\|x\left(t ; x_{0}\right)-x_{\star}(t)\right\|<\epsilon$ for all $t \geq 0$;
2. Asymptotically (Lyapunov) stable, if it is stable (in Lyapunov's sense), and, moreover, $\left\|x\left(t ; x_{0}\right)-x_{\star}(t)\right\| \rightarrow 0$ as $t \rightarrow \infty$;
3. Exponentially (Lyapunov) stable if there exist positive constants $\delta, C, \lambda$ such that $\left\|x_{0}-x_{\star}(0)\right\|<\delta$ implies $\left\|x\left(t ; x_{0}\right)-x_{\star}(t)\right\| \leq C \exp (-\lambda t)$ for all $t \geq 0$.

This notion of stability therefore requires trajectories to stay close not only in state space, but to also do so in a form of synchrony as they evolve in time. The requirement of such a time-related synchrony is obviously too stringent for certain behaviors, making Lyapunov's notion ill-suited as a way of characterizing stability in some cases. For instance, a solution upon a non-trivial periodic orbit cannot be asymptotically stable in the sense of Lyapunov (see, e.g., [28] or Theorem 81.1 in [23]), even though the orbit itself is. Indeed, this well-known fact can be derived simply by noting that, due to the system's autonomy, if one shifts a solution in time, then one obviously just obtains a new, phase-shifted solution which traces out the same curve (orbit) in state space. As a consequence, the original solution and its phaseshifted counterpart can never intersect each other, and thus the distance between them can never go to zero. More technically, this corresponds to the fact that, for any $y_{0}, z_{0} \in \mathcal{O}_{p}$ satisfying $0<\left\|y_{0}-z_{0}\right\|<\delta$, both $x\left(\cdot ; y_{0}\right)$ and $x\left(\cdot ; z_{0}\right)$ remain on $\mathcal{O}_{p}$ for all $t \geq 0$, but $\left\|x\left(t ; y_{0}\right)-x\left(t ; z_{0}\right)\right\| \geq \bar{\epsilon}(\delta)>0$ even as $t \rightarrow \infty$, regardless of how small $\delta$ is taken.

In such cases, a more well suited notion of stability is the one introduced by Poincaré [84], commonly referred to as orbital- or Poincaré stability. Essentially, rather than looking at the distance between the perturbed solutions and the nominal one as they evolve in time as in Lyapunov's definition, one instead looks at the distance of perturbed solutions to the nominal orbit (2.2) using the set-distance measure

$$
\begin{equation*}
\operatorname{dist}(\mathcal{O}, x):=\inf _{y \in \mathcal{O}}\|x-y\| \tag{2.3}
\end{equation*}
$$



Figure 2.2: Illustration of two trajectories which remain close in space but where the perturbed, blue trajectory $x(\cdot)$ at time $t_{2}$ has "run away from" the nominal, red trajectory $x_{\star}(\cdot)$. This can be resolved by introducing a homeomorphism $\tau$ : $\mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ which effectively also "aligns" the trajectories at all time moments.

Thus orbital stability of a solution just means the (Lyapunov) stability of the orbit it defines. Its definition follows [23-28, 44].

Definition 2.2. (Orbital stability) A solution $x_{\star}(t)$ of (2.1) is said to be

1. Orbitally stable if, for any $\epsilon>0$, there exists a $\delta=\delta(\epsilon)>0$, such that for all solutions $x\left(\cdot ; x_{0}\right), x\left(0 ; x_{0}\right)=x_{0}$, of (2.1) satisfying $\operatorname{dist}\left(\mathcal{O}, x_{0}\right)<$ $\delta$, it is implied that $\operatorname{dist}\left(\mathcal{O}, x\left(t ; x_{0}\right)\right)<\epsilon$ for all $t \geq 0$;
2. Asymptotically orbitally stable, if it is orbitally stable, and, moreover, $\operatorname{dist}\left(\mathcal{O}, x\left(t ; x_{0}\right)\right) \rightarrow 0$ as $t \rightarrow \infty$;
3. Exponentially orbitally stable if there exist positive constants $\delta, C, \lambda$ such that $\operatorname{dist}\left(\mathcal{O}, x_{0}\right)<\delta$ implies $\operatorname{dist}\left(\mathcal{O}, x\left(t ; x_{0}\right)\right) \leq C \exp (-\lambda t)$ for all $t \geq 0$.

As previously stated, one may consider orbital stability simply as the Lyapaunov stability of the orbit $\mathcal{O}$ instead of one of its defining solutions $x_{\star}(\cdot)$, thus ignoring the (time) parameterization altogether. As seen in Figure 2.2, this directly avoids the aforementioned problem of trajectories never converging to-, or even "running away from" a nominal trajectory as time evolves, even though they remain arbitrarily close, or eventually converge to the nominal trajectory's orbit in state space.

Figure 2.2 also illustrates another way to resolve the problem of timeparameterized trajectories "running away from" each other even though they remain arbitrarily close in state space: By introducing a scalar function $\tau(\cdot)$ acting as a reparametrization-a "rescaling of time"-of one (-or both) of the solutions, aligning them in space by effectively "slowing down-" or "speeding up" their evolution, thus possibly avoiding the running-away-from-each-other effect. This idea of using reparametrizations to study a
solution's stability is due to Zhukovsky [85], and is therefore commonly referred to as Zhukovsky stability [26, 76, 86]. Zhukovsky's notion of stability, which implies orbital stability, is of relevance to this thesis due to its conceptual similarities with the methods we will utilize to design orbitally stabilizing feedback controllers. ${ }^{2}$ We provide its definition next.

Definition 2.3. (Zhukovsky stability $[26,29,54,75,76]$ ) Introduce the following set of homeomorphisms:

$$
\begin{equation*}
\text { Hom }:=\{\tau(\cdot) \mid \tau:[0,+\infty) \rightarrow[0,+\infty), \tau(0)=0\} \tag{2.4}
\end{equation*}
$$

A solution $x_{\star}(t)$ of (2.1) is said to be

1. Zhukovsky stable if, for any $\epsilon>0$, there exists a $\delta=\delta(\epsilon)>0$ and a function $\tau \in$ Hom, such that for all solutions $x\left(\cdot ; x_{0}\right), x\left(0 ; x_{0}\right)=x_{0}$, of (2.1) satisfying $\left\|x_{0}-x_{\star}(0)\right\|<\delta$, it is implied that $\| x\left(\tau(t) ; x_{0}\right)-$ $x_{\star}(t) \|<\epsilon$ for all $t \geq 0 ;$
2. Asymptotically Zhukovsky stable, if it is Zhukovsky stable, and, moreover, $\left\|x\left(\tau(t) ; x_{0}\right)-x_{\star}(t)\right\| \rightarrow 0$ as $t \rightarrow \infty ;$
3. Exponentially Zhukovsky stable if there exist positive constants $\delta, C, \lambda$ and a $\tau \in$ Hom such that $\left\|x_{0}-x_{\star}(0)\right\|<\delta$ implies $\| x\left(\tau(t) ; x_{0}\right)-$ $x_{\star}(t) \| \leq C \exp (-\lambda t)$ for all $t \geq 0$.

Zhukovsky stability can therefore be seen as a middle ground between Lyapunov stability and orbital stability: it is not as strong as Lyapunov stability in general as it does not require all solutions to be aligned in the time dimension, but therefore also not as strict; yet it is stricter, and therefore also stronger than orbital stability in general, as it considers the distance to a time-scaled solution rather than the whole orbit. Indeed, we have the following string of implications:

Proposition 2.4 ([75]). For a solution $x_{\star}(\cdot)$ of (2.1), Lyapunov (asymptotic) stability implies Zhukovski (asymptotic) stability, and Zhukovski (asymptotic) stability implies orbital (asymptotic) stability.

For certain types of orbits, some of these stability notions also coincide.
Proposition 2.5 ([75]). For an equilibrium point of (2.1), the notions of Lyapunov-, orbital- and Zhukovsky stability coincide; while for a periodic orbit, the notions of orbital stability and Zhukovsky stability are equivalent.

[^3]While the notion of orbital stability of a solution, or rather the stability of its orbit, will suffice for the applications we will consider in this thesisour aim is, after all, orbital stabilization - the ideas of Zhukovsky is, as we mentioned previously, conceptually important. Indeed, we will later see in Section 2.4.2 that this idea of reparameterization of perturbed trajectories can be used to both derive and prove several statements regarding the stability of certain types of solutions and their orbits. Such statements include important results such as the Andronov-Vitt theorem [87], and its generalizations by Demidovich [88] and Leonov [54], which provide sufficient conditions stated in terms of the characteristic exponents of the linearized-, or so-called first-order variational system along the nominal solution.

### 2.3 Linearization and the first-order variational system

Linearization is one of the few general tools for analyzing the stability of solutions of nonlinear systems. It is based on the first method of Lyapunov [83], in which one attempts to study the characteristic stability properties of the nonlinear system (2.1) close to $\mathcal{O}$ by analyzing its linearization (firstorder approximation) along the nominal solution $x_{\star}(t)$. The motivation for this comes from studying the behavior of solutions to the nonlinear system for small initial perturbations $\Delta x_{0}$ away from $x_{\star}(0)$. Since the vector field $f(\cdot)$ is assumed to be (twice) continuously differentiable, the time-evolution of the perturbation stemming from $\Delta x_{0}$, which we denote $\Delta x(t):=x(t)-$ $x_{\star}(t)$, is then governed by the differential equation [25, 89]

$$
\frac{d}{d t} \Delta x=A(t) \Delta x+\Xi(t, \Delta x)
$$

Here $A(t):=D f\left(x_{\star}(t)\right)$, while

$$
\|\Xi(\cdot, \Delta x)\|=O\left(\|\Delta x\|^{2}\right) \quad \text { as } \quad\|\Delta\| \rightarrow 0
$$

which, in turn, implies $\Xi\left(t, \mathbf{0}_{n \times 1}\right)=\mathbf{0}_{n \times 1}, \partial \Xi(t, \Delta x) /\left.\partial \Delta x\right|_{\Delta x=\mathbf{0}_{n \times 1}}=\mathbf{0}_{n}$.
The first-order variational system, also referred to as the first approximation system, or even just as the linearization of (2.1) along $\mathcal{O}$, is the following linear, continuous, time-varying system [25, 74, 76, 90, 91]:

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{x}=A(t) \boldsymbol{\delta}_{x} \tag{2.5}
\end{equation*}
$$

Here the notation $\boldsymbol{\delta}_{x} \in \mathbb{R}^{n}$ may be viewed as the first-order component of any perturbations away from the nominal solution. ${ }^{3}$ Denoting by $\Phi(\cdot)$ the

[^4]state-transition matrix (STM) of the linear time-varying system (2.5), i.e. the unique fundamental matrix solution to the initial-value problem [81]
\[

$$
\begin{equation*}
\dot{\Phi}\left(t, t_{0}\right)=A(t) \Phi\left(t, t_{0}\right), \quad \Phi\left(t_{0}, t_{0}\right)=\mathbf{I}_{n} \tag{2.6}
\end{equation*}
$$

\]

then the perturbation as a function of time will be of the form

$$
\Delta x(t)=\Phi\left(t, t_{0}\right)\left[\Delta x_{0}+\int_{t_{0}}^{t} \Phi\left(t_{0}, \tau\right) \Xi(\tau, \Delta x(\tau)) d \tau\right]
$$

It therefore seems natural to attempt to study the local stability characteristics of the nominal solution by trying to assess the long-term behavior of the state-transition matrix of the variational system. That is, we want to try to extract the behavior of the solutions $x(\cdot)$ of (2.1) starting close to $\mathcal{O}$, by looking at the behavior of the solutions of (2.5), specifically their exponential growth or -decay. Since the solutions of the variational system correspond to the linearly independent columns of $\Phi$, one can for this purpose study their characteristic exponents.

Definition 2.6 (Characteristic exponent [25, 83, 89]). The number (or the symbols $\pm \infty$ ), given by the formula $\lim \sup _{t \rightarrow+\infty} \frac{1}{t} \ln \|h(t)\|$ is called the characteristic exponent of the continuous function $h:[0, \infty) \rightarrow \mathbb{R}^{n}$.

Let us, for example, consider the simplest type of orbit: an equilibrium point $x_{e} \in \mathbb{R}^{n}$ of (2.1). As is well known (see, e.g., [81, Property 4.1]), the state-transition matrix can in this case be obtained analytically using the matrix exponential [92]: $\Phi\left(t, t_{0}\right)=\exp \left(A\left(t-t_{0}\right)\right)$ where $A:=D f\left(x_{e}\right)$. It follows that the characteristic exponents of the variational system must be equal to the eigenvalues of $A$. From this, the widely known necessary and sufficient condition for the exponential stability of an equilibrium point of (2.1) can be derived [44, 74, 92]:

Proposition 2.7. An equilibrium point $x_{e} \in \mathbb{R}^{n}$ of (2.1), i.e. a trivial orbit, is locally exponentially stable if, and only if, all the eigenvalues of the Jacobian matrix $A:=D f\left(x_{e}\right)$ have strictly negative real parts. ${ }^{4}$

In the case of an equilibrium point, one can in fact extract more information from the linearization. Indeed, if the equilibrium point $x_{e}$ is exponentially stable, and therefore hyperbolic, it is implied by the HartmanGrobman theorem [74, 94, 95] that there is a homeomorphism (in fact a

[^5]diffeomorphism if $f$ is $\mathcal{C}^{2}$ [96]) between the solutions of the linearized system and those of the nonlinear system in a neighborhood of $x_{e}$. This has also been called the Principle of the Stability in the First Approximation; see [23, Thm. 28.1].

### 2.3.1 Periodic orbits and the Andronov-Vitt theorem

Unlike an equilibrium point, in the case of a periodic orbit one must also take into account the fact that, since the nominal solution is non-vanishing, so is the vector field along it. Hence, one of the characteristic exponents must always be equal to one; a fact which is readily seen by noting that $\frac{d}{d t} f\left(x_{\star}(t)\right)=A(t) f\left(x_{\star}(t)\right)$, and $\lim \sup _{t \rightarrow+\infty} \frac{1}{t} \ln \left\|f\left(x_{\star}(t)\right)\right\| \equiv 0$ as $f\left(x_{\star}(\cdot)\right)$ is everywhere bounded. It turns out, however, that the orbit's stability nevertheless may some times be determined from the remaining $(n-1)$ characteristic exponents of the variational system. This important fact follows from the Andronov-Vitt theorem [23, 25, 26, 28, 49, 76, 97].

Theorem 2.8 (Andronov-Vitt). A non-trivial, T-periodic solution $x_{\star}(t)=$ $x_{\star}(t+T)$ of (2.1) is asymptotically orbitally stable if the first-order variational system (2.5) has one simple zero characteristic exponent and the remaining $(n-1)$ characteristic exponents have strictly negative real parts.

By introducing the so-called Monodromy matrix $\mathfrak{M} \in \mathbb{R}^{n \times n}$, defined by

$$
\begin{equation*}
\mathfrak{M}:=\Phi(T, 0) \tag{2.7}
\end{equation*}
$$

then it is clear that the conditions of the Andronov-Vitt theorem may be equivalently stated in terms of the so-called characteristic multipliers, which are the eigenvalues of $\mathfrak{M}$.

Corollary 2.9. A non-trivial periodic orbit $\mathcal{O}$ is asymptotically stable if the Monodromy matrix $\mathfrak{M}$ has one eigenvalue equal to unity, and its remaining $(n-1)$ eigenvalues have magnitudes strictly less than one.

As the following theorem demonstrates, these conditions are in fact both necessary and sufficient for the exponential orbital stability of $x_{\star}(\cdot)$.

Theorem 2.10 (Hauser \& Chung [41]). A periodic orbit $\mathcal{O}$ of (2.1) is exponentially stable if, and only if, $(n-1)$ of the eigenvalues of Monodromy matrix $\mathfrak{M}:=\Phi(T, 0)$ have magnitudes which are strictly less than one.

### 2.3.2 Beyond periodic orbits: The notion of regularity

It is now natural to ask whether this property, namely the strict negativeness of $(n-1)$ of the characteristic exponents, generalizes to all bounded, nonvanishing orbits of (2.1). It turns out that this depends on the the so-called regularity of the corresponding variational system [23, 54, 83, 88, 89].

Definition 2.11 ([23, 54, 89]). Denote by $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$ the $n$ characteristic exponents of (2.5) (its spectrum) and let $\Lambda=\sum_{i=1}^{n} \lambda_{i}$. We say the linear system (2.5) is regular if the number $\Gamma$, defined by

$$
\begin{equation*}
\Gamma=\Lambda-\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{Tr} A(\tau) d \tau \tag{2.8}
\end{equation*}
$$

is exactly equal to zero.
It was shown by Lyapunov [83] that the origin of the system

$$
\begin{equation*}
\dot{z}=\mathcal{A}(t) z+h(t, z), \quad z \in \mathbb{R}^{\bar{n}} \tag{2.9}
\end{equation*}
$$

where $\mathcal{A} \in \mathcal{C}^{0}\left(\mathbb{R}_{\geq 0}, \mathbb{R}^{\bar{n} \times \bar{n}}\right)$ is bounded, while $h \in \mathcal{C}^{1}$ satisfies $\|h(t, 0)\|=0$ and $\|\partial h(t, z) / \partial z\|=O\left(\|z\|^{v}\right)$ for $v>0$, is exponentially stable if the linear part is regular and all its characteristic exponents have negative real parts. ${ }^{5}$ It was later shown by Perron [98] that the requirement of the regularity of the linear part is substantial [89].

Examples of regular linear systems include all continuous systems with constant or periodic coefficients [89]. Due to this, it is also implied that all so-called (real) reducible systems are regular; that is, systems for which there exists a nonsingular matrix function $L: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n \times n}$, with both $L(t)$ and $\dot{L}(t)$ continuous and bounded for all $t \in \mathbb{R}_{\geq 0}$, such that the matrix $F=L(t) \mathcal{A}(t) L^{-1}(t)+\dot{L}(t) L^{-1}(t)$ is constant. Indeed, from the coordinate transformation $y(t))=L(t) z(t)$, we obtain

$$
\dot{y}=F y+L(t) h\left(t, L^{-1}(t) y\right)
$$

which is therefore regular as its linear part is constant. Hence (2.9) must be regular too due to the boundedness of $L(t)$. The following corresponds to Theorem 25 in the work of Massera [39]:

Theorem 2.12. If $\mathcal{A}$ is reducible and all the eigenvalues of $F$ have strictly negative real parts, then there is a number $M>0$, such that, for any function $h(\cdot)$ satisfying $\|h(t, z)\| \leq M\|z\|$ uniformly in $t$ in a neighborhood of the origin, the origin of (2.9) is uniformly asymptotically stable.

These results are however not directly applicable to linearizations along a bounded, non-vanishing (not necessarily periodic) solution due to the zero characteristic exponent. Nevertheless, similarly to the Andronov-Vitt theorem, Demidovich [88] showed that if the linearization is regular and

[^6]$(n-1)$ of the characteristic exponents have strictly negative real parts, then the solution is asymptotically orbitally stable. This was generalized even further by Leonov [54], which proved the following statement (in which we use the same notation as in Def. 2.11) using similar methods to those we will present in sections 2.4.2 and 2.4.3.

Theorem 2.13 ([54]). A bounded, non-vanishing solution of (2.1) is asymptotically Zhukovsky (and therefore orbitally) stable if $\lambda_{2}+\Gamma<0$.

### 2.4 Tools for assessing the stability of periodic orbits

A conclusion that can be drawn from both the Andronov-Vitt theorem, its generalization Theorem 2.13, as well as Theorem 2.10, is that the exponential stability of a periodic orbit must be equivalent to the exponential stability of some $(n-1)$-dimensional subsystem of the variational system. Indeed, the stability of the nominal orbit is in fact equivalent to the stability of the dynamics transverse to its flow-a fact which plays a key role in the proofs of many of the aforementioned statements. In this section, we will therefore briefly cover some key tools for analyzing the stability of periodic orbits which are based on studying the behavior of solutions in the directions transverse to the orbit's flow.

Let $x_{\star}(t)=x_{\star}(t+T)$ now denote a bounded, $T$-periodic solution satisfying $\left\|\dot{x}_{\star}(t)\right\|>0$ for all $t \geq 0$, and denote by

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n}: x=x_{\star}(t), t \in[0, T)\right\} \tag{2.10}
\end{equation*}
$$

the corresponding closed orbit. In the following, we will look at some methods for studying stability of $\mathcal{O}$, including the classical method of using Poincaré first-return maps (Sec. 2.4.1), the orthonormal moving coordinates systems of Zubov and Urabe (Sec 2.4.2), as well as Leonov's extension and his differential matrix inequality (Sec. 2.4.3). These methods, even though they are derived in slightly different ways, nevertheless have some strong similarities to- and interesting connections with the methods we will introduce in Chapter 4 to design orbitally-stabilizing feedback controllers.

### 2.4.1 The Poincaré first-return map and Poincaré sections

A classical approach for assessing the stability of a periodic orbit is the Poincaré first-return map $[28,55,76,84]$. Given a point $x_{\star} \in \mathcal{O}$, the main idea of this method is to constructs a smooth, $(n-1)$-dimensional hypersurface $\mathfrak{S}$, a so-called Poincaré section, which is transversal to $\mathcal{O}$ about $x_{\star}{ }^{6}$ Due

[^7]

Figure 2.3: Illustration of a Poincaré Section $\mathfrak{S}$ and the return map $\mathfrak{P}: \mathfrak{S} \rightarrow \mathfrak{S}$.
to the continuous dependence of solutions upon the initial conditions (on a finite time interval) [25, 44, 80], there will always be a sufficiently small region $\mathfrak{S}_{0} \subset \mathfrak{S}$ of $x_{\star}$, such that all solutions crossing $\mathfrak{S}_{0}$ will eventually intersect $\mathfrak{S}$ again within a finite amount of time. This means that for any solution of $x(\cdot)=x\left(\cdot ; x_{0}\right)$ of (2.1) that satisfies $x_{0} \in \mathfrak{S}_{0}$, there is a mapping $\mathfrak{P}: \mathfrak{S}_{0} \rightarrow \mathfrak{S}$ from which one can retrieve the point of first return where $x(\cdot)$ intersects $\mathfrak{S}$ again.

The function $\mathfrak{P}(\cdot)$, which is illustrated in Figure 2.3, is the so-called Poincaré first-return map. It defines a discrete system, given by the difference equation

$$
\begin{equation*}
x_{\mathfrak{S}}[i+1]=\mathfrak{P}\left(x_{\mathfrak{S}}[i]\right), \quad x_{\mathfrak{S}}[\cdot] \in \mathfrak{S}, \tag{2.11}
\end{equation*}
$$

where $x_{\mathfrak{S}}[i]$ is the point of the $i$-th intersection with the surface $\mathfrak{S}$ of some trajectory $x(\cdot)$ of (2.1). Naturally, $x_{\star}$ is a fixed point of the Poincaré map $\mathfrak{P}(\cdot)$, such that the stability of the orbit $\mathcal{O}$ can be determined by studying the stability of the fixed point $x_{\star}$ of the difference equation (2.11). Indeed, it is well known that $\mathcal{O}$ is (asymptotically) stable if, and only if, $x_{\star} \in \mathfrak{S}$ is a (asymptotically) stable fixed point of the the map $\mathfrak{P}(\cdot)$ [74, Lemma 12.2]. Moreover, the exponential stability of $\mathcal{O}$ can be verified by linearizing the map $\mathfrak{P}$ at $x_{\star}$ and checking that all the characteristic multipliers (the eigenvalues of its differential $d \mathfrak{P}$ ) lie strictly inside the complex unit circle [55, 74] (cf. Theorem 2.10). Note here that these multipliers are equivalent to $(n-1)$ of the eigenvalues of the Monodromy matrix (see (2.7)).

While Poincaré maps have been successfully applied as a control designtool for various applications in the literature (see, e.g., the notion of controlled Poincaré maps in [76], or its application to the stabilization of hybrid cycles in [99]; see also the references in [55]), the technique's discrete nature does not allow one to properly analyze the stability properties along the whole orbit, thus limiting its use for constructive (orbitally stabilizing) feedback design [55, 57]. Indeed, as Poincaré map-based analysis only provides information about the contraction (or expansion) of the first-return points upon the chosen Poincaré section, it does not provide a continuous representation of the dynamical system's behavior along the whole orbit. Furthermore, the Poincaré map can seldom be found analytically, and its construction, which generally must be done for the closed-loop system, will require integrating over the whole periodic, and can therefore often be numerically expensive.

However, some of the shortcomings of the Poincaré map-technique, such as only being applicable to periodic orbits and not providing a continuous representation along the whole orbit, can be overcome by exploiting the idea of the Poincaré section. Suppose, for instance, that rather than having the hyperplane transverse to a single, fixed point on the orbit, we instead "force" the Poincaré section to continuously evolve along its flow while still staying transverse to it. As we will see, such an object, coined a moving Poincaré section by Leonov [54], allows one to study the behavior of perturbed trajectories along whole orbit by defining a coordinate system upon these sections. One can therefore study the stability of the orbit by studying just the transversal components of these perturbed trajectories which lie upon the moving Poincaré section.

### 2.4.2 The moving coordinate systems of Zubov and Urabe

Our aim will now be to obtain a continuous representation of the system's behavior and stability characteristic within some tubular neighborhood the periodic orbit. For this purpose, we will in this section consider the similar methods introduced separately by Zubov [27] and Urabe [24, 49] (see also [23, 25, 41, 91]), whereas in Section 2.4 .3 we will consider the extensions and generalizations of this approach obtained by Leonov [26, 54, 59]. Note that similar types of approaches were also utilized by Borg [50], and later by Hartman and Olech [51] to provide similar conditions for the asymptotic orbital stability of a periodic solution.

The key idea which is used in the derivation of these methods is many ways similar to concept of reparameterizations of trajectories as in the definition of Zhukovsky stability (see Definition 2.3). Roughly speaking,
by aligning perturbed trajectories with the nominal one in state space using a reparametrization, one can introduce a moving coordinate system where $(n-1)$ of the corresponding coordinates span the space which is directly orthogonal to the orbit's flow. Thus a continuous representation of the transversal components of any small perturbation away from the periodic orbit is obtained. This, in turn, allows one to assess the orbit's stability characteristics through the study of the corresponding transverse dynamics - the dynamics of the $(n-1)$ orthogonal (transverse) coordinates. Moreover, from the corresponding transverse linearization, which is short for the linearization of the transverse dynamics [41, 55], one can possibly determine the exponential (in-)stability of the orbit as well.

## Constructing a moving Poincaré section

In order to construct such a coordinate system, we first denote $f_{\star}(t):=$ $f\left(x_{\star}(t)\right)$, and define the hyperplane

$$
\hat{\Pi}_{t}:=\left\{x \in \mathbb{R}^{n}: f_{\star}^{\top}(t)\left(x-x_{\star}(t)\right)=0\right\} .
$$

Since $f(\cdot)$ is twice continuously differentiable, the curvature along the curve traced out by the nominal (bounded) solution must necessarily be bounded. We can therefore always find some number $\delta>0$ such that the parts of the hyperplanes $\hat{\Pi}_{t}, t \in[0, T)$, which are contained within an open, tubular $\delta$-neighborhood of the orbit $\mathcal{O}$,

$$
\mathcal{T}_{\delta}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(\mathcal{O}, x)<\delta\right\}
$$

are all disjoint. That is, by defining, for some $\delta>0$, the hypersurface

$$
\begin{equation*}
\Pi_{t}:=\hat{\Pi}_{t} \cap \mathcal{T}_{\delta} \tag{2.12}
\end{equation*}
$$

then $\hat{\Pi}_{t_{1}} \cap \hat{\Pi}_{t_{2}}=\emptyset$ for all $t_{1}, t_{2} \in[0, T), t_{1} \neq t_{2}$.
Since the family of hyperplanes defined by $\Pi_{t}$ continuously evolve along with the flow of the orbit, the surfaces $\Pi_{t}$ therefore correspond to a moving Poincaré section as defined in [54]; see also [55].

## Reparametrization à la Zhukovsky

Our aim will now be to construct a coordinate system upon the moving Poincaré section $\Pi_{t}$ in which the resulting coordinates, whose origin correspond to the orbit, continuously evolve upon- and span this section as it evolves along $\mathcal{O}$. As a consequence, the orbital stability of the nominal solution - or equivalently, the stability of the orbit itself - can be determined from the stability of the origin of this coordinate system.

To this end, let $x(t)=x\left(t ; x_{0}\right)$ denote a solution of (2.1). For the sake of simplicity, and without loss of generality, we will slightly abuse notation and take the starting point of the nominal time-parameterized solution $x_{\star}(\cdot)$ upon $\mathcal{O}$ such that $x_{0}=x(0) \in \Pi_{0}$. At some time instant, we then define the function

$$
\begin{equation*}
y_{\perp}(t):=x(\tau(t))-x_{\star}(t), \tag{2.13}
\end{equation*}
$$

where $\tau \in$ Hom is such that $x(\tau(t)) \in \Pi_{t}$, with the set Hom as defined in (2.4). Now, due to the continuous dependence of solutions upon the initial conditions, together with the continuous differentiability of $\Pi_{t}$, the following can be inferred: If $x_{0} \in \Pi_{0}$, and therefore $\left\|x_{\mathbf{0}}-x_{\star}(0)\right\|<\delta$, then we can always find a $\mathcal{C}^{1}$ function $\tau \in$ Hom and a time instant $\hat{t} \in \mathbb{R}_{>0}$, such that $x(\tau(t)) \in \Pi_{t}$ for all $t \in[0, \hat{t})$; see also, e.g., [54, Lemma 1].

As a consequence, in the particular case when $x_{\star}(\cdot)$ is Zhukovsky stable (see Def. 2.3), we can, for $\left\|y_{\perp}(0)\right\|$ sufficiently small, let $\hat{t} \rightarrow \infty$, such that $y_{\perp}(t)$ then is well defined on whole of $\mathbb{R}_{\geq 0}$. The following statement, corresponding to Lemma 2 in [54], summarizes the above.

Lemma 2.14. If the solution $x_{\star}(\cdot)$ is stable in the sense of Zhukovski, then there exists a real number $\delta>0$, such that for any solution $x(t)=x\left(t ; x_{0}\right)$ of (2.1) satisfying $x_{0} \in \Pi_{0} \subset \mathcal{T}_{\delta}$, there is a $\mathcal{C}^{1}$ function $\tau \in$ Hom such that $x(\tau(t)) \in \Pi_{t}$ for all $t \geq 0$.

Here the condition that $x(\tau(t)) \in \Pi_{t}$ for all $t \geq 0$ of course, in turn, implies that the function $y_{\perp}(t)$, defined by (2.13), is well defined on $\mathbb{R}_{\geq 0}$.

Even in the absence of Zhukovski stability, we can utilize the function $y_{\perp}(\cdot)$ to study the orbit's stability characteristics, though of course $y_{\perp}(\cdot)$ might not then be well defined for all $t \geq 0$. Indeed, we may in this case nevertheless always take $\delta>0$ sufficiently small as to guarantee that $\hat{t}$ exceeds the solution's period $T$; see Lemma 4.1 [26].
Derivation of the transverse dynamics
Suppose now that the function $y_{\perp}(t)$ given by (2.13) is well defined on $\hat{\mathcal{T}}:=[0, \hat{t})$ for some $\hat{t} \geq T>0$. By the definition of $\Pi_{t}$, this implies

$$
f_{\star}^{\boldsymbol{\top}}(t) y_{\perp}(t)=0
$$

for all $t$ in $[0, T)$. It follow that, at any time instant inside $\hat{\mathcal{T}}$, the relation

$$
\begin{equation*}
\dot{f}_{\star}^{\top}(t) y_{\perp}(t)+f_{\star}^{\top}(t) \dot{y}_{\perp}(t)=0 \tag{2.14}
\end{equation*}
$$

holds. Here both $\dot{f}_{\star}(t)=A(t) f_{\star}(t)=D f\left(x_{\star}(t)\right) f_{\star}(t)$ and

$$
\dot{y}_{\perp}(t)=(f \circ x \circ \tau)(t) \dot{\tau}(t)-f_{\star}(t)
$$

are easily derived using the chain rule. Inserting this into (2.14), we obtain

$$
\begin{equation*}
\dot{\tau}=\frac{\left\|f_{\star}(t)\right\|^{2}-\dot{f}_{\star}^{\top}(t) y_{\perp}(t)}{f_{\star}^{\top}(t) f\left(y_{\perp}(t)+x_{\star}(t)\right)}, \tag{2.15}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\dot{y}_{\perp}=\frac{\left\|f_{\star}(t)\right\|^{2}-\dot{f}_{\star}^{\top}(t) y_{\perp}}{f_{\star}^{\top}(t) f\left(y_{\perp}+x_{\star}(t)\right)} f\left(y_{\perp}+x_{\star}(t)\right)-f_{\star}(t), \quad f_{\star}^{\top}(t) y_{\perp}=0 \tag{2.16}
\end{equation*}
$$

Notice here that, even though $y_{\perp} \in \mathbb{R}^{n}$, this system is of order $(n-1)$ due to the orthogonality constraint $f_{\star}^{\top}(t) y_{\perp}=0$. This motivates searching for an equivalent set of coordinates of reduced order as to directly circumvent this orthogonality condition altogether.

## Constructing an orthonormal coordinate system

In order to find such reduced-order coordinates, let the $\mathcal{C}^{1}$ matrix-valued function $N_{\perp}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n \times(n-1)}$ be such that $N(t):=\left[f_{\star}(t) /\left\|f_{\star}(t)\right\|, N_{\perp}(t)\right]$ is an orthonormal matrix for all $t \geq 0$, i.e. $N^{-1}(t)=N^{\top}(t)$. It can easily be verified that

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{f_{\star}(t)}{\left\|f_{\star}(t)\right\|}\right) & =\left(\mathbf{I}_{n}-\frac{f_{\star}(t) f_{\star}^{\top}(t)}{\left\|f_{\star}(t)\right\|^{2}}\right) A(t) \frac{f_{\star}(t)}{\left\|f_{\star}(t)\right\|} \\
\dot{N}_{\perp}(t) & =-\left(I_{n}-N_{\perp}(t) N_{\perp}^{\top}(t)\right) A^{\top}(t) N_{\perp}(t)
\end{aligned}
$$

With this in mind, we consider now the transformation

$$
\begin{equation*}
y_{\perp}(t)=N_{\perp}(t) z_{\perp}, \quad z_{\perp}(t) \in \mathbb{R}^{n-1} \tag{2.17}
\end{equation*}
$$

which evidently is equivalent to $x(\tau(t))=x_{\star}(t)+N_{\perp}(t) z_{\perp}(t)$. Thus $z_{\perp}(t)$ acts as coordinates upon the moving Poincaré section $\Pi_{t}$, whose coordinate axes correspond to the columns of $N_{\perp}$. Differentiating both sides of (2.17) and using (2.16), together with the fact that $\left\|N_{\perp}^{\top}(t) f_{\star}(t)\right\|=0$, we obtain

$$
\begin{equation*}
\dot{z}_{\perp}=N_{\perp}^{\top}(t) \frac{\left\|f_{\star}(t)\right\|^{2}-\dot{f}_{\star}^{\top}(t) N_{\perp}(t) z_{\perp}}{f_{\star}^{\top}(t) f\left(N_{\perp}(t) z_{\perp}+x_{\star}(t)\right)} f\left(N_{\perp}(t) z_{\perp}+x_{\star}(t)\right)-N_{\perp}^{\top}(t) \dot{N}_{\perp}(t) z_{\perp} \tag{2.18}
\end{equation*}
$$

where we also have used $N_{\perp}^{\dagger}:=\left(N_{\perp}^{\top} N_{\perp}\right)^{-1} N_{\perp}^{\top}=N_{\perp}^{\top}(t)$.
Clearly, due to the definition of the function $y_{\perp}$ (see (2.13)) and the transformation (2.17), the characteristic stability properties of the systems (2.16) and (2.18), besides being equivalent to each other, are also inherently linked to the orbit's local stability characteristics. The following statement, which can be derived from Theorem 25 in [27], clearly demonstrates this fact.

Proposition 2.15. The orbit $\mathcal{O}$ is (asymptotically) stable for (2.1) if, and only if, the origins of the systems (2.16) and (2.18) are (asymptotically) stable.

In order to asses the exponential stability of the periodic orbit $\mathcal{O}$, we can attempt to linearize the transverse dynamics (2.16) and (2.18) along the orbit's flow. This gives rise to another type of linearization than the one considered in Section 2.3, commonly referred to as a transverse linearization.

## Transverse linearization

Consider again (2.16). As shown in [26, 54], we can, for $x$ sufficiently close to $\mathcal{O}$, expand the right-hand side of (2.16) as to rewrite it in the following equivalent form (see also [59] for further details):

$$
\begin{equation*}
\dot{y}_{\perp}=A_{\perp}(t) y_{\perp}+O\left(\left\|y_{\perp}\right\|^{2}\right), \quad f_{\star}^{\top}(t) y_{\perp}=0 . \tag{2.19}
\end{equation*}
$$

Here

$$
A_{\perp}(t):=\left(\mathbf{I}-\frac{f_{\star}(t) f_{\star}^{\top}(t)}{\left\|f_{\star}(t)\right\|^{2}}\right) A(t)-\frac{f_{\star}(t) f_{\star}^{\top}(t)}{\left\|f_{\star}(t)\right\|^{2}} A^{\top}(t)
$$

Similarly, for (2.18), we can utilize (2.19) together with the fact that

$$
N_{\perp}^{\top}(t) \dot{N}_{\perp}(t)=\mathbf{0}_{n-1}
$$

as to rewrite (2.18) on the following form:

$$
\begin{equation*}
\dot{z}_{\perp}=\mathcal{A}_{\perp}(t) z_{\perp}+O\left(\left\|z_{\perp}\right\|^{2}\right), \quad \mathcal{A}_{\perp}(t):=N_{\perp}^{\top}(t) A(t) N_{\perp}(t) \tag{2.20}
\end{equation*}
$$

The linearizations of (2.19) and (2.20), namely their first-order approximation systems, can therefore readily be obtained. For (2.19) this obviously corresponds to the following linear-periodic system of differential-algebraic equations:

$$
\begin{align*}
\dot{\boldsymbol{\delta}}_{y_{\perp}} & =A_{\perp}(t) \boldsymbol{\delta}_{y_{\perp}}  \tag{2.21a}\\
0 & =f_{\star}^{\top}(t) \boldsymbol{\delta}_{y_{\perp}} \tag{2.21b}
\end{align*}
$$

while for (2.20), it is given by

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{z_{\perp}}=\mathcal{A}_{\perp}(t) \boldsymbol{\delta}_{z_{\perp}} \tag{2.22}
\end{equation*}
$$

Since these two linear system are related through the orthonormal coordinate transformation (2.17), their characteristic exponent are necessarily equivalent. Moreover, using e.g. Lemma 2.1 in [25], we can further relate this back to the characteristic exponents of the variational system (2.5).

Indeed, one can easily verify that if $\boldsymbol{\delta}_{x}(t)$ is a solution to the variational system (2.5), then

$$
\begin{equation*}
\boldsymbol{\delta}_{y_{\perp}}(t)=\left(\mathbf{I}_{n}-\frac{f_{\star}(t) f_{\star}^{\top}(t)}{\left\|f_{\star}^{\top}(t)\right\|^{2}}\right) \boldsymbol{\delta}_{x}(t) \tag{2.23}
\end{equation*}
$$

is a solution to (2.21) [29, Lemma 2], which turn relates to a solution of (2.22) through the transformation $\boldsymbol{\delta}_{y_{\perp}}(t)=N_{\perp}(t) \boldsymbol{\delta}_{z_{\perp}}(t)$. We may therefore conclude the following:

Lemma 2.16. If the periodic orbit $\mathcal{O}$ is exponentially stable, then the $(n-1)$ characteristic exponents of the variational system (2.5) with strictly negative real parts are equivalent to the $(n-1)$ characteristic exponents of the transverse linearizations (2.21) and (2.22).

Using the above lemma, it is interesting to note that one can obtain a statement analogous to the Andronov-Vitt theorem. More specifically, as one can validate (see, e.g., [54]) that the following relation always holds

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{f_{\star}(t)}{\left\|f_{\star}(t)\right\|^{2}}\right)=A_{\perp}(t) \frac{f_{\star}(t)}{\left\|f_{\star}(t)\right\|^{2}} \tag{2.24}
\end{equation*}
$$

it can be deduced that the linear, $T$-periodic system $\dot{w}=A_{\perp}(t) w$ has one simple zero characteristic exponent, whereas the remaining $(n-1)$ characteristic exponents are equivalent to those of the transverse linearization (2.21) (cf. Theorem 2.8). Therefore, by invoking Theorem 2.10, we can infer the following important fact: The exponential orbitally stability of the nominal solution is equivalent to the asymptotic stability of the transverse linearizations. Or stated even more clearly:

Theorem 2.17. The periodic orbit $\mathcal{O}$ is exponentially stable for (2.1) if, and only if, the origins of the linear, T-periodic systems (2.21) and (2.22) are asymptotically stable.

One way of assessing the asymptotic (exponential) stability of (2.21) and (2.22) is to compute their characteristic exponents and then utilize Lemma 2.16. In the case of (2.22), this is done by computing its Monodromy matrix (see (2.7)); whereas for (2.21), one computes the Monodromy matrix of the system $\dot{w}=A_{\perp}(t) w$ and disregards one of its unitary eigenvalues. Such an approach is necessarily equivalent to both the Andronov-Vitt theorem and the Poincaré first-return map, thus providing lower- and upper bounds on the (local) exponential contraction through exponents with the smallest and largest magnitudes. However, this also means that it has
the exact same drawbacks, in the sense that it does not provide continuous representation of this contraction at all points along the nominal orbit.

For this purpose, Lyapunov's second (direct) method-in which one searchers for a Lyapunov function - is better suited. Even though such a function will necessarily be time-varying when considering either of transverse dynamics, it can nevertheless be used to demonstrate the exponential stability of the orbit (see, e.g. [44, Thm. 4.10]). Moreover, in the case of the system (2.18), such a function can be derived using the corresponding transverse linearization (2.22) by solving a periodic Lyapunov differential equation (PLDE). Indeed, by combining Theorem 2.17 with the Extended Lyapunov lemma in the work of Bittanti et al. [100], we can readily state the following.

Proposition 2.18 (Periodic Lyapunov Differential Equation ). The periodic orbit $\mathcal{O}$ is exponentially stable if, and only if, for each continuous, $T$-periodic matrix-valued function $Q: \mathbb{R}_{\geq 0} \rightarrow \mathbb{M}_{\succ 0}^{(n-1)}$, the the Periodic Lyapunov differential equation,

$$
\begin{equation*}
\dot{L}_{\perp}(t)+\mathcal{A}_{\perp}^{\top}(t) L_{\perp}(t)+L_{\perp}(t) \mathcal{A}_{\perp}(t)+Q(t)=\mathbf{0}_{(n-1)} \tag{2.25}
\end{equation*}
$$

has a T-periodic, $\mathcal{C}^{1}$-smooth solution $L_{\perp}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{M}_{\succ 0}^{(n-1)} .^{7}$
If a matrix function $L_{\perp}(\cdot)$ satisfying the conditions in Proposition 2.18 exists, then $\mathcal{V}_{\perp}\left(t, z_{\perp}\right)=z_{\perp}^{\top} L_{\perp}(t) z_{\perp}$ is a Lyapunov function for (2.20), with its time derivative of the form $\dot{\mathcal{V}}_{\perp}=-z_{\perp}^{\top} Q(t) z_{\perp}+O\left(\left\|z_{\perp}\right\|^{3}\right)$. It is therefore possible to use $\mathcal{V}_{\perp}$ to not only estimate the rate of contraction at certain points about $\mathcal{O}$, but to also provide a conservative estimate of the region of attraction, given as an invariant tube enveloping $\mathcal{O}$, within which all solutions of the nonlinear system (2.1) exponential converge to $\mathcal{O}$.

A certain drawback in regard to using (2.22) and PLDE for this purpose, is that it requires the construction of the orthonormal basis $N_{\perp}(\cdot)$. The transverse linearization (2.21), on the other hand, does not require the formation of this basis; yet finding a similar condition to the PLDE to assess its exponential stability is not as straightforward due to the orthogonality constraint (2.21b). The most basic condition which takes into account this constraint is the one obtained by Borg in [50] (see also [26, 51, 101]). As we are interested in the stability of only particular solutions in this thesis, we formulate next a statement following directly from Borg's more general result:

[^8]Theorem 2.19. Suppose that for all $t \in[0, T)$ and all $\chi \in \Pi_{t}$, the following inequality is satisfied:

$$
\begin{equation*}
\frac{1}{2} \chi^{\top}\left[A_{\perp}^{\top}(t)+A_{\perp}(t)\right] \chi=\chi^{\top} A(t) \chi<0 \tag{2.26}
\end{equation*}
$$

Then the nominal periodic solution $x_{\star}(t)$ of the autonomous system (2.1) is asymptotically orbitally stable.

A further a generalization of Borg's result was later obtained by Hartman and Olech [51], requiring a less strict condition upon the right-hand side of $(2.26) .{ }^{8}$ Even still, the condition (2.26) is quite limiting in that it requires strict contraction in all directions which lie in cross sections which are orthogonal to the nominal orbit's flow. Naturally, we would like to relax this as to instead allow contraction of some ellipsoidal-shaped tube such as that which can be obtained from Proposition 2.18, rather than the circular tube corresponding to (2.26). Such a condition was obtained by Leonov (see, e.g., $[26,58]$ ), in which the orthogonality condition (2.21b) simultaneously was relaxed to just a transversality condition, thus extending it to a larger family of transverse linearizations and providing alternative ways of assessing the orbit's exponential stability.

We briefly cover Leonov's method in the next sections, although note that the derivations we present differs slightly from those in [26] as to highlight its connection with the methods we will present in Chapter 4 to construct orbitally stabilizing feedback controllers.

### 2.4.3 Leonov's method

Consider a $\mathcal{C}^{1}$ function $\pi^{\top}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ which is such that if $\mathcal{P}(t):=\pi\left(x_{\star}(t)\right)$, then $\mathcal{P}(t) f_{\star}(t)=1$ for all $t \geq 0$. Similarly to the previous section, we use this to define a hypersurface of the form

$$
\begin{equation*}
\tilde{\Pi}_{t}:=\left\{x \in \mathbb{R}^{n}: \mathcal{P}(t)\left(x-x_{\star}(t)\right)=0\right\} \cap \mathcal{T}_{\delta} \tag{2.27}
\end{equation*}
$$

with $\delta>0$ taken sufficiently small as to guarantee that the surfaces are all disjoint for any pair of different time instants on $[0, T)$. Note that, as opposed to $\Pi_{t}$ (see (2.12)), the hypersurface $\tilde{\Pi}_{t}$ is only required to be orthogonal to $\mathcal{P}(t)$, and will therefore only be transverse to $f_{\star}(t)$ in general.

Proceeding in a similar manner to the previous derivation, we let $x(t)=$ $x\left(t ; x_{0}\right)$ denote a solution to (2.1) which is such that $x_{0} \in \tilde{\Pi}_{0}$. At some time instant, we then define

$$
\begin{equation*}
x_{\perp}(t):=x(\tilde{\tau}(t))-x_{\star}(t) \tag{2.28}
\end{equation*}
$$

[^9]where $\tilde{\tau} \in$ Hom is such that $x(\tau(t)) \in \tilde{\Pi}_{t}$. Taking the $\delta$-tube $\mathcal{T}_{\delta}$ sufficiently small, we can by [26, Lemma 4.1] here as well, at least for $\left\|x_{\perp}\right\|$ sufficiently small, ensure the existence of a $\mathcal{C}^{1}$ function $\tilde{\tau} \in \operatorname{Hom}$ such that $x(\tilde{\tau}(t)) \in \tilde{\Pi}_{t}$ for all $t \in[0, T)$. Thus sufficiently close to $\mathcal{O}$, we can consider the system
\[

$$
\begin{equation*}
\dot{x}_{\perp}=\tilde{A}_{\perp}(t) x_{\perp}+O\left(\left\|x_{\perp}\right\|^{2}\right), \quad \mathcal{P}(t) x_{\perp}=0 \tag{2.29}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\tilde{A}_{\perp}(t):=\left(\mathbf{I}_{n}-f_{\star}(t) \mathcal{P}(t)\right) A(t)-f_{\star}(t) D \pi\left(x_{\star}(t)\right) . \tag{2.30}
\end{equation*}
$$

Note that the matrix function $\tilde{A}_{\perp}$ is equivalent to $A_{\perp}$ if $\mathcal{P}(t) \equiv f_{\star}^{\top}(t) /\left\|f_{\star}(t)\right\|^{2}$. It follows that the corresponding transverse linearization is given by

$$
\begin{align*}
\dot{\boldsymbol{\delta}}_{x_{\perp}} & =\tilde{A}_{\perp}(t) \boldsymbol{\delta}_{x_{\perp}}  \tag{2.31a}\\
0 & =\mathcal{P}(t) \boldsymbol{\delta}_{x_{\perp}} \tag{2.31b}
\end{align*}
$$

Combing Theorem 2.17 with Theorem 4.2 in [26] we obtain the following.
Theorem 2.20. The exponential stability of the periodic orbit $\mathcal{O}$ of (2.1) is equivalent to the exponential stability of the origin of (2.31).

Recall now one of our current goals: to construct a method for assessing the stability of (2.31), or equivalently that of (2.21), similar to how the PLDE can be used in regard to the reduced-order coordinates (see Proposition 2.18). For this purpose, we consider next the method proposed in [26] (see also [58]), which can be used to derive both the Andronov-Vitt theorem, as well as Borg's condition (and even more still; see [26]).

Let $\lambda: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ denote a continuous, $T$-periodic scalar function, and consider a bounded, $T$-periodic matrix-valued function $W: \mathbb{R}_{\geq 0} \rightarrow \mathbb{M}^{n}$ which is $\mathcal{C}^{1}$ and nonsingular for all $t \geq 0$. Suppose that for all $t \in[0, T)$ and all $\chi \in \tilde{\Pi}_{t}$, the following inequality is satisfied:

$$
\begin{equation*}
\chi^{\top}\left[\dot{W}(t)+\tilde{A}_{\perp}^{\top}(t) W(t)+W(t) \tilde{A}_{\perp}(t)-\lambda(t) W(t)\right] \chi \leq 0 \tag{2.32}
\end{equation*}
$$

Further suppose that there exists a pair of finite sequences $\left\{\kappa_{j}\right\},\left\{t_{j}\right\}, j \in$ $J \subset \mathbb{N}$, satisfying, for all $j \in J$,

$$
\begin{equation*}
\kappa_{j}<0 \quad \text { and } \quad 0<t_{j+1}-t_{j} \tag{2.33}
\end{equation*}
$$

Then the following statement, which is a slightly simplified version of the ones found in $[26,58]$, can be stated.

Theorem 2.21. Suppose $\chi^{\top} W(t) \chi>0$ for all $t \geq 0$ and all $\chi \in \tilde{\Pi}_{t} \backslash\{0\}$, with $W$ satisfying (2.32). Further suppose that there exists a pair of sequences of the form (2.33), such that

$$
\begin{equation*}
\int_{t_{j}}^{t_{j+1}} \lambda(t) d t \leq \kappa_{j} \tag{2.34}
\end{equation*}
$$

holds for all $j \in J$. Then the nominal periodic orbit, $\mathcal{O}$, of the autonomous system (2.1) is exponentially stable.

Roughly speaking, if the conditions of Theorem 2.21 are met, then, for $x$ sufficiently close to $\mathcal{O}$, the positive semi-definite function $V:=x_{\perp}^{\top} W(t) x_{\perp}$ is exponentially decreasing on "average" when evaluated over some series of finite time intervals of the form (2.33), with the averaged rate of decay over the $j$-th interval bounded by $\kappa_{j}$. Here the transversality condition is taken into account by only requiring the inequality (2.32) to hold for $\chi \in \tilde{\Pi}_{t}$.

Later, in Section 4.6, we will further make use of the fact that ( $\mathbf{I}_{n}-$ $\left.f_{\star}(t) \mathcal{P}(t)\right) \chi=\chi$ if $\chi \in \tilde{\Pi}_{t}$, in order to instead construct from (2.32) a differential linear matrix inequality which can be solved using semi-definite programming.

## Chapter 3

## The Orbital Stabilization Problem


#### Abstract

In this chapter, we formulate the orbital stabilization problem, introduce the notion of so-called $s$-parameterized orbits, as well as provide an overview of the control structure we will later use to solve the orbital stabilization problem. We also show how certain well-known control methods can be viewed as orbital stabilization, as well as discuss certain related concepts.


### 3.1 Problem Formulation

Consider a nonlinear, time-invariant, control-affine system of the form:

$$
\begin{equation*}
\dot{x}=f(x)+B(x) u . \tag{3.1}
\end{equation*}
$$

Here $x=x(t) \in \mathbb{R}^{n}$ denotes the state vector, $\mathbb{R}^{n}$ is the state space, $\dot{x}(t)=$ $\frac{d}{d t} x(t)$, and $u \in \mathbb{R}^{m}$ is a vector of independent control inputs. For now, it will be assumed that both the vector field $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and the columns of the matrix-valued function $B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$, denoted $b_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, are at least $\mathcal{C}^{2}$-smooth (twice continuously differentiable) on $\mathbb{R}^{n}$.

In a single sentence, one may describe the orbital stabilization problem as follows: The problem of simultaneously generating and stabilizing, via time-invariant feedback, a desired (forced) orbit ${ }^{1}$ of the dynamical system (3.1). That is, to construct some mapping $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, such that closedloop system under the control law $u=k(x)$ admits the desired motion as

[^10]an asymptotically stable orbit. A preliminary assumption of the existence of such an orbit must therefore be made. In addition to its existence, will will also assume knowledge of a particular parameterization of the orbit.

### 3.1.1 The notion of an $s$-parameterized orbit

Knowledge of a triplet of functions $\left(x_{s}, u_{s}, \rho\right)$ satisfying the following properties will generally be assumed.

Assumption 3.1. Given some connected interval $\mathcal{S} \subseteq \mathbb{R}$ and a finite (possibly empty) set of isolated points $\mathcal{S}_{e} \subset \mathcal{S}$, there exist three continuous functions

$$
\begin{equation*}
x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}, \quad u_{s}: \mathcal{S} \rightarrow \mathbb{R}^{m} \quad \text { and } \quad \rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0} \tag{3.2}
\end{equation*}
$$

such that, by defining

$$
\begin{equation*}
\mathcal{F}(s):=x_{s}^{\prime}(s)=\frac{d}{d s} x_{s}(s) \tag{3.3}
\end{equation*}
$$

these functions have the following properties:
P1 $x_{s}(\cdot)$ is of class $\mathcal{C}^{2}$, while $u_{s}(\cdot)$ and $\rho(\cdot)$ are $\mathcal{C}^{1}$ on $\mathcal{S} \backslash \mathcal{S}_{e} ;$ (smoothness)
$\mathbf{P 2} \rho(s)>0$ for all $s \in \mathcal{S} \backslash \mathcal{S}_{e}$, and $\rho\left(s_{e}\right)=0$ for all $s_{e} \in \mathcal{S}_{e} ;$ (time scaling)
$\mathbf{P 3}\|\mathcal{F}(s)\|>0$ for all $s \in \mathcal{S} ; \quad$ (regularity)
$\mathbf{P} 4 x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}$ is one-to-one;
(non-self-intersecting)
P5 $\mathcal{F}(s) \rho(s)=f\left(x_{s}(s)\right)+B\left(x_{s}(s)\right) u_{s}(s)$ for all $s \in \mathcal{S}$. (feasibility)
Before further explaining the implication of each of these properties, we first note that knowledge of some functions satisfying the properties of Assumption 3.1 allows us to introduce the concept of a so-called maneuver of the dynamical system (3.1) as defined in [22]. Namely, the state-control curve

$$
\begin{equation*}
\mathcal{M}:=\left\{(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: \quad x=x_{s}(s), \quad u=u_{s}(s), \quad s \in \mathcal{S}\right\} \tag{3.4}
\end{equation*}
$$

Note, however, that since $B(\cdot)$ has been assumed to have full rank, one can always find the unique function $u_{s}(s)$ from Property $\mathbf{P} 5$ given the knowledge of the pair $\left(x_{s}(s), \rho(s)\right)$. Hence, instead of the maneuver $\mathcal{M}$, we may instead just consider its projection upon state space, namely its orbit: ${ }^{2}$

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n}: \quad x=x_{s}(s), \quad s \in \mathcal{S}\right\} \tag{3.5}
\end{equation*}
$$

[^11]As we throughout this thesis will consider various maneuvers and their orbits having a parameterization of the form as in Assumption 3.1, we give it a name:

Definition 3.2 ( $s$-parameterization). A triplet $\left(x_{s}, u_{s}, \rho\right)$ as in (3.2) having the properties described in Assumption 3.1 will be referred to as an $\left(\mathcal{C}^{1}-\right.$ smooth) $s$-parameterization of the maneuver $\mathcal{M}$ and its orbit $\mathcal{O}$.

## Properties of an $s$-parameterized orbit

Since the orbit $\mathcal{O}$ generally only exists in the presence of some control signal, we will generally refer to it as a forced orbit of the dynamical system (3.1). Due to Assumption 3.1, one can infer that it has the following properties:

- by $\mathbf{P 1}, \mathcal{O}$ is a $\mathcal{C}^{2}$-smooth, one- or zero dimensional submanifold of $\mathbb{R}^{n}$;
- by $\mathbf{P 2}$ and the regularity condition $\mathbf{P 3}$, it vanishes only for (isolated) points $s_{e}$ in a zero-measure set $\mathcal{S}_{e} \subset \mathcal{S}$ for which $\rho\left(s_{e}\right) \equiv 0$;
- by $\mathbf{P 4}, \mathcal{O}$ is an embedded submanifold of $\mathbb{R}^{n}$ and consequently has a tubular neighborhood (of some radius $\epsilon>0$ ) within which each point has a unique orthogonal projection onto $\mathcal{O}$;
- by P5, it is a controlled invariant set of (3.1), meaning that it can be rendered (positively) invariant.

Here the latter point, which corresponds to the maneuver $\mathcal{M}$ being consistent with the dynamics (3.1), can be easily verified by deriving a time parameterization of $\mathcal{M}$. Such a parameterization can be obtained by viewing the curve parameter $s=s(t)$ as a solution to the following autonomous differential equation (see P2):

$$
\begin{equation*}
\dot{s}=\rho(s) \tag{3.6}
\end{equation*}
$$

Hence, by the chain rule we have

$$
\dot{x}_{s}(s(t))=x_{s}^{\prime}(s(t)) \dot{s}(t)=\mathcal{F}(s(t)) \rho(s(t))
$$

Denoting by $x_{\star}(t):=x_{s}(s(t))$ and $u_{\star}(t):=u_{s}(s(t))$, we therefore obtain, by inserting the above into left-hand side of the expression in Property P5,

$$
\begin{equation*}
\dot{x}_{\star}(t)=f\left(x_{\star}(t)\right)+B\left(x_{\star}(t)\right) u_{\star}(t), \tag{3.7}
\end{equation*}
$$

which clearly demonstrates that $\mathcal{M}$ is consistent with the dynamics (3.1).

In the case of non-vanishing orbit, e.g. periodic ones (recall the concept of an orbit from Section 2.1), one may therefore view an $s$-parameterization as a time-scaled parameterization à la [102-104]. For instance, $x_{\star}(t)$ and $x_{s}(s(t))$ are clearly equivalent (up to a time shift) if $\rho \equiv 1$ for all $s \in \mathcal{S}$. The main difference between a time-parameterization and an s-parameterization therefore arises for orbits which vanish at certain points (i.e, orbits containing equilibrium points). Indeed, while $\left\|\dot{x}_{s}(s(t))\right\| \equiv 0$ for any $s(t) \in \mathcal{S}$ such that $\rho(s(t)) \equiv 0$, the key aspect of such an $s$-parameterization is that both Property P2 and the regularity property P3 hold, by allowing $\rho(\cdot)$ to vanish. This property is vital to our approach, as it will allow us to construct a state-dependent projection onto the maneuver, which by P1 and P5 is well-defined in a vicinity of $\mathcal{O}$.

In the case of non-vanishing orbits, it is therefore natural to ask whether there are any benefits (apart from generality of course) of considering an $s$-parameterization of the orbit (3.5) instead of just using a time parameterization? While there are admittedly no major benefits to be made beyond flexibility of the representation, there are several subtle advantages from which the control engineer may benefit. In particular, it allows one to work with a fixed interval $\mathcal{S}$, rather than an orbit-dependent time interval. The benefits of this range from an easy and compact representation of the motion, to streamlining both motion planning- and control design procedures, consequently making it both easier to construct and implement orbitally stabilizing feedback. Some of the benefits in regard to control design and -implementation will be made apparent in the examples in the next sections. To also demonstrates some of the benefits of using such a parameterization for motion planning, we consider next a simple example, after which we will properly formulate the orbital stabilization problem.

Example 3.1. Consider the second-order system

$$
\begin{aligned}
& \ddot{\theta}=-L \sin (\varphi), \\
& \ddot{\varphi}=u
\end{aligned}
$$

where $\theta, \varphi, u \in \mathbb{R}$ and $L>0$. As this system has two degrees of freedom, corresponding to $(\theta, \varphi)$, but only a single actuator, $u$, it is said to be underactuated by one degree. Our aim is to find some solution of the form $\theta_{s}(s)=\varphi_{s}(s)=a \cos (s)$ given some $a>0$, with $s=s(t) \in[0,2 \pi)$ satisfying (3.6) for some strictly positive function $\rho(\cdot)$. Due to the system's underactuation, however, the function $\rho(\cdot)$ cannot be any; rather, since

$$
\ddot{\theta}_{s}(s)=\ddot{\varphi}_{s}(s)=-a\left[\rho^{\prime}(s) \sin (s)+\rho(s) \cos (s)\right] \rho(s), \quad \rho^{\prime}(s)=\frac{d}{d s} \rho(s)
$$

we have from the above expression for $\ddot{\theta}$ that it must be the solution to

$$
\begin{equation*}
a \rho^{\prime}(s) \rho(s) \sin (s)+a \rho^{2}(s) \cos (s)-L \sin (a \cos (s))=0 \tag{3.8}
\end{equation*}
$$

whereas from $\ddot{\varphi}=u$ the corresponding nominal control input is $u_{s}(s)=$ $-L \sin (a \cos (s))$. Now, by multiplying (3.8) by $\sin (s)$, we can rewrite it as

$$
\frac{d}{d s}\left(\frac{1}{2} a \rho^{2}(s) \sin ^{2}(s)-\frac{L}{a} \cos (a \cos (s))\right)=0
$$

Hence, along any solution of the form $\theta_{s}(s)=\varphi_{s}(s)=a \cos (s)$, the relation

$$
\frac{1}{2} a \rho^{2}(s) \sin ^{2}(s)+\frac{L}{a}[\cos (a)-\cos (a \cos (s))]=0
$$

must hold for all $s \in[0,2 \pi)$. The positive solution is therefore

$$
\rho(s)=\sqrt{2 L[\cos (a \cos (s))-\cos (a)] /\left(a^{2} \sin ^{2}(s)\right)}
$$

which by utilizing L'Hôptial's rule can be shown to be strictly positive and well defined for all $s \in[0,2 \pi)$. We have thus obtained a family of such $a$-dependent $s$-parameterizations without ever having to compute the time period of the oscillations.

### 3.1.2 Formulating the orbital stabilization problem

Suppose Assumption 3.1 holds, and denote by $\mathcal{O} \subset \mathbb{R}^{n}$ the corresponding forced orbit defined by (3.5). Let $\mathcal{N}_{\delta}(\mathcal{O})$ denote a $\delta$-neighborhood of $\mathcal{O}$, defined according to

$$
\begin{equation*}
\mathcal{N}_{\mathcal{O}}(\delta):=\left\{x \in \mathbb{R}^{n}: \quad \operatorname{dist}(\mathcal{O}, x)<\delta\right\} \tag{3.9}
\end{equation*}
$$

where

$$
\operatorname{dist}(\mathcal{O}, x):=\inf _{y \in \mathcal{O}}\|x-y\|
$$

The orbital stabilization problem can then be formulated:
Problem 3.3 (The orbital stabilization problem). For (3.1), construct a control law $u=k(x)$, where $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz continuous on a sufficiently large neighborhood of $\mathcal{O}$ and $\mathcal{C}^{1}$-smooth almost everywhere therein, such that $\mathcal{O}$ is an asymptotically stable set of the closed-loop system

$$
\begin{equation*}
\dot{x}=f(x)+B(x) k(x) . \tag{3.10}
\end{equation*}
$$

Namely, for any real number $\epsilon>0$, there is a $\delta=\delta(\epsilon)>0$, such that for all solutions $x(\cdot)$ of $(3.10)$ satisfying $x\left(t_{0}\right) \in \mathcal{N}_{\delta}(\mathcal{O})$, it is implied that both

- $x(t) \in \mathcal{N}_{\epsilon}(\mathcal{O})$ for all $t \geq t_{0} \quad$ (stability),
- $\operatorname{dist}(\mathcal{O}, x(t)) \rightarrow 0$ as $t \rightarrow \infty$ (attractivity).

Remark 3.4. Most often in this thesis, we will be concerned with the problem of exponential orbital stabilization, in which we want to ensure

$$
\begin{equation*}
\operatorname{dist}(\mathcal{O}, x(t)) \leq C e^{-\lambda\left(t-t_{0}\right)} \tag{3.11}
\end{equation*}
$$

holding for all $t \geq t_{0}$ if $\operatorname{dist}\left(\mathcal{O}, x\left(t_{0}\right)\right) \leq \delta$, given some real numbers $\delta, C, \lambda>$ 0.

The essence of the orbital stabilization problem is therefore to only consider the distance to a desired forced orbit rather than the distance to a specific (time-varying) solution. Indeed, orbital stabilization is tightly linked to the notion of the orbital stability of a solution which we considered in Section 2.2.

Before we introduce some key concepts and consider a few simple examples showing some of the benefits of orbital stabilization, let us provide a brief, general overview of the methods we will use to solve the orbital stabilization problem.

### 3.2 Overview of the suggested control structure

Let an $s$-parameterization, $x_{s}: \mathcal{S} \rightarrow \mathcal{O}$, of a desired orbit $\mathcal{O}$ be given (see Def. 3.2). The (static) state-feedback control laws $u=k(x)$ we will present in this thesis for solving the corresponding orbital stabilization problem generally have a particular structure. Specifically, they can be decomposed into three separate parts:

$$
\begin{equation*}
k(x)=u_{\text {nom }}(x)+u_{f b}(x)+u_{r o b}(x) . \tag{3.12}
\end{equation*}
$$

Roughly speaking, $u_{\text {nom }}$ is a "nominal" feedback part which must be satisfying $u_{\text {nom }}\left(x_{s}(s)\right) \equiv u_{s}(s)$ for all $s \in \mathcal{S}$, and is therefore somewhat analogous to a feedforward term (it is of course not truly a feedforward due to its dependence on the system's state); $u_{f b}$ is the stabilizing feedback part, ensuring convergence to the orbit $\mathcal{O}$; while $u_{\text {rob }}$ is a (possibly discontinuous) robustifying feedback extension which can be added to compensate for uncertainties in the mathematical model or to reject unknown disturbances. A block-diagram overview of the control structure is shown in Figure 3.1.

By omitting the feedback extension $u_{\text {rob }}$, the control laws we will most commonly use throughout this thesis have the following type of structure:

$$
\begin{equation*}
u=u_{s}(p(x))+K(p(x)) e(x) \tag{3.13}
\end{equation*}
$$



Figure 3.1: Block diagram of the proposed control structures (3.12)-(3.13).

Here $x \mapsto p(x), p: \mathfrak{X} \subseteq \mathbb{R}^{n} \rightarrow \mathcal{S}$, is a so-called projection operator, which in a vicinity of the orbit projects the current states onto the orbit as to retrieve the corresponding value of the curve parameter $s$ to be used in the control law. The continuous matrix-valued function $K: \mathcal{S} \rightarrow \mathbb{R}^{m \times N}$ correspond to the feedback-gains, with $N$ either equal to $n$ or $(n-1)$; while the function $e: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ is such that its zero-level set provides an implicit representation of the orbit. For example, in the case of non-vanishing orbits (e.g. periodic ones), we will commonly use the subscript notation $e_{\perp}$, as $e$ then corresponds to a vector of so-called (excessive) transverse coordinates, which we will study in depth in Chapter 4.

Note that, since we will assume throughout this thesis that exact measurements of all the system's states are available, the implementation of a control law of the form (3.13) is straightforward in general:

Step 1: Given $x$, compute $p=p(x)$ and $e=e(x)$;
Step 2: Compute $u_{s}(p)$ and $K(p)$ (e.g. using splines or lookup tables depending on their complexity);

Step 3: Take $u=u_{s}(p)+K(p) e$.
To both motivate the use of orbital stabilization and to illustrate some of the aforementioned key concepts, will compare it to reference tracking in the next example.

Example 3.2. (The "catch-up" effect) Consider the double integrator

$$
\begin{equation*}
\ddot{q}=u, \quad q(t), u(t) \in \mathbb{R}, \quad \dot{q}=\frac{d}{d t} q . \tag{3.14}
\end{equation*}
$$



Figure 3.2: Shows the "catch-up" effect obtained for the double-integrator system in Example 3.2 under the control law (3.17) with $a=\omega=1$ and $k_{p}=k_{d}=2$.

Suppose we want the unit-mass particle $q \in \mathbb{R}$ to move in a sinusoidal fashion with amplitude $a>0$ and frequency $\omega>0$, such that the curve it traces out in state space corresponds to the following periodic orbit:

$$
\begin{equation*}
\mathcal{O}=\{(q, \dot{q})=(a \sin (\omega t), a \omega \cos (\omega t)), t \in[0,2 \pi / \omega)\} \tag{3.15}
\end{equation*}
$$

To this end, let us consider the following reference trajectory lying on $\mathcal{O}$ :

$$
\begin{equation*}
q_{\star}(t)=a \sin (\omega t) \tag{3.16}
\end{equation*}
$$

We can then define the tracking error $\epsilon(t):=q(t)-a \sin (\omega t)$ and utilize some regular reference tracking controller; for example, taking

$$
\begin{equation*}
u_{P D}=-a \omega^{2} \sin (\omega t)-k_{p} \epsilon-k_{d} \dot{\epsilon} \tag{3.17}
\end{equation*}
$$

results in the error dynamics

$$
\ddot{\epsilon}=-k_{p} \epsilon-k_{d} \dot{\epsilon}
$$

which are exponentially stable for any $k_{p}, k_{d}>0$. However, the controller (3.17) has an explicit dependence on time due to the reference signal $r(t)=$ $a \sin (\omega t)$ appearing in the computations of the error, $\epsilon$, its time derivative, as well as in the feedforward term. Thus the closed-loop system is timevarying, not autonomous. As a consequence, if we for instance start the system with, say, the initial conditions $\left(q_{0}, \dot{q}_{0}\right)=(0,-a \omega) \in \mathcal{O}$, the system
will experience a "catch-up" effect as shown in Figure 3.2, in which the states are momentarily driven away from the orbit. This happens because of the initial velocity error being equal to $\dot{\epsilon}_{0}=-2 a \omega$ even though the system is initialized directly on the desired orbit (3.15).

Let us now attempt to instead solve this task using an orbitally-stabilizing feedback controller based on transverse coordinates and a projection operator. We will propose for this purpose two methods: the first using a single transverse coordinate, and the second utilizing an excessive set of transverse coordinates.
A single transverse coordinate: We begin by noting that the desired trajectory (3.16) is the solution to the following initial-value problem (IVP):

$$
\ddot{q}=-\omega^{2} q, \quad(q(0), \dot{q}(0))=(0, a \omega)
$$

Using here the identity $2 \ddot{q}=\frac{d}{d q} \dot{q}^{2}$ [105], we can integrate the above IVP and rearrange it in order to obtain a function $I: \mathbb{R}^{2} \rightarrow \mathbb{R}$, defined by

$$
\begin{equation*}
I(q, \dot{q}):=\frac{1}{2} \dot{q}^{2}+\frac{1}{2} \omega^{2}\left(q^{2}-a^{2}\right) \tag{3.18}
\end{equation*}
$$

which must be equal to zero at all points on $\mathcal{O}$. The function $I(\cdot)$ is in fact a transverse coordinate, namely: it vanishes on the orbit, is non-zero away from it, and the transpose of its gradient, given by $D I(q, \dot{q})=\left[\omega^{2} q, \dot{q}\right]$, is evidently locally orthogonal to the nominal orbit's flow:

$$
D I\left(q_{\star}(t), \dot{q}_{\star}(t)\right) f\left(x_{\star}(t)\right)=\left[\begin{array}{ll}
\omega^{2} a \sin (\omega t) & a \omega \cos (\omega t)
\end{array}\right]\left[\begin{array}{c}
a \omega \cos (\omega t) \\
-a \omega^{2} \sin (\omega t)
\end{array}\right] \equiv 0
$$

It follows that if we can asymptotically stabilize its origin, then we will simultaneously asymptotically stabilize the orbit.

An example of such an orbitally-stabilizing control law is the following:

$$
\begin{equation*}
u_{I}=-\omega^{2} q-k_{I} \dot{q} I, \quad k_{I}>0 \tag{3.19}
\end{equation*}
$$

This nonlinear feedback controller, whose derivation is similar to Fradkov's speed-gradient method [106], is obtained from Proposition 4.12 which we will state and prove in Section 4.4; see also Sec. II in [107] where the same controller is equivalently derived, but from the point of view of energy levels and the Hamiltonian.

Whilst this approach of using the coordinate $I$ and the controller (4.21) will indeed orbitally stabilize the periodic orbit within some non-zero neighborhood, it is very case specific. That is to say, the system, in addition to being scalar, is both fully actuated and has trivial dynamics. We therefore present a more general approach utilizing an excessive number of transverse coordinates next.

Excessive transverse coordinates: We begin by observing that the orbit (3.15) can be written in the form of an $s$-parameterization satisfying Assumption 3.1:

$$
\begin{align*}
& q_{s}(s)=a \sin (s) \quad=: \phi(s), \\
& \dot{q}_{s}(s)=a \cos (s) \omega=: \phi^{\prime}(s) \rho(s),  \tag{3.20}\\
& \dot{s}=\omega \quad=: \rho(s) .
\end{align*}
$$

Thus the curve parameter $s \in \mathcal{S}:=[0,2 \pi)$ can be considered simply a re-scaling of time along $\mathcal{O}$, that is $s=\omega t$. Noting that

$$
\left|s-\operatorname{atan} 2\left(\omega q_{s}(s), \dot{q}_{s}(s)\right)\right| \equiv 0 \quad \forall s \in \mathcal{S},
$$

one can, for example, utilize the projection operator

$$
\begin{equation*}
p(q, \dot{q})=\operatorname{atan} 2(\omega q, \dot{q}) \tag{3.21}
\end{equation*}
$$

where atan2 $(\cdot)$ denotes the four-quadrant arctangent function.
Using the short-hand notation $p=p(q, \dot{q})$, one has with this parameterization several natural candidates for transverse coordinates, including:

$$
\begin{align*}
y & =q-\phi(p)  \tag{3.22a}\\
\dot{y} & =\dot{q}-\phi^{\prime}(p) \dot{p}  \tag{3.22b}\\
z & =\dot{q}-\phi^{\prime}(p) \rho(p)  \tag{3.22c}\\
\xi & =\dot{p}-\rho(p) \tag{3.22~d}
\end{align*}
$$

So which should we pick? Or just as importantly, how many of them do we need to consider? Namely, if $e_{\perp}=e_{\perp}(q, \dot{q})$ is the vector of transverse coordinates, whose origin we want to stabilize, what should its dimension be? By simple reasoning, as the system has two states, $(q, \dot{q})$, and since we already have one coordinate which retrieves the curve parameter upon the orbit, i.e. the projection operator $p=p(q, \dot{q})$, it is implied that $e_{\perp}$ has to be of unit dimension for there to exist a well-defined (local) diffeomorphism $(q, \dot{q}) \mapsto\left(p, e_{\perp}\right)$. Hence, there exists at most one independent transverse coordinate at any given time. The only candidate always satisfying this among the possible coordinates in (3.22) is $\xi$, which takes the place of the previously defined coordinate $I$; that is $\hat{I}=\frac{1}{2}(\dot{p}+\rho(p)) \xi$. However, note that it is dependent upon the time-derivative of the projection operator, $\dot{p}=\frac{\partial p}{\partial q} \dot{q}+\frac{\partial p}{\partial \dot{q}} \ddot{q}$, which in turn is dependent on $\ddot{q}$.

Thus, suppose we instead take ${ }^{3} e_{\perp}=\operatorname{col}(y, z)$; that is, an excessive number of coordinates. It is clear that, even though the triplet $(p, y, z)$ can have at most two independent elements at any given time, if we stabilize the origin of the excessive coordinates $e_{\perp}$, we simultaneously stabilize the periodic orbit. For example, as we will prove later in this thesis (see Proposition 4.36 in Section 4.5.3), the following control law

$$
\begin{equation*}
u=-\omega^{2} a \sin (s)-k_{y} y-k_{z} z \tag{3.23}
\end{equation*}
$$

exponentially stabilizes stabilizes the orbit (3.15) for any two constants $k_{y}, k_{z} \in \mathbb{R}$ with $k_{z}>0$. The proof we will later present is based on the transverse linearization associated with $e_{\perp}$, which simply means the linearization (first-order approximation) of its dynamics along the orbit $\mathcal{O}$. Thus the above stability result is of course only guaranteed to hold locally. Nevertheless, it is quite surprising that it is true regardless of the value of $k_{y}$, although taking $k_{y}>0$ is likely advantageous in terms of the convergence rate. It is also important to note that even though the structure of the controller (3.23), which is of the form (3.13), is reminiscent of the reference tracking controller (3.17), it is an inherently nonlinear controller due to the definition of the projection operator (3.21).

To further demonstrate the differences, we compare these two orbitallystabilizing control laws to the reference-tracking control law (3.17) in a numerical simulation example next.
Simulation: Consider again the scalar particle example (3.14), but suppose its true mass is in fact 1.5 kg and that it is also subject to an unknown dry-friction term:

$$
\begin{equation*}
\frac{3}{2} \ddot{q}=u-2 \operatorname{sgn}(\dot{q}) \tag{3.24}
\end{equation*}
$$

The task remains the same as before: to converge to the periodic orbit (3.15). We compared for this purpose the following three controllers: the $u_{P D}$-controller (3.17) with $\left(k_{p}, k_{d}\right)=(4,4)$; the $u_{I}$-controller (3.19) with $k_{I}=1$; and the $u_{y z}$-controller (3.23) with $\left(k_{y}, k_{z}\right)=(4,4) .{ }^{4}$

Figure 3.3 shows the obtained phase portraits and control inputs from numerically simulating the system (3.24) when starting at

$$
\left(q_{0}, \dot{q}_{0}\right)=(0,-3 a \omega / 2) \quad \text { with } \quad a=\pi / 2 \quad \text { and } \quad \omega=\pi
$$

[^12]

Figure 3.3: Phase portrait and control input from the comparison between a reference tracking PD-controller ( - ) and two orbitally stabilizing controllers using, respectively, one (--) and two (--) transverse coordinates. The green, dotted line $(\cdots)$ corresponds to the nominal orbit.

It is clear that, whereas the orbitally stabilizing controllers $u_{I}$ and $u_{y z}$ gradually converge close to the orbit in ways one might argue are quite natural, the reference tracking (feedforward+PD)-controller takes a much more aggressive action and a significant detour (corresponding to the previously mentioned "catch-up" effect), before eventually converging to a perturbed orbit.

### 3.3 Classic control methods viewed as orbital stabilization

With the aim of providing some intuition and motivation for the methods we will present in this thesis, we will in this section demonstrate how some well-known classical control methods can be viewed as solving an orbital stabilization problem.

## Reference tracking viewed as orbital stabilization

As we have previously stated, given knowledge of an $s$-parameterization as by Assumption 3.1, one can always retrieve a time-parameterized reference trajectory, in the form of a pair of time-varying functions $\left(x_{\star}(t), u_{\star}(t)\right)$. This of course means that one always has the option of restating the motioncontrol problem as a reference-tracking control problem (RTCP), e.g. as the one we considered in Example 3.2. Recall that in the quintessential RTCP, the goal is to design some time-varying control law $u=\tilde{k}(x, t)$ which renders the origin of the tracking error, $\epsilon(t):=x(t)-x_{\star}(t)$, (uniformly) asymptotically stable. In contrast to orbital stabilization, the resulting differential equations governing the error dynamics will therefore in general be nonautonomous, possibly making the tasks of analyzing and/or stabilizing the origin somewhat more intricate.

One can, of course, utilize the common trick of augmenting the state as to"autonomize" the system, and consequently the error dynamics, thus transforming the RTCP into an orbital stabilization problem. More specifically, one can introduce the augmented state $\chi:=\operatorname{col}(t, x)$, with $\dot{\chi}_{1}=1$ and $\chi_{1}\left(t_{0}\right)=t_{0}$. Thus a new reference trajectory can then be defined: $\chi_{\star}(s):=\operatorname{col}\left(s, x_{\star}(s)\right)$. Here the curve parameter $s \in \mathbb{R}_{\geq 0}$ can be recovered from a projection of the augmented states onto the desired state curve $\chi_{\star}(\cdot)$ through the now trivial projection operator:

$$
p(\chi)=[1,0, \ldots, 0] \chi
$$

From a practical point of view, there is of course little to be gained from this augmented state representation. Indeed, as the first row of the augmented error variable $\mathcal{E}(\chi):=\chi-\chi_{\star}(p(\chi))$ is trivially zero, the resulting error dynamics necessarily cannot be asymptotically stable; in fact, only a subspace of at most the same dimension as the original system can be stabilized. Moreover, such a control strategy will, if not modified in some way, still be relentless in its pursuit of ensuring the "timing" of the motion, rather than purely minimizing just the distance to the desired state curve as an orbitally stabilizing feedback would. Nevertheless, viewing RTCP as an orbital stabilization problem for the augmented state may provide some intuition for the concepts we will use later on, specifically where the stabilization problem is reduced to only stabilizing certain (transverse) subspaces.

## Critical- or over damped PD control

Consider once again the double-integrator system (3.14), that is

$$
\begin{equation*}
\ddot{q}=u, \quad q(t), u(t) \in \mathbb{R} . \tag{3.14}
\end{equation*}
$$

Rather than wanting to stabilize, say, a particular periodic orbit, our aim is now to stabilize the origin $q=0$ of (3.14). We can in fact pose this as an orbital stabilization problem, where the main task is not to stabilize the trivial orbit at the origin per se, but instead the task is that of stabilizing the dual orbit(s) formed by the unbounded curve $\dot{q}=-\kappa q$ for some $\kappa>0$. Indeed, if the system's states are confined to this curve, then they will evidently converge to the origin at an exponential rate. Or in other words: the origin is exponentially stable relative to this orbit. By designing a control law which exponentially stabilizes the orbit, we can therefore conclude the exponential stability of $q=0$ by using a reduction principle [108-110].

To this end, we introduce the scalar function

$$
\begin{equation*}
\sigma:=\dot{q}+\kappa q . \tag{3.25}
\end{equation*}
$$

As the dual orbit $\mathcal{O}$ can be defined by its zero-level set,

$$
\mathcal{O}:=\{(q, \dot{q}) \in \mathbb{R} \times \mathbb{R}: \quad \sigma(q, \dot{q})=0\}
$$

it is a transverse coordinate. We will now show that by stabilizing $\mathcal{O}$ using a control law of the form (3.13), it naturally leads to a pole-placement scheme in which the both eigenvalues of the closed-loop system are real, and where the damping response may be viewed in terms of the curve $\mathcal{O}$ and the second nullcline, which together enclose a positively-invariant region of the phase plane to which all solutions converge.

To this end, we first note that the dynamics of $\sigma$ is governed by

$$
\dot{\sigma}=\ddot{q}+\kappa \dot{q}=u+\kappa(\sigma-\kappa q)
$$

and that we may also write $\dot{q}=-\kappa q+\sigma$. Let $x=\operatorname{col}(q, \dot{q})$ and consider

$$
\begin{equation*}
u=u_{\text {nom }}(x)-\mu \sigma, \quad \mu>0 \tag{3.26}
\end{equation*}
$$

Here $u_{\text {nom }}$ is the mapping which equals the "nominal" control input on $\mathcal{O}$ if $\sigma \equiv 0$, which can be obtained by setting $\dot{\sigma}=0$ and solving for $u$. There are two basic options for $u_{\text {nom }}$ : 1) use the "feedback-linearizing" option $u_{\text {nom }}=-\kappa \dot{q}$; or 2) the "feedforward" version $u_{\text {nom }}=\kappa^{2} q$. For example, by opting for 1 ), one just needs to take $\mu>0$ to ensure that the origin is globally exponentially stable as it results in $\dot{\sigma}=-\mu \sigma$.

In regard to the methods we will present in thesis, however, it is the second "feedforward" option which is of most interest. Using the notation from sections 3.1 and 3.2 , the resulting control law will then be of the form

$$
\begin{equation*}
u=\rho^{\prime}(s) \rho(s)+K_{\perp}(s)\left(x-x_{s}(s)\right), \quad s=p(x) \tag{3.27}
\end{equation*}
$$

where

$$
\rho(s)=-\kappa s, \quad K_{\perp}(s)=\left[k_{1}(s), k_{2}(s)\right] \quad \text { and } \quad x_{s}(s)=\operatorname{col}(s, \rho(s))
$$

Here a variety of projection operators are possible, such as, for example, the orthogonal projection onto $\mathcal{O}$, given by $p(x)=q-\dot{q} / \kappa$. It leads to

$$
u=\kappa\left(\kappa+k_{2}(s)\right) q+(1 / \kappa)\left(k_{1}(s)-\kappa^{2}\right) \dot{q}
$$

such that for a constant $K_{\perp}$ it is required that $k_{1}<\kappa^{2}$ and $k_{2}<-\kappa$.
Let us, however, in the following consider the perhaps simplest choice of projection operator, namely:

$$
\begin{equation*}
p(x)=q \tag{3.28}
\end{equation*}
$$

Clearly $k_{1}$ is now arbitrary, such that for $k_{2}=-\mu$, we have

$$
\begin{equation*}
u=\kappa^{2} q-\mu \sigma \tag{3.29}
\end{equation*}
$$

Since this leads to

$$
\begin{aligned}
\dot{q} & =-\kappa q+\sigma, \\
\dot{\sigma} & =(\kappa-\mu) \sigma,
\end{aligned}
$$

we must evidently take $\mu>\kappa$ in order to avoid the existence of other equilibria and to ensure stability. Indeed, one can easily show that the eigenvalues of the closed-loop system are then given by
$\lambda^{2}+\mu \lambda+\kappa(\mu-\kappa)=0 \Longrightarrow \lambda=-\frac{\mu}{2} \pm \frac{1}{2} \sqrt{\mu^{2}-4 \kappa(\mu-\kappa)}=-\frac{\mu}{2} \pm \frac{1}{2}|\mu-2 \kappa|$, which are both strictly negative and real as $0<\kappa<\mu$, thus leading to an critically damped response if $\mu \equiv 2 \kappa$, or an overdamped response otherwise. ${ }^{5}$ This response can also be understood geometrically by the fact that, since no solution can cross the curve $\mathcal{O}$, all solutions must enter and then remain within the region in the second and forth quadrants of the phase plane enclosed by $\mathcal{O}$ and the second nullcline corresponding to $u=0$, which is given by the set $\mathfrak{n}_{2}=\left\{\dot{q}=\left(\kappa^{2}-\mu \kappa\right) q / \mu\right\}$.

One can of course utilize these ideas to stabilize any curve of the form $\dot{q}=\rho(q)$, where is a $\rho(\cdot)$ is a smooth function such that $q \rho(q)<0$ for all $q \neq 0$. For example, $u=2 \kappa^{2} e^{q}\left(e^{q}-1\right) /\left(e^{q}+1\right)^{3}-\mu\left(\dot{q}+\kappa\left(e^{q}-1\right) /\left(e^{q}+1\right)\right)$ brings the states onto the sigmoid curve $\dot{q}=-\kappa\left(e^{q}-1\right) /\left(e^{q}+1\right)$.

[^13]Integral extension: By adding an integral action to (3.29), i.e.

$$
\begin{equation*}
u=\kappa^{2} q-\mu \sigma-\eta \int_{0}^{t} \sigma(\tau) d \tau \tag{3.30}
\end{equation*}
$$

and then defining $\varphi_{1}=\int_{0}^{t} \sigma(\tau) d \tau, \varphi_{2}=\sigma$, the origin of

$$
\begin{aligned}
& \dot{\varphi}_{1}=\varphi_{2} \\
& \dot{\varphi}_{2}=-\eta \varphi_{1}-(\mu-\kappa) \varphi_{2}
\end{aligned}
$$

is evidently exponentially stable for $\kappa>$ only if $\mu, \eta>0$ and $\mu>\kappa$. ${ }^{6}$

## Classical sliding mode control

In case the right-hand side of (3.14) also contain some unknown perturbation, then there is no longer any guarantee that the linear PD-like control laws considered previously will be stabilizing. In such cases, the classical first-order sliding mode control methodology may be better suited due to its complete insensitivity to bounded perturbations satisfying a matching condition $[62,63,66,111]$. This insensitivity is achieved through utilizing a discontinuous (relay) feedback, such as

$$
\begin{equation*}
u=u_{n o m}(x)-\mu\lceil\sigma\rfloor^{0}, \tag{3.31}
\end{equation*}
$$

where $\lceil\sigma\rfloor^{\alpha}=\operatorname{sgn}(\sigma)|\sigma|^{\alpha}$. Of course, due to the unknown perturbation and the discontinuous control which is applied to the system, it will generally no longer be true that $\dot{\sigma} \equiv 0$ even though the states have been successfully forced onto $\mathcal{O}$ in finite time. Nevertheless, the so-called equivalent control introduced by Utkin $[60,111,112]$-which in some sense can be considered as the "average" of the applied discontinuous control signal needed to keep the system confined to $\mathcal{O}$-will still be of the form $u_{e q}=\rho^{\prime}(q) \rho(q)$ (see (3.27)). Thus instead of evolving along $\mathcal{O}$ in the usual sense, one can consider the system as being brought into a mode of sliding along the orbit $\mathcal{O}$, with the system's solutions then understood in the sense of Filippov [113, 114] (see also [115]). Within this framework, the transverse coordinate $\sigma$ is therefore commonly referred to as the sliding variable, while its zero-level set, i.e. the orbit $\mathcal{O}$, is referred to as the sliding surface/manifold as it is rendered finite-time attractive [66].

[^14]
## Adding a robustifying feedback extensions to a PD controller

It is important to remark that if the second-order system is of the form $\ddot{q}=u+\Delta(q, \dot{q}, t)$, with $\Delta(\cdot)$ containing both the uncertainties in the system's model and any unknown disturbances, then one is not forced to abandon the continuous PD controller (3.29) completely in favor of the sliding mode control law (3.31). Rather, one can combine the two, thus essentially settling upon a compromise between the continuous and gradual convergence of the PD controller, and the discontinuous, but disturbance-rejecting capabilities of the sliding mode controller.

In order to demonstrate this possibility, which we will study in more detail in Chapter 8 , let us take $u=(1-2 \eta) \kappa^{2} q-2 \eta \kappa \dot{q}+v$ with $\eta>1 / 2$. Here the first two terms correspond to an over- or critically damped PD controller (i.e. (3.29) with $\mu=2 \eta \kappa$ ), while $v \in \mathbb{R}$ is a robustifying feedback extension to be designed. Hence, in regard to (3.12), this corresponds to $u_{\text {nom }}=\kappa^{2} q, u_{f b}=-2 \eta \kappa \sigma=-2 \eta \kappa(\dot{q}+\kappa q)$, and $u_{r o b}=v$.

Letting again $x=\operatorname{col}(q, \dot{q})$, we may then write

$$
\dot{x}=\left[\begin{array}{cc}
0 & 1 \\
(1-2 \eta) \kappa^{2} & -2 \eta \kappa
\end{array}\right] x+\left[\begin{array}{l}
0 \\
1
\end{array}\right][v+\Delta(x, t)]=: A_{c l} x+B[v+\Delta(x, t)] .
$$

Notice here that the eigenvalues of $A_{c l}$ are $\lambda_{1}=-\kappa$ and $\lambda_{2}=-\kappa(2 \eta-1)$, whose corresponding left eigenvectors are $S_{1}=[(2 \eta-1) \kappa, 1]$ and $S_{2}=[\kappa, 1]$, respectively, i.e. $S_{i} A_{c l}=\lambda_{i} S_{i}$,. This can be equivalently reformulated as follows: each $S_{i}$ annihilates an $A_{c l}$-invariant, one-dimensional subspace of $\mathbb{R}^{2}$. Specifically, $S_{i} w_{j}=0$ where $w_{j} \in \mathbb{R}^{2}, j \in\{1,2\} \backslash\{i\}$, is a right eigenvector of $A_{c l}$, i.e. $A_{c l} w_{j}=\lambda_{j} w_{j}$.

Let us define the scalar functions $\sigma_{i}:=S_{i} x, i=1,2$. Note that $\sigma_{2}$ corresponds to the function we have previously defined in (3.25). Clearly

$$
\dot{\sigma}_{i}=S_{i} \dot{x}=\lambda_{i} S_{i} x+S_{i} B[v+\Delta(x, t)]=\lambda_{i} \sigma_{i}+[v+\Delta(x, t)],
$$

from which the following can be concluded: If $v=v(x)$ can be designed as to confine the system's states to the subspace annihilated by either $S_{1}$ or $S_{2}$, i.e. induce a sliding mode on $\sigma_{i}=0$, then the equivalent control will be $v_{e q}=-\Delta(x, t)$. In this regard, suppose, for example, that $|\Delta(x, t)| \leq$ $\Delta_{M}+\delta\left|\sigma_{i}\right|$ for constants $\Delta_{M}, \delta \geq 0$, with $\delta<\left|\lambda_{i}\right|$. Then one can, to this end, for instance take $v=-\zeta\left\lceil\sigma_{i}\right\rfloor^{0}$, with $\zeta>\Delta_{M}$, as to ensure that the sliding surface $\Sigma_{i}:=\left\{\sigma_{i}=0\right\}$ is reached in finite time. Moreover, if $x_{i}(t) \in \Sigma=\operatorname{span}\left(w_{j}\right)$ for all $t \geq t_{0} \geq 0$, with $j \in\{1,2\} \backslash\{i\}$, then $x(t)=e^{\lambda_{j}\left(t-t_{0}\right)} x\left(t_{0}\right)$ in the ideal sliding mode [60].

## Terminal sliding mode control

If we loosen the smoothness requirement upon the mapping $x_{s}(\cdot)$, then we may also consider a slightly more general curve than those corresponding to the zero-level set of (3.25). For instance, let us consider

$$
\begin{equation*}
\sigma=\dot{q}+\kappa\lceil q\rfloor^{\alpha} \tag{3.32}
\end{equation*}
$$

where $\alpha \geq 1 / 2$ and with $\lceil\sigma\rfloor^{\alpha}=\operatorname{sgn}(\sigma)|\sigma|^{\alpha}$ as before. Note that for $\alpha \equiv 1$ this corresponds to (3.25). If, on the other hand, $\alpha \in[1 / 2,1)$, then the system is in a so-called terminal mode [116] if its solutions are confined to $\mathcal{O}=\{\sigma=0\}$, meaning simply that they will reach the origin within a finite amount of time; see, e.g., $[117,118]$.

In a similar manner to (3.26), let us consider a control law of the form $u=u_{\star}(x)-\mu\lceil\sigma\rfloor^{\beta}$. Using the fact that $\frac{d}{d q}\lceil q\rfloor^{\alpha}=\alpha|q|^{\alpha-1}$, we find

$$
\begin{align*}
\dot{q} & =-\kappa\lceil q\rfloor^{\alpha}+\sigma  \tag{3.33a}\\
\dot{\sigma} & =u+\kappa \alpha|q|^{\alpha-1} \dot{q}=u+\kappa \alpha|q|^{\alpha-1}\left(-\kappa\lceil q\rfloor^{\alpha}+\sigma\right) . \tag{3.33b}
\end{align*}
$$

This motives the following choice: $u=-\kappa \alpha|q|^{\alpha-1} \dot{q}-\mu\lceil\sigma\rfloor^{0}$. For some $\alpha \in[1 / 2,1)$, this corresponds to the so-called singular terminal sliding mode controller [116, 119]; see also [120] for its non-singular counterpart.

Let us try to obtain an alternative control law by instead taking inspiration from control structure (3.13). To this end, we note that the equivalent control on

$$
\mathcal{O}=\left\{x=x_{s}(s):=\operatorname{col}(s, \rho(s)), \quad s \in \mathbb{R}\right\}
$$

where $\rho(s)=-\kappa\lceil s\rfloor^{\alpha}$, is given by $u_{e q}(s)=\rho^{\prime}(s) \rho(s)=\alpha \kappa^{2}\lceil s\rfloor^{2 \alpha-1}$. In the spirit of (3.27)-(3.28), we may therefore instead consider ${ }^{7}$

$$
\begin{equation*}
u=\alpha \kappa^{2}\lceil q\rfloor^{2 \alpha-1}-\mu\lceil\sigma\rfloor^{\frac{2 \alpha-1}{\alpha}} . \tag{3.34}
\end{equation*}
$$

This results in

$$
\begin{align*}
& \dot{q}=-\kappa\lceil q\rfloor^{\alpha}+\sigma  \tag{3.35a}\\
& \dot{\sigma}=\left(\alpha \kappa|q|^{\alpha-1}-\mu|\sigma|^{\frac{\alpha-1}{\alpha}}\right) \sigma, \tag{3.35b}
\end{align*}
$$

[^15]which is homogeneous of degree $(\alpha-1)$ with respect to the dilation $(1, \alpha)$ [112]. Taking
\[

$$
\begin{equation*}
\mu=\alpha \kappa^{\frac{1}{\alpha}}+\rho, \quad \rho>0 \tag{3.36}
\end{equation*}
$$

\]

we have, whenever $y \equiv 0$, that

$$
\dot{\sigma}=\left(\alpha \kappa|q|^{\alpha-1}-\mu\left|\kappa\lceil q\rfloor^{\alpha}\right|^{\frac{\alpha-1}{\alpha}}\right) \sigma=-\frac{\rho}{\kappa^{\frac{\alpha-1}{\alpha}}}\lceil\sigma\rfloor^{\frac{2 \alpha-1}{\alpha}},
$$

thus ensuring that the origin is the only fixed point. Similarly to the PD controller (3.27), all solutions will therefore enter the region in the second and forth quadrants of the phase plane enclosed by the second nullcline, corresponding to $u=0$ with $u$ as in (3.34), and the curve $\mathcal{O}$, from which they cannot escape, thus ensuring the attractivity of the origin. In fact, since the second nullcline can easily be verified to be given by

$$
\mathfrak{n}_{2}=\left\{(q, \dot{q}) \in \mathbb{R}^{2}: \quad \dot{q}+c\lceil q\rfloor^{\alpha}=0\right\} \quad \text { where } \quad c:=\kappa-\left(\frac{\alpha \kappa^{2}}{\mu}\right)^{\frac{\alpha}{2 \alpha-1}}
$$

which is itself evidently a terminal ("finite-time") curve if $\mu$ is taken according to (3.36). Thus all the closed-loop system's solutions are squeezed between two terminal surfaces, implying therefore convergence to the origin in finite time. Indeed, using instead homogeneity-based arguments, we have, due to the homogeneity of (3.35) and the above established attractivity of the origin, that the origin is globally asymptotically stable by Proposition 6.1 in [122], whereas for $\alpha \in[1 / 2,1)$, its finite-time stability follows by Theorem 7.1 therein. ${ }^{8}$

## Energy-based control

Consider the following second-order, underactuated system:

$$
\begin{align*}
& \ddot{q}=u,  \tag{3.37a}\\
& \ddot{\theta}=\sin (\theta)-\cos (\theta) u . \tag{3.37b}
\end{align*}
$$

It corresponds to the well-known cart-pendulum system after a partially feedback-linearizing controller [13] has been applied [123, 124]. The task at hand is to stabilize some given constant energy-level set, $E_{\star}$, of the pendulum, whose upright position corresponds to $\theta=0$, while keeping the cart's position, $q$, at the zero position.

[^16]We have already seen how transverse coordinates could be use to regulate the particle system to a certain energy level (see (3.18)). In a similar manner, we therefore define the following transverse coordinate:

$$
I=\frac{1}{2} \omega^{2}+\cos (\theta)-E_{\star}
$$

Its derivative with respect to time is

$$
\dot{I}=-\omega \cos (\theta) u
$$

Similarly to (3.19) (see also Proposition 4.12), it has been shown by $\AA$ Åström and Furuta in [125] that by taking $u=u_{I}$, with

$$
u_{I}=k_{I} \omega \cos (\theta) I
$$

the pendulum's energy will be driven towards its desired value $E_{\star}$. Moreover, by adding a simple PD extension stabilizing the cart subsystem, for example

$$
u=\kappa^{2} q-\left(\kappa+k_{\sigma}\right) \sigma+k_{I} \omega \cos (\theta) I \quad \text { where } \quad \sigma:=\dot{q}+\kappa q, \quad \kappa, k_{\sigma}>0
$$

it was shown by Chung and Hauser [123] that one can in fact achieve exponential stability of the orbit

$$
\mathcal{O}:=\left\{(q, \dot{q})=(0,0), \quad E(\theta, \dot{\theta})=E_{\star}\right\}
$$

It was further demonstrated by Spong [124] that by taking $E_{\star}=1$, i.e. the energy level at upright position of the pendulum, the same controller can be used to execute a swing-up maneuver.

The analysis used in [123] was heavily linked to the methods we will utilize in this thesis. Indeed, it was based on the fact that $q, \dot{q}$ (or alternatively $\sigma$ ) and $I$ are transverse coordinates for the orbit, such that its exponential stability could be assessed using the corresponding transverse linearization.

### 3.4 Alternative methods and related concepts

## Energy shaping-based approaches

In the last example, we saw that several well-known energy-based approaches [123-125] corresponded to orbital stabilization. Indeed, any energy shapingbased approach utilizing a time-invariant control law will generally fall under the umbrella of orbital stabilization as we consider it in this thesis. Naturally, this has lead to the development of energy-based methods tailored toward orbital stabilization. Of particular note are the approaches of Ortega, Romero and Yi et al., including their Immersion and invariance-based
approach [32, 126] and Mexican sombrero energy-assignment method [35]; see also [127, 128]. However, whereas the promising ' Mexican-sombrero" method is applicable to a large class of nonlinear systems, the Immersion and invariance-based method is more of an orbit-generation approach than an orbital stabilization method. This is due to the orbit which is induced in the closed-loop system being dependent on the initial conditions; hence, it is not an orbital stabilization method as by our definition in this thesis.

## Path following and maneuvering

We have seen that the orbital stabilization problem in some sense can be considered as a relaxation of the reference-tracking problem by removing its inherent time dependence. For certain applications, however, such as motion control of second-order systems, it is possible to relax the problem even further by instead considering it as a path-following problem. In path following, the motion-control problem is generally decoupled into two parts [129-131]: ${ }^{9}$ in the primary part - the geometric task-one wants to ensure convergence to the desired path, often given as a geometric curve in some output space parameterized by a scalar path variable; while in the secondary part - the dynamic assignment task - the goal is to ensure a certain behavior upon the path, e.g. some specific velocity profile.

It has shown by Aguiar and his collaborators [132, 133] that while trajectory-tracking control has certain limitations in the case of non-minimum phase systems, these limitations can be overcome by instead using pathfollowing techniques. Indeed, as the geometric- and dynamic tasks are decoupled in path following, one can essentially treat the path variable as an additional control variable by changing its dynamics on-the-fly through a cleverly selected timing law. Orbital stabilization may therefore be viewed as a middle ground between reference-trajectory tracking and path following: While the timing law is neither fixed nor strictly evolving with time as in reference tracking, it is completely and uniquely determined by the system's states, and therefore not as flexible as in path following, where it essentially can be chosen freely. However, in the case of underactuated mechanical systems, not all speed assignments are necessarily feasible along some specific path (especially if it is a curve in state space). This makes it difficult to actually utilize the extra freedom of path following, thus instead

[^17]motivating the more tractable concept of orbital stabilization.

## Virtual holonomic constraint-based methods

For underactuated mechanical systems, the virtual holonomic constraint (VHC)-based methods are among the most prominent both in terms of orbit generation and -stabilization. While the term "virtual constraint" seems to have been first coined by Canudas-de-Wit in [134], the conceptual ideas originates from the early works of Grizzle and his collaborators [135-137] on bipedal robot locomotion. Roughly speaking, by assuming the invariance of certain artificial relations between the system's generalized coordinates, socalled virtual (holonomic) constraints, one reduces the dynamic constraints arising due to the system's underactuation down to a set of second-order equations in a single variable, with the number of equations equaling the system's degree of underactuation [138-140]. This reduction therefore paves the way for the development of effective methods to solve the problem of orbit generation.

At the same time, the VHC approach also facilitates the constructions of orbitally stabilizing feedback. ${ }^{10}$ In the aforementioned early work on biped locomotion (see, e.g., [99]), the problem of gait stabilization was achieved by partly relying on the impact occurring at the end of a gait cycle when the foot strikes the ground. Canudas-de-Wit [141] suggested an approach in which parameters in the virtual constraints are dynamically changed using an adaptive-like law as to ensure convergence to a periodic orbit, although this orbit cannot be directly specified in advance. In the works of Shiriaev and collaborators [33, 142], it was shown that for any periodic orbit found using the VHC approach there exist natural candidates for transverse coordinates, for which the transverse linearization can be computed analytically [34, 55]. Thus, by pairing this method with a projection operator (see Section 3.2) to ensure the controllers time-independence, one obtains a constructive procedure for solving the orbital stabilization problem. Some examples this scheme being successfully utilized can be found in [143-145].

## Transverse feedback linearization

A concept which is highly related to the methods we will present in thesis as to achieve orbital stabilization is the notion of transverse feedback lineariz-

[^18]ation. This concept was first introduced by Banaszuk and Hauser [30], and later studied in detail by Nielsen and his collaborators [146-149]. When applicable, this powerful technique allows one to find a particular set of transverse coordinates, which together with a specific feedback transformation reduces the corresponding transverse dynamics to a controllable, timevariant linear system, thus essentially trivializing the problem of feedback design. However, similarly to standard feedback-linearizing controllers for nonlinear systems, there are aspects of this technique which limits its use for highly nonlinear and underactuated systems: 1) the method is sensitive to uncertainties in the mathematical model; and most importantly, 2) both checking if a system is in fact transversely feedback linearizable and deriving the resulting transformations are non-trivial tasks in general. In regard to latter point, the transverse linearization-based approaches we will present in this thesis will generally be easier to utilize and applicable to a larger class of systems, but at the expense of a more difficult feedback-design problem.

## Contraction analysis

Linearizing the dynamics of a set of transverse coordinates along a target orbit is an important part of the methods we suggest for orbital stabilization in this thesis. The (transverse) linearization which is then obtained also has several strong connections to the "standard" linearization along the nominal motion, the so-called first-order variational system which we discussed in Section 2.3. However, to compute both of these types of linearizations, knowledge of the nominal motion is necessarily required.

One can of course attempt to carry out a linearization along any arbitrary solution of the dynamical system. In fact, carrying out such a "linearization" without specifying a particular solution leads to a general variational system, some times referred to as the differential- or incremental dynamics, which can be used to study the contraction between all neighboring within some domain. This is the key idea behind contraction analysis [101, 150152], which can be used to simultaneously determine both the existence and exponential stability of a particular types of orbits, including fixed points [51, 150, 153] and limit cycles [26, 50-52, 154-157].

While there are strong structural similarities between several of these methods and those in this thesis, the relaxation of not fixing the orbit means that control design based on contraction analysis generally requires one to solve a matrix-valued partial differential equation. Such a controller, if found, in general brings with it advantageous compared to a controller designed from a first-order approximation. However, it may be significantly harder to design for nonlinear systems than a linearization-based control
law. Thus, while there exist effective methods for its use in trajectory tracking of fully-actuated systems (see, e.g., [158, 159]), these methods are of limited use for orbital stabilization of underactuated systems at present.

## Chapter 4

## Orbital Stabilization of Periodic Motions


#### Abstract

In this chapter, we present methods for solving the orbital stabilization problem for periodic orbits. We study some key concepts which will be used throughout this thesis, including projection operators, (excessive) transverse coordinates, and projected differential Lyapunov- and Riccati equations.


### 4.1 Introduction

The theory and methods outlined in Chapter 2 provided several powerful tools for assessing the stability characteristics of an orbit. Yet, those tools cannot be directly utilized to design feedback controllers which solve an (nontrivial) orbital stabilization problem due to their time dependence.

In this chapter, we will propose methods aimed at solving the orbital stabilization problem which are greatly inspired by many of the underlying ideas of the methods considered in Chapter 2. In particular, we will introduce a pair of completely time-invariant mappings, corresponding to a set of (excessive) transverse coordinates and a projection operator as we briefly considered in Chapter 3. This allows for a local change of coordinates in a vicinity of a periodic orbit, which essentially separates the transverse- and tangential dynamics. Moreover, we will show that the resulting transverse linearization along the orbit has the same structure as the linearizations derived by Zubov, Urabe and Leonov. Similarly to Chapter 2 (see Prop. 2.18 and Thm. 2.21), it will be shown that the orbit's stability is ensured by the existence of a solution to a certain Lyapunov differential equation, whereas an orbitally stabilizing feedback can be constructed from a solution to a certain Riccati differential equation.

Of particular importance, we consider in this chapter a generic set of projection-based excessive transverse coordinates. We derive the resulting transverse linearization, which is on the form of a system of linear differential-algebraic equations. It is shown that this linearized system is not stabilizable if one omits the algebraic part (a transversality conditions), and that it shares several characteristics with the corresponding variational system and a certain linear comparison system. We further introduce socalled projected differential Lyapunov- and Riccati equations. These allows one to validate an orbit's stability or to search for an orbitally stabilizing feedback controller using semidefinite programming.

Note that while we mainly limit our focus to periodic orbits in this chapter, many of the statements will be extended in the later chapters to other types of orbits as well.

Outline: The chapter is organized as follows: We discuss some preliminaries and formulate the problem in Section 4.2. We then define and study so-called projection operators in Section 4.3. In Section 4.4 we introduce the notion of transverse coordinates. A particular set of excessive transverse coordinates are then introduced and studied in Section 4.5. These are in turn used in Section 4.6 to design stabilizing feedback for periodic orbits.

### 4.2 Problem formulation

Consider a control-affine system of the form

$$
\begin{equation*}
\dot{x}=f(x)+B(x) u \tag{4.1}
\end{equation*}
$$

As in Chapter 3, we denote by $x(t) \in \mathbb{R}^{n}$ the state vector at time $t \in \mathbb{R}_{\geq 0}$ and by $u \in \mathbb{R}^{m}$ the controls. While it will still be assumed that the vector field $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is $\mathcal{C}^{2}$-smooth, we will now only assume that the columns of the matrix-valued function $B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$, denoted $b_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, are locally Lipschitz continuous on any domain of interest.

As we are mainly (although not exclusively) concerned with the stabilization of periodic orbits in this chapter, we will assume the existence of a non-trivial closed orbit $\mathcal{O} \subset \mathbb{R}^{n}$ of the undriven (i.e. $u=0$ ) system (4.1). That is, we assume the undriven system admits a $\mathcal{C}^{2}$-smooth periodic solution, $x_{\star}(t+T)=x_{\star}(t)$, of some finite minimal periodicity $T>0$. Hence,

$$
\dot{x}_{\star}(t)=f\left(x_{\star}(t)\right) \quad \text { and } \quad\left\|f\left(x_{\star}(t)\right)\right\|>0
$$

both hold for all $t$ in $[0, T)$. The main problem we are looking to solve in this chapter can then be stated:

Problem 4.1 (Stabilizing a periodic oscillation). Find a $\mathcal{C}^{1}$-smooth matrixvalued function $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, satisfying $\|k(y)\|=0$ for all $y \in \mathcal{O}$, such that, under the control law

$$
\begin{equation*}
u=k(x) \tag{4.2}
\end{equation*}
$$

the closed-loop system (4.1) admits the periodic orbit

$$
\mathcal{O}=\left\{x \in \mathbb{R}^{n}: x=x_{\star}(t), \quad t \in[0, T)\right\}
$$

as an exponentially stable limit cycle.
Remark 4.2. The above implies that the periodic orbit corresponds to a self-induced (alternatively, self-excited or -sustained) oscillation of the undriven system. However, in most applications, the desired operating mode might only exist in the presence of some nominal control input, and thus corresponds to a forced (or controlled invariant) oscillation. In light of this, suppose that the columns of $B(\cdot)$ are $\mathcal{C}^{2}$. Then the periodic orbit $\mathcal{O}$ may in fact be considered as a forced orbit of some "original" system

$$
\begin{equation*}
\dot{x}=f_{0}(x)+B(x) u_{0}, \quad f_{0} \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right) \tag{4.3}
\end{equation*}
$$

That is to say, there then exists some $\mathcal{C}^{2}$ mapping $U_{\star}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that

$$
\dot{x}_{\star}(t)=f_{0}\left(x_{\star}(t)\right)+B\left(x_{\star}(t)\right) U_{\star}\left(x_{\star}(t)\right)
$$

Thus (4.1) may then in turn corresponds to (4.3) by taking

$$
u_{0}=W(x)+u \quad \text { and } \quad f(x):=f_{0}(x)+B(x) W(x)
$$

for some $W \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ satisfying $U_{\star}\left(x_{\star}(t)\right) \equiv W\left(x_{\star}(t)\right)$ for all $t \in[0, T)$.
Rather than considering the time-parameterization, $x_{\star}(t)$, we will in the sequel assume that a specific $s$-parameterization (see Assumption 3.1) is known.

Assumption 4.3. The undriven $(u=0)$ system (4.1) has a bounded, nontrivial periodic solution $x_{\star}(t)=x_{\star}(t+T)$ of minimal periodic $T>0$. Moreover, given $\mathcal{S}:=\left[0, s_{T}\right)$ for some $s_{T}>0$, there is a $\mathcal{C}^{2}$-smooth mapping $x_{s}: \mathcal{S} \rightarrow \mathcal{O}$ and a solution $s:[0, T) \rightarrow \mathcal{S}$ to

$$
\begin{equation*}
\dot{s}=\rho(s), \quad \rho \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{R}_{>0}\right) \tag{4.4}
\end{equation*}
$$

such that

$$
x_{\star}(t) \equiv x_{s}(s(t))
$$

holds for all $t \in \mathcal{I}:=[0, T)$.

Given such a parameterization, namely

$$
\begin{equation*}
x_{s}: \mathcal{S} \rightarrow \mathcal{O}, \quad \mathcal{S} \ni s \mapsto x_{s}(s) \tag{4.5}
\end{equation*}
$$

we may of course equivalently define the periodic orbit $\mathcal{O}$ by

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n}: x=x_{s}(s), \quad s \in \mathcal{S}\right\} \tag{4.6}
\end{equation*}
$$

Using the same notation as in Section 3.1, we also denote

$$
\begin{equation*}
\mathcal{F}(s):=\frac{d}{d s} x_{s}(s) \tag{4.7}
\end{equation*}
$$

such that the following series of relations must hold for all $t \in \mathcal{I}$ :

$$
\left.\dot{x}_{\star}(t)=f\left(x_{\star}(t)\right)=\left(f \circ x_{s}\right)(s(t))\right)=\frac{d}{d t} x_{s}(s(t))=\mathcal{F}(s(t)) \rho(s(t))
$$

Consequently, $\|\mathcal{F}(s)\|>0$ holds for all $s \in \mathcal{S}$, ensuring the regularity of the above $s$-parameterization.

Remark 4.4. As to allow one to extend the above $s$-parameterization also beyond the time interval $[0, T)$, it can sometimes be useful to alternatively view $x_{s}: \mathbb{R}_{\geq 0} \rightarrow \mathcal{O}$ and $\rho: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{>0}$ as $s_{T}$-periodic functions, with $s: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ a diffeomorphism similar to the function $\tau(\cdot)$ which is used in the definition of Zhukovsky stability (see Def. 2.3); e.g., $x_{s}(s(\hat{t}+T))=$ $x_{s}\left(s(\hat{t})+s_{T}\right)=x_{s}(s(\hat{t}))$ for some $\hat{t} \in[0, T)$.

Based on the methods we considered in the previous chapter, one might in light of the above remark wonder if there are any connections between such an s-parameterization and the reparameterizations utilized in Zhukovsky's stability notion. The short answer to this question is: no. Yet the observant reader might recall our previous claim that there are similarities between Zhukovsky's reparametrizations and the method we will utilize to solve the orbital stabilization problem. So what is this connection, if not through the $s$-parameterization? To answer this, let us recall something previously stated in Chapter 3. Namely, that parameterizations of the form (4.5) also help facilitate the construction of a projection operator, $x \mapsto p(x) \in \mathcal{S}$, for the orbit. It is in fact these operators which make our approach conceptually similar to Zhukovsky's reparametrizations, in the sense that it naturally aligns, in some sense, perturbed trajectories with the nominal one. This property is a vital part of our approach, as it can be used to both ensure the time-invariance of the designed control laws, to define different families of (excessive) transverse coordinates, as well as to construct time-invariant Lyapunov functions for the orbit. We therefore properly define and discuss the properties of such operators next.

### 4.3 Projection operators

We begin with a definition.
Definition 4.5 (Projection operator). Let the orbit $\mathcal{O}$ be closed (i.e. trivial or periodic) and denote by $x_{s}: \mathcal{S} \rightarrow \mathcal{O}$ an $s$-parameterization of $\mathcal{O}$. A $\mathcal{C}^{1}-$ mapping $p: \mathfrak{X} \rightarrow \mathcal{S}$, which is well defined ${ }^{1}$ within a neighborhood ${ }^{2} \mathfrak{X} \subset \mathbb{R}^{n}$ of $\mathcal{O}$, is said to be a projection operator with respect to $\mathcal{O}$ if it is a left inverse of $x_{s}(\cdot)$, that is $s=p\left(x_{s}(s)\right)$ for all $s \in \mathcal{S}$.

Remark 4.6. We will most often assume that $p$ is of class $\mathcal{C}^{2}$ in this thesis.
Given a projection operator $p(\cdot)$ as by Definition 4.5 , we will use $\mathcal{P}$ : $\mathcal{S} \rightarrow \mathbb{R}^{1 \times n}$ to denote its Jacobian matrix (i.e. the transpose of its gradient) evaluated along the orbit:

$$
\begin{equation*}
\mathcal{P}(s):=D p\left(x_{s}(s)\right) \tag{4.8}
\end{equation*}
$$

The main motivation for introducing such an operator is that it allows us to define a state projection $x_{p}: \mathfrak{X} \rightarrow \mathcal{O}$ onto $\mathcal{O}$, defined by the composition

$$
\begin{equation*}
x_{p}(x):=\left(x_{s} \circ p\right)(x) . \tag{4.9}
\end{equation*}
$$

Clearly, by the left-inverse property of $p(\cdot)$, the function $x_{p}(\cdot)$ is idempotent and thus satisfies the projection condition: $\left(x_{p} \circ x_{p}\right)(x)=x_{p}(x)$ for all $x \in \mathfrak{X}$. This, in turn, allows us to define the following projected-distance (or simply "error") function

$$
\begin{equation*}
e(x):=x-x_{p}(x), \tag{4.10}
\end{equation*}
$$

which necessarily acts as a measure of the distance to the orbit within $\mathfrak{X}$. Indeed, its zero-level set evidently contains $\mathcal{O}$.

In the case of non-vanishing orbits, for example a periodic one as (4.6), the function $e_{\perp}=e(x)$ corresponds to what we will refer to as excessive transverse coordinates in this thesis, and which we will study in depth in Section 4.6 (see also (2.13)).

One can of course also consider (4.10) in the case of an equilibrium point. The following simple example shows how a projection operator then can trivially be defined together with an $s$-parameterization.
Example 4.1. Let $\mathcal{O}_{e}$ be a trivial orbit consisting of a single, isolated equilibrium point $x_{e} \in \mathbb{R}^{n}$, i.e. $\mathcal{O}_{e}=\left\{x_{e}\right\}$ and $f\left(x_{e}\right)=\mathbf{0}_{n \times 1}$. In this case,

[^19]it is evident that $x_{p}(x)=x_{e}$ regardless of $x_{s}(\cdot)$ and $p(\cdot)$, which must be of the form $\left\{s_{e}\right\} \ni s \mapsto x_{s}(s)=s \mathcal{F}$ and $p(x)=s_{e}$ for some scalar $s_{e} \in \mathbb{R}$ and non-zero vector $\mathcal{F} \in \mathbb{R}^{n}$, satisfying $s_{e} \mathcal{F}=x_{e}$. Since
$$
\dot{e}=f\left(e+x_{p}\right)+B\left(e+x_{p}\right) u
$$
describes the time evolution of the function $e=x-x_{p}(x)$, it follows that
$$
\dot{\boldsymbol{\delta}}_{e}=D f\left(x_{e}\right) \boldsymbol{\delta}_{e}+B\left(x_{e}\right) u
$$
describes the evolution of the first-order components of $e$ about the origin. That is, the above linear, time-invariant system is the linearization of the dynamics of $e$ "along" $\mathcal{O}$, which, since the orbit is trivial, is equivalent to the regular Jacobian linearization of (4.1) about $x_{e}$.

## Relation to moving Poincaré sections and reparametrizations à la Zhukovsky

As previously stated, the purpose of a projection operator is simple: Within some tubular neighborhood, it allows one to project the current states onto the nominal orbit and consequently define some measure of distance to it. Consider, for instance, the set

$$
\begin{equation*}
\Pi(s):=\{x \in \mathfrak{X}: p(x)=s\} . \tag{4.11}
\end{equation*}
$$

It contains all the states in the neighborhood $\mathfrak{X}$ of $\mathcal{O}$ which are mapped to some particular point $s \in \mathcal{S}$. As illustrated in Figure 4.1, in the case of a non-vanishing orbit, this set is a $(n-1)$-dimensional hypersurface, whose geometry is clearly dependent on the choice of $p(\cdot)$. This surface corresponds to a moving Poincaré section as we briefly discussed in Section 2.4.2 (see also [54, 55]). Indeed, it moves along with the orbit's flow and is everywhere locally transverse to it, with $\mathcal{P}^{\top}(s)$ the normal vector to its tangent space at $x_{s}(s)$, which we denote by $\mathbf{T} \Pi(s)$.

In order to further illustrate this transversality property in the case of non-vanishing orbits, we notice that, by the left-inverse property of a projection operator, i.e. $p\left(x_{s}(s)\right)=s$, the chain rule implies

$$
\begin{equation*}
\frac{d}{d s} p\left(x_{s}(s)\right)=\mathcal{P}(s) \mathcal{F}(s)=\frac{d}{d s} s=1 \tag{4.12}
\end{equation*}
$$

This does not mean that $\mathcal{P}^{\top}(s)$ is necessarily in the span of $\mathcal{F}(s)$. Rather, as the following simple statement demonstrates, it just implies that $\mathcal{P}$ must be a left inverse of $\mathcal{F}$.


Figure 4.1: Illustration of the moving Poincaré section $\Pi(s)$. Its tangent space, $\mathbf{T} \Pi(s)$, at $x_{s}(s)$ corresponds to the blue-shaded region which is orthogonal to $\mathcal{P}^{\top}(s)$.

Claim 4.7. Denote by $\theta(s) \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ the angle between $\mathcal{P}^{\top}(s)$ and $\mathcal{F}(s)$ in their common plane. Then there exists a $\mathcal{C}^{0}$ vector-valued function $q_{\perp}^{\top}$ : $\mathcal{S} \rightarrow \mathbb{R}^{n}$ of unit length, satisfying $q_{\perp}(s) \mathcal{F}(s) \equiv 0$ for all $s \in \mathcal{S}$, such that

$$
\begin{equation*}
\mathcal{P}(s)=\frac{\mathcal{F}^{\top}(s)}{\|\mathcal{F}(s)\|^{2}}+\tan (\theta(s)) \frac{q_{\perp}(s)}{\|\mathcal{F}(s)\|} \tag{4.13}
\end{equation*}
$$

Proof. There always exist continuous, scalar functions $a(s)$ and $b(s)$ allowing us to factorize $\mathcal{P}$ as follows: $\mathcal{P}(s)=a(s) \frac{\mathcal{F}^{\boldsymbol{\top}}(s)}{\|\mathcal{F}(s)\|}+b(s) q_{\perp}(s)$. By (4.12) we have $\mathcal{P \mathcal { F }}=\|\mathcal{P}\|\|\mathcal{F}\| \cos (\theta)=1$, implying that $a(s)=1 /\|\mathcal{F}(s)\|$. Thus $\| \mathcal{P}(s))\left\|^{2}=1 /\right\| \mathcal{F}(s) \|^{2}+b^{2}(s)=1 /\left(\|\mathcal{F}(s)\|^{2} \cos (\theta(s))\right.$. Solving for $b(\cdot)$, one finds $b^{2}(s)=\frac{1-\cos ^{2}(\theta(s))}{\cos ^{2}(\theta(s))\|\mathcal{F}(s)\|^{2}}$, such that one can take $b(s)=$ $\tan (\theta(s)) /\|\mathcal{F}(s)\|$.

Let us now also briefly comment upon the aforementioned similarities between the use of projection operators and the reparameterization used in the definition of Zhukovsky stability (see Def. 2.3). Recall that Zhukovsky's stability notion utilizes parameterizations to "align" perturbed trajectories in space, as to avoid their possible divergence in time. More technically, following the methods we considered in sections 2.4.2-2.4.3, this amounts to finding a homeomorphism $\tau: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ such that, for any perturbed trajectory $x(\cdot)$ lying close to $\mathcal{O}$, the function $(x \circ \tau)(\cdot)$ at some time $t \geq 0$ lies on some hypersurface $\Pi_{t}$ (locally) transverse to $x_{\star}(t)$. Now, if such a function $\tau(\cdot)$ is known, then we also know the surface (the moving Poincaré section) $\Pi_{(\cdot)}$. Thus we may view the above from an equivalent, yet slightly different perspective: For some point $x$ lying close to $\mathcal{O}$, if we can determine to which section $\Pi_{(\cdot)}$ it belongs, then we can determine the corresponding point on $\mathcal{O}$, or equivalently the corresponding "nominal time
instant" $t \in[0, T)$. For example, if $x\left(t_{1}\right) \in \Pi_{t_{2}}$, with $t_{1} \geq 0$ and $t_{2} \in[0, T)$, then one should take $x_{\star}\left(t_{2}\right)$. Notice that this is in fact what a projection operator does: it retrieves the corresponding "nominal time instant" (for some time-scaled curve parameter) for all points lying close to $\mathcal{O}$. This has, for the purpose of control design, the benefit that it allows one to define the aforementioned distance measure, further allowing for the design of timeinvariant orbitally-stabilizing feedback controllers. Indeed, such a feedback, if found, then results in an autonomous closed-loop system which admits the desired periodic solution as an asymptotically stable limit cycle.

Note, however, that there are certain limitations to such a scheme in the general case. The perhaps most clear example of this are orbits which returns to points arbitrarily close to itself, such as invariant tori (see, e.g., the example in [79]). The concept of projection operators may nevertheless still be utilized in the synthesis of an orbitally-stabilizing feedback, but since this only results in orbitally stable solutions upon the nominal orbit, which may not be Zhukovsky stable, convergence can only be ensured to some arbitrary point upon the orbit. This issue may partly be remedied, though, by allowing the projection operator to have memory (making it dynamic), by essentially moving its codomain as solutions evolve along the orbit.

## Some statements for finding and computing projection operators

For a pair of points $a, b \in \mathbb{R}^{n}$, recall the line-segment notation: $\mathfrak{L}(a, b):=$ $\{a+(b-a) \iota, \iota \in[0,1]\}$. In regard to finding a projection operator for a given non-vanishing orbit, we provide the following preliminary statement:

Lemma 4.8. Suppose there exists a $\mathcal{C}^{k}$ function $h: \mathbb{R}^{n} \times \mathcal{S} \rightarrow \mathbb{R}$ which for all $s \in \mathcal{S}$ satisfies

$$
\begin{equation*}
h\left(x_{s}(s), s\right) \equiv 0 \quad \text { and }\left.\quad \frac{\partial h}{\partial s}(x, s)\right|_{x=x_{s}(s)} \neq 0 \tag{4.14}
\end{equation*}
$$

Then, within a sufficiently small tubular neighborhood $\mathfrak{X} \subset \mathbb{R}^{n}$ of the orbit $\mathcal{O}$, there exists a unique $\mathcal{C}^{k}$ mapping $p: \mathfrak{X} \rightarrow \mathcal{S}$ such that

$$
h(x, p(x))=0 \quad \text { and } \quad \mathfrak{L}\left(x, x_{p}(x) \subset \mathfrak{X}\right.
$$

both hold for all $x \in \mathfrak{X}$, with $D p(x)=\left.\left[-\left(\frac{\partial h}{\partial s}(x, s)\right)^{-1} \frac{\partial h}{\partial x}(x, s)\right]\right|_{s=p(x)}$ therein.
Proof. The statement is essentially just a reformulation of the implicit function theorem [160, 161]. The hypothesis of the lemma ensure that for each point $y \in \mathcal{O}$, there is an open neighborhood of $y$ within which a unique $\mathcal{C}^{k}$-smooth solution exists. For $\mathfrak{X}$ taken sufficiently small, the requirement $\mathfrak{L}\left(x, x_{p}(x) \subset \mathfrak{X}\right.$ therefore ensures the uniqueness of $p$ within $\mathfrak{X}$.

It follows that if a function $h(\cdot)$ satisfying the conditions of Lemma 4.8 is known, then one can, for $x \in \mathfrak{X}$, take $p(x)$ as the projection of the system's states onto $\mathcal{S}$. From this lemma we can also obtain the following statement (see also ([22, 45]), which for non-vanishing orbits provides a large family of such operators.

Proposition 4.9. Let the smooth matrix-valued function $\Lambda: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n}$ be such that $\mathfrak{h}(s):=\Lambda(s) \mathcal{F}(s)$ is of class $\mathcal{C}^{r}$ on $\mathcal{S}$, and $\mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)>0$ holds for all $s \in \mathcal{S}$ Then there is an $\epsilon>0$ and a neighborhood $\mathfrak{X} \subset \mathbb{R}^{n}$ of $\mathcal{O}$, with $\mathcal{B}_{\epsilon}\left(x_{s}(s)\right) \subset \mathfrak{X}$ for all $s \in \mathcal{S}$, where

$$
\begin{equation*}
p(x)=\underset{\substack{s \in \mathcal{S} \\ \mathfrak{L}\left(x_{s}(s), x\right) \subset \mathcal{B}_{\epsilon}\left(x_{s}(s)\right)}}{\arg \min }\left[\left(x-x_{s}(s)\right)^{\top} \Lambda(s)\left(x-x_{s}(s)\right)\right] \tag{4.15}
\end{equation*}
$$

has a unique solution, such that $p: \mathfrak{X} \rightarrow \mathcal{S}$ is a $\mathcal{C}^{r}$-smooth projection operator. Moreover, its Jacobian matrix is

$$
\begin{equation*}
D p(x)=\frac{\mathcal{F}^{\top}(p) \Lambda(p)-e_{\perp}^{\top} \Lambda^{\prime}(p)}{\mathcal{F}^{\mathrm{\top}}(p) \Lambda(p) \mathcal{F}(p)+e_{\perp}^{\top}\left[\frac{1}{2} \Lambda^{\prime \prime}(p) e_{\perp}-2 \Lambda^{\prime}(p) \mathcal{F}(p)-\Lambda(p) \mathcal{F}^{\prime}(p)\right]} \tag{4.16}
\end{equation*}
$$

where $p=p(x)$ and $e_{\perp}=x-x_{s}(p(x))$, such that

$$
\begin{equation*}
\mathcal{P}(s):=D p\left(x_{\star}(s)\right)=\frac{\mathcal{F}^{\top}(s) \Lambda(s)}{\mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)} \tag{4.17}
\end{equation*}
$$

Remark 4.10. For $\Lambda$ constant and positive definite, the fact that such an $\mathcal{C}^{r}$ operator necessarily exists if $x_{s}(\cdot)$ is $\mathcal{C}^{r+1}$ is similar to the unique nearest point property of $\mathcal{O}$; see, e.g., [162, 163].

Proof. Differentiating the terms inside the brackets in (4.15) with respect to $s$, we obtain the function

$$
\begin{equation*}
J(x, s):=\left(x-x_{s}(s)\right)^{\top}\left[\Lambda^{\prime}(s)\left(x-x_{s}(s)\right)-2 \Lambda(s) \mathcal{F}(s)\right] \tag{4.18}
\end{equation*}
$$

Since $\Lambda(\cdot)$ is positive semidefinite, it follows that any $p(x)$ which satisfies $J(x, p(x)) \equiv 0$ corresponds to a local minima of (4.15) since

$$
\left.\frac{\partial}{\partial s} J(x, s)\right|_{x=x_{s}(s)}=2 \mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)>0
$$

which also implies the left-inverse property, i.e. $s \equiv p\left(x_{s}(s)\right)$, is satisfied for all $s \in \mathcal{S}$. Moreover, it allows us to invoke Lemma 4.8, which, together with $\mathfrak{L}\left(x_{s}(s), x\right) \subset \mathcal{B}_{\epsilon}\left(x_{s}(s)\right) \subset \mathfrak{X}$, guarantees the existence of a unique (but generally local) solution $p(x)$, whose Jacobian is given by (4.16).

While similar operators have been proposed before, they are often limited to $\Lambda$ being constant [53], and commonly also requiring it to be positive definite [22], thus guarantee the uniqueness of such an operator even without the condition $\mathfrak{L}\left(x_{s}(s), x\right) \in \mathfrak{X}$. To motivate the above, we thus provide a simple example where neither hold everywhere.

Example 4.2. For $x=\operatorname{col}\left(x_{1}, x_{2}\right)$, let us again consider the unit circle: $x_{s}(s)=\operatorname{col}(\sin (s), \cos (s))$ with $\mathcal{S}:=[0,2 \pi)$ and $\mathcal{F}(s)=\operatorname{col}(\cos (s),-\sin (s))$. Let us take for this curve a projection operator as in Proposition 4.9 with $\Lambda(s)=\operatorname{diag}\left(\cos ^{2}(s), \sin ^{2}(s)\right)$. Even though $\Lambda(\cdot)$ is not everywhere positive definite on $\mathcal{S}$, it does satisfy $\mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)>0$. We have
$\left(x-x_{s}(s)\right)^{\top} \Lambda(s)\left(x-x_{s}(s)\right)=\left(x_{1}-\sin (s)\right)^{2} \cos ^{2}(s)+\left(x_{2}-\cos (s)\right)^{2} \sin ^{2}(s)$.
While the functions $J(x, s)$ is given by

$$
\begin{aligned}
J(x, s)= & {\left[\left(x_{2}-\cos (s)\right)^{2}-\left(x_{1}-\sin (s)\right)^{2}\right] \sin (s) \cos (s) } \\
& +2 \sin ^{3}(s)\left(x_{2}-\cos (s)\right)-2 \cos ^{3}(s)\left(x_{1}-\sin (s)\right)
\end{aligned}
$$

This shows that there is not a unique $s$ such that $J(x, s)=0$ if $x_{1}=0$ or $x_{2}=0$. Indeed, for $x_{1}=0$, both $s=0$ and $s=\pi$ result in $J=0$. However, by taking, say, $\mathfrak{X}=\left\{x \in \mathbb{R}^{2}:\left\|x-x_{s}(s)\right\|<\epsilon, s \in \mathcal{S}\right\}$ for some $0<\epsilon \ll 1$, the uniqueness of $p$ taken according to (4.15) is guaranteed by the requirement that $\mathfrak{L}\left(x_{s}(s), x\right) \subset \mathfrak{X}$.

## Some further comments on numerical methods and uniqueness

To apply most of the techniques we will propose in this thesis in practice, it is crucial that one is able to compute the projection operator online in real time. The complexity of this task will of course greatly depend upon the choice of operator; some times it can be computed directly from the state measurements (see, e.g., (3.21)), while other times it is implicitly defined, e.g. as in Proposition 4.9, thus requiring one to either solve an online optimization problem in real time or to use a dynamic approach as suggested in [22].

In the latter type of cases, the general way to solve the real-time optimization problem is to utilize some method built around either Newton's method or some quasi-Newton method [164]. To speed up convergence, one can also complement the optimization algorithm with a dynamic observer which provides initial conditions passed to the optimization solver.

Recently, another interesting two-step approach was proposed in [53] for projection operators of the form as in Proposition 4.9. By representing the


Figure 4.2: Illustrations of a singular point of an orthogonal projection operator.
curve $x_{s}(\cdot)$ as a B-spline of order $N$, with knots $\iota_{0} \leq \iota_{1} \leq \cdots \leq \iota_{N}$, one first finds the knot $\iota_{j}$ which results in the smallest value of (4.15) (or alternatively (4.18)). Then in the second step, one searches for the minimizer $s$ of (4.18), but restricts the search to the interval $\left[\iota_{j-1}, \iota_{j+1}\right]$ (with $\iota_{0-1}=\iota_{N}$ and $\iota_{N+1}=\iota_{0}$ ). Here the latter step again requires some form of line search, with Brent's derivative-free method [165] suggested as an alternative in [53].

As previously stated in footnote 1 , due to the assumed smoothness of the curve $x_{s}(\cdot)$, any projection operator as by Definition 4.5 will be well defined within some open neighborhood $\mathfrak{X}$ of $\mathcal{O}$, in the sense that it has a unique value which varies continuously with respect to the value of the states therein. However, in the case of a nontrivial periodic orbit, for each projection operator there must necessarily be at minimum one point in $\mathbb{R}^{n}$ at which its the value is not unique. For example, if the projection operator is taken as (4.15) with $\Lambda=\mathbf{I}_{n}$, that is $p(x)=\arg \min _{s \in \mathcal{S}}\left\|x-x_{s}(s)\right\|^{2}$, then singularities will occur at the centers of curvature along the orbit $\mathcal{O}$. This scenario is illustrated in Figure 4.2.

As was demonstrated in [166], there can be a remarkable difference in the size of the domain $\mathfrak{X}$ for different operators. Thus, in order to avoid sudden jumps in the projected value, ensuring a sufficiently large region $\mathfrak{X}$ should be among the key criteria used when deciding upon a projection operator. ${ }^{3}$

### 4.4 Transverse coordinates

It is the notion of so-called excessive transverse coordinates, or more generally the function $e=e(x)$ defined by (4.10), which will be our main focus both in this chapter as well as throughout the thesis. However, in order to both motivate the use of such coordinates and to highlight inherent structural similarities, we will in this section first introduce the notion of "regular" transverse coordinates, and demonstrate how they can be used to design orbitally stabilizing feedback controllers.

[^20]As we saw in the previous section, we can-similarly to the moving coordinate systems we considered in sections 2.4 .2 and 2.4.3-use projection operators to introduce transverse coordinates which continuously evolve upon- and spans $\Pi$ along the whole orbit. Thus, as the name suggests, transverse coordinates are nothing more than (local) coordinates upon some moving Poincaré section (MPS), such that location of the MPS's origin and the transverse coordinates together constitute a local coordinate transformation. It is important to note that for the purpose of achieving orbital stabilization, one does not need to know this coordinate transformation exactly; all one needs to know is a projection operator, defining a MPS, and a function whose zero-level set locally provides an implicit representation of the orbit. It is this function we refer to as transverse coordinates.

Definition 4.11. A $\mathcal{C}^{2}$-smooth ${ }^{4}$ vector-valued function $z_{\perp}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ is a vector of transverse coordinates for a non-vanishing orbit $\mathcal{O}$ if $\left\|z_{\perp}(y)\right\| \equiv 0$ and $\operatorname{rank} D z_{\perp}(y)=n-1$ for all $y \in \mathcal{O}$.

Simply put, these conditions together ensure that there is some neighborhood of $\mathcal{N}$ of the orbit $\mathcal{O}$, such that the orbit can be defined by the zero-level set of $z_{\perp}(\cdot)$ evaluated therein. That is

$$
\mathcal{O}=\left\{x \in \mathcal{N}: z_{\perp}(x)=0\right\} \subseteq\left\{x \in \mathbb{R}^{n}: z_{\perp}(x)=0\right\}
$$

where the inclusion evidently can be replaced by an equality only if $\left\|z_{\perp}(y)\right\|=$ 0 implies $y \in \mathcal{O}$. Since the magnitude of $z_{\perp}$ therefore provides some measure of the distance to the orbit, the characteristic local stability properties of the orbit $\mathcal{O}$ and the origin of $z_{\perp}(\cdot)$ are essentially equivalent inside $\mathcal{N}$.

Notice also that the above definition is made without any reference to a specific projection operator. This has an important implication: The MPS upon which these coordinates evolve can be different (even locally about a point on $\mathcal{O}$ ) to the MPS $\Pi(\cdot)$ induced by some arbitrary projection operator. Stated somewhat differently: a decrease in the magnitude of $z_{\perp}(x)$ for $x \in \mathcal{N}$ may not correspond to a decrease in the minimal distance (a geodesic) from $x$ to $x_{p}(x)$ on $\Pi(p(x))$.

The fact that such transverse coordinates do not (necessarily) depend on the choice of projection operator, means that we can pair any $p$ satisfying Definition 4.5 with any function $z_{\perp}$ satisfying Definition 4.11 to obtain a local coordinate transformation. As we will see later on, such a pairing may allow for the construction of time-invariant control laws that exponentially

[^21]stabilize the origin (i.e., the zero value) of $z_{\perp}$, and thus necessarily provide a solution to Problem 4.1. This will normally require that $D z_{\perp}(x) B(x)$ has full rank in a vicinity of the desired orbit (i.e. a vector relative degree-like condition).

Before we proceed to derive this coordinate transformation, it is important to remark that knowledge of a projection operator is not always needed to achieve orbital stabilization if one knows a vector of transverse coordinates. This is, for example, always the case when transverse feedback linearization $[30,146,147]$ is applicable. It is also true in the case of the transverse coordinate $I(\cdot)$ utilized in the control law (3.19) considered in the Chapter 3. It was then claimed that this control law achieved asymptotically orbitally stable oscillations of the double integrator system in Example 3.2. The following statement, which is inspired by Fradkov's speed-gradient method [106], validates that claim.

Proposition 4.12. Given some Lipschitz continuous mapping $f: \mathbb{R} \rightarrow \mathbb{R}$, let $w(t)=w(t+T), T>0$, be a (bounded) periodic solution of the initial value problem

$$
\begin{equation*}
\ddot{w}=f(w), \quad(w(0), \dot{w}(0))=\left(q_{0}, \dot{q}_{0}\right) \tag{4.19}
\end{equation*}
$$

satisfying $|f(w(t))|^{2}+|\dot{w}(t)|^{2}>0$ for all $t \in[0, T)$. Then the scalar function $I=I(q, \dot{q})$, defined by

$$
\begin{equation*}
I:=\frac{1}{2} \dot{q}^{2}-\frac{1}{2} \dot{q}_{0}^{2}-\int_{q_{0}}^{q} f(\sigma) d \sigma, \tag{4.20}
\end{equation*}
$$

is a transverse coordinate for the periodic orbit

$$
\mathcal{O}:=\{(q, \dot{q}) \in \mathbb{R} \times \mathbb{R}:(q, \dot{q})=(w(t), \dot{w}(t)), t \in[0, T)\}
$$

Moreover, taking in $u=u_{I}$, with

$$
\begin{equation*}
u_{I}:=f(q)-k_{I} \dot{q} I \tag{4.21}
\end{equation*}
$$

for some $k_{I}>0$, renders $q_{*}(t)=w(t)$ an asymptotically ${ }^{5}$ orbitally stable solution of the scalar second-order system $\ddot{q}=u$, where $q, u \in \mathbb{R}$.

Remark 4.13. If, for instance, $q$ belongs to $\mathbb{S}^{1}$ instead of $\mathbb{R}$, then there are certain periodic orbits which come in pairs, and $I(\cdot)$ is a transverse coordinate for both. For example, the orbits of both $w_{+}(t)=t \bmod 2 \pi$ and $w_{-}(t)=-t \bmod 2 \pi$ are locally orbitally stabilized by $u_{I}=-k_{I} \dot{q}\left(\dot{q}^{2}-1\right)$.

[^22]Proof. Let us first validate that $I(\cdot)$ is a transverse coordinate for the orbit $\mathcal{O}$. To this end, we first note that $\frac{d}{d t} \dot{w}^{2}=2 \dot{w} \ddot{w}=\frac{d \dot{w}^{2}}{d w} \dot{w}$, from which we can infer the well-known relation $2 \ddot{w}=\frac{d \dot{w}^{2}}{d w}$. Inserting this into (4.19) gives

$$
\frac{1}{2} \frac{d}{d w} \dot{w}^{2}=f(w)
$$

Since this must hold along all solutions of the system, we can integrate both sides with respect to $w$ to obtain that $\frac{1}{2} \dot{w}^{2}(t)-\frac{1}{2} \dot{w}^{2}(0)+\int_{w(0)}^{w(t)} f(\sigma) d \sigma \equiv 0$ must hold for all $t \geq 0$ along any solution $w(t)$ of (4.19). Hence $I(\cdot)$ vanishes on the orbit $\mathcal{O}$. Moreover, its Jacobian matrix $D I(q, \dot{q})=[-f(q), \dot{q}]$ is everywhere orthogonal to the vector field $\operatorname{col}(\dot{q}, f(q))$ and has full rank on $\mathcal{O}$ since $\|D I\|^{2}=|f(q)|^{2}+|\dot{q}|^{2}$. Thus all the conditions in Definition 4.11 are met, and $I$ is therefore a transverse coordinate. Moreover, $\operatorname{col}(\dot{q}, f(q))$ corresponds to the normal vector at any point upon the moving Poincaré section (which here is a curve in $\mathbb{R}^{2}$ ) to which $I(\cdot)$ belongs at a given time instant.

Now, if the controller is taken according to (4.21), straightforward computations show that $\dot{I}=-k_{I} \dot{q}^{2} I$. Defining the $\mathcal{C}^{1}$ Lyapunov function candidate $V_{I}:=\frac{1}{2} I^{2}$, we therefore obtain $\dot{V}_{I}=-k_{I} \dot{q}^{2} I^{2} \leq 0$, which is negative definite with respect to $I$ as long as $|\dot{q}| \neq 0$. From the relation $|f(w(t))|^{2}+|\dot{w}(t)|^{2}>0$ and the continuity of $f(\cdot)$, it follows that there exists some nonzero neighborhood of the orbit $\mathcal{O}$, within which $|\ddot{q}|>0$ whenever $\dot{q} \equiv 0$. Indeed, if $\dot{q} \equiv 0$, then $\ddot{q}=f(q)$. Hence, by the Barbashin-Krasovskii-LaSalle invariance principle [167], we can conclude that the origin of the transverse coordinate $I$ is locally asymptotically stable, which again implies that the orbit $\mathcal{O}$ is asymptotically stable.

One might be tempted to apply the ideas in Proposition 4.12 to other types of orbits as well. Yet, as the following simple example demonstrates, the non-vanishing condition is essential for its applicability.

Example 4.3. Consider the following second-order system taken from [77]:

$$
\ddot{w}=2 w-w^{2} .
$$

This system admits a homoclinc orbit contained in the zero-level set of

$$
I(w, \dot{w}):=\frac{1}{2} \dot{w}^{2}+\frac{1}{3} w^{3}-w^{2}
$$

shown by the bold, green line in Figure $4.3 .{ }^{6}$ As is seen, the orbit both

[^23]

Figure 4.3: The homoclinic orbit considered in Example 4.3.
originates from- and eventually settles at the origin after looping around the center equilibrium point located at $(2,0)$.

Since $D I(w, \dot{w})=\left[w^{2}-w, \dot{w}\right]$, the rank of the function $I(\cdot)$ is zero at the origin, meaning that it is not truly a transverse coordinate in the sense of Definition 4.11. More crucially, however, is the fact that some of the parts of its zero-level set lies outside of the homoclinic orbit, corresponding to the green, dashed lines in Figure 4.3. Thus it follows that, even though the control law (4.21) will ensure that all solution of $\ddot{q}=u_{I}$ starting inside the region enveloped by the orbit will asymptotically converge to it, there is necessarily a region of the phase plane where all solutions will diverge. To prove the existence of this unstable region, it suffices to note that $u_{I}$ does not alter the saddle point located at the origin, and therefore the region simply corresponds to the eigenvector of the unstable eigenvalue of the linearization at this point.

One might, however, use similar ideas to that in Proposition 4.12 as to achieve orbital stabilization. For instance, to stabilize the homoclinic orbit, consider instead the function

$$
\hat{I}(q, \dot{q}):=\frac{1}{2} \dot{q}^{2}+\frac{1}{3}|q|^{3}-\lceil q\rfloor^{2}
$$

where $\lceil q\rfloor^{\alpha}=\operatorname{sgn}(q)|q|^{\alpha}$, and which crucially only vanishes on the orbit. As seen in Figure 4.4, one may then apply the locally Lipschitz control law,

$$
\hat{u}_{\hat{I}}=2|q|-\lceil q\rfloor^{2}-k_{\hat{I}} \dot{q} \hat{I},
$$

as to asymptotically stabilizes the orbit.


Figure 4.4: The homoclinic orbit considered in Example 4.3 stabilized by a nonsmooth feedback.

### 4.4.1 Transverse linearization: a tool to assess exponential orbital stability

Similarly to what we saw in Section 2.4.2, the local exponential stability of a periodic orbit can be assessed from the stability of a transverse linearization $[34,41]$. That is, the linearization of the dynamics of a vector of transverse coordinates along the nominal orbit. This makes a transverse linearizations a useful tool for the purpose of control design. Our aim now will therefore be to derive the transverse linearization associated with a vector-valued function, $z_{\perp}$, corresponding to a set of transverse coordinates.

To this end, we define

$$
\begin{equation*}
\mathcal{Z}_{\perp}(s):=D z_{\perp}\left(x_{s}(s)\right), \tag{4.22}
\end{equation*}
$$

which is the Jacobian matrix of the transverse coordinates evaluated along the orbit using the $s$-parameterization (see Assumption 4.3). As the following lemma shows, given any pairing of a projection operator as by Definition 4.5 and transverse coordinates as by Definition 4.11, they together constitute a valid set of local coordinates in a neighborhood of the orbit $\mathcal{O}$.

Lemma 4.14. The mapping $x \mapsto\left(p(x), z_{\perp}(x)\right)$ is a diffeomorphism in a vicinity of the orbit $\mathcal{O}$, with the elements of the Jacobian matrix of the inverse mapping $X: \mathcal{S} \times \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n}$, i.e. $x=X\left(p, z_{\perp}\right)$, evaluated at $x_{s}(s) \in \mathcal{O}$ given by

$$
\begin{equation*}
\left.\frac{\partial X}{\partial p}\right|_{x=x_{s}(s)}=\mathcal{F}(s),\left.\quad \frac{\partial X}{\partial z_{\perp}}\right|_{x=x_{s}(s)}=\left(\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s)\right) \mathcal{Z}_{\perp}^{\dagger}(s) \tag{4.23}
\end{equation*}
$$

Proof. Recall that the Jacobian of a projection operator evaluated along the orbit must satisfy $\mathcal{P}(s) \mathcal{F}(s)=1$ for all $s \in \mathcal{S}$, whereas the Jacobian matrix, $\mathcal{Z}_{\perp}(s)$, of the transverse coordinates has full rank and must satisfy $\mathcal{Z}_{\perp}(s) \mathcal{F}(s)=\mathbf{0}_{n-1 \times 1}$ as $\left\|z_{\perp}\left(x_{s}(s)\right)\right\|=0$. Thus the Jacobian matrix of the mapping $x \mapsto\left(p(x), z_{\perp}(x)\right)$ evaluated at $x_{s}(s)$, given by

$$
D X^{-1}\left(x_{s}(s)\right)=\left[\begin{array}{c}
\mathcal{P}(s) \\
\mathcal{Z}_{\perp}(s)
\end{array}\right]
$$

is nonsingular for all $s \in \mathcal{S}$. Now note that, for all $s \in \mathcal{S}$, the following relation holds:

$$
\left[\begin{array}{l}
\mathcal{P}(s) \\
\mathcal{Z}_{\perp} s
\end{array}\right]\left[\begin{array}{ll}
\mathcal{F}(s) & \left(\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s)\right) \mathcal{Z}_{\perp}^{\dagger}(s)
\end{array}\right]=\mathbf{I}_{n}
$$

Hence, by the inverse function theorem [160], the elements in (4.23) correspond to the Jacobian matrix of the inverse mapping at this point, and hence $x \mapsto\left(p(x), z_{\perp}(x)\right)$ is a local diffeomorphism in a vicinity of $\mathcal{O}$.

Using this lemma, we may in turn derive the following statement, which shows the possibility of locally expanding certain functions in terms of some transverse coordinates:

Lemma 4.15. A function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$, which is $\mathcal{C}^{2}$ in a neighborhood $\mathcal{N}$ of $\mathcal{O}$, can, in a vicinity of $\mathcal{O}$, be written in the form

$$
\begin{equation*}
\phi(x)=\phi\left(x_{p}\right)+D \phi\left(x_{p}\right)\left(\mathbf{I}_{n}-\mathcal{F}(p) \mathcal{P}(p)\right) \mathcal{Z}_{\perp}^{\dagger}(p) z_{\perp}(x)+O\left(\left\|z_{\perp}(x)\right\|^{2}\right) \tag{4.24}
\end{equation*}
$$

where $x_{p}=x_{p}(x)$ and $p=p(x)$. Moreover, if $\phi(y)=0$ for all $y \in \mathcal{O}$, then

$$
\begin{equation*}
\phi(x)=D \phi\left(x_{p}\right) \mathcal{Z}_{\perp}^{\dagger}(p) z_{\perp}(x)+O\left(\left\|z_{\perp}(x)\right\|^{2}\right) \tag{4.25}
\end{equation*}
$$

Proof. Consider a point $q \in \mathcal{O}$, which in $\left(p, z_{\perp}\right)$-coordinates can be written as $q=X(\hat{s}, 0)$ for $\hat{s}=p(q) \in \mathcal{S}$. For each such point $q$, we can, at least inside a subset $\mathfrak{x}$ of $\mathfrak{X}$ containing $\mathcal{O}$, associate with it a set as in (4.11); namely $\Pi(\hat{s}):=\{x \in \mathfrak{x}: p(x)=\hat{s}\}$, where $\hat{s}$ satisfies $x_{s}(\hat{s}) \equiv q$, and with $\hat{\mathfrak{X}}$ such that, for any $x \in \hat{\mathfrak{X}}$ and all $\iota \in[0,1],\left(x+\iota\left[x_{p}(x)-x\right]\right) \subset \hat{\mathfrak{X}}$; i.e., all points on the line segment connecting $x \in \hat{\mathfrak{X}}$ and $x_{p}(x)$ lie within $\hat{\mathfrak{X}}$.

Now, since $x=X\left(p, z_{\perp}\right)$ is a local diffeomorphism and $\phi \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, it follows from Taylor's theorem (see, e.g., [160, Thm. 2.1.33]) that we can expand and rewrite the function in terms of $p$ and $z_{\perp}$ for any $x$ upon some
subset of $\Pi(\hat{s})$; that is, as $X\left(p, z_{\perp}\right) \rightarrow q$, we may write

$$
\begin{aligned}
\phi(x)= & \phi\left(x_{p}(x)\right)+\left.D \phi\left(x_{p}(x)\right) \frac{\partial X}{\partial z_{\perp}}\right|_{x=x_{p}(x)}\left(z_{\perp}(x)-z_{\perp}(q)\right) \\
& +\left.D \phi\left(x_{p}(x)\right) \frac{\partial X}{\partial p}\right|_{x=x_{p}(x)}(p(x)-\hat{s})+O\left(\left\|X\left(p, z_{\perp}\right)-q\right\|^{2}\right) .
\end{aligned}
$$

Since $z_{\perp}(q)=0$ and $p(x)=\hat{s}$ for $x \in \Pi(\hat{s})$, this reduces to (4.24) using (4.23), while (4.25) is then implied by $\left\|D \phi\left(x_{s}(s)\right) \mathcal{F}(s)\right\|=0$. The statement then follows from the fact that this can readily be done for any $q \in \mathcal{O}$ and all $x$ within a tubular neighborhood of the orbit where the diffeomorphism $x \mapsto\left(p(x), z_{\perp}(x)\right)$ is well defined, due to the continuity of $\phi(\cdot), p(\cdot)$ and $z_{\perp}(\cdot)$ therein.

Notice here that, except for the computation of $x_{p}=x_{s}(p(x))$, the expression (4.25) for a function which vanishes on the orbit is independent of the projection operator. This is not too surprising, as if the rank of the gradient of the function $\phi$ evaluated along the orbit is everywhere equal to one, then $\phi$ would itself constitute a single transverse coordinate and hence must be independent of the choice of projection operator. ${ }^{7}$ As a consequence, there is an equivalence between the local stability properties of all vectors of transverse coordinates as by Definition 4.11, in the sense that, given any two such vector-valued functions $y_{\perp}, z_{\perp} \in \mathbb{R}^{n-1}$, with $\mathcal{Y}_{\perp}(s):=$ $D y_{\perp}\left(x_{s}(s)\right)$ and $\mathcal{Z}_{\perp}(s):=D z_{\perp}\left(x_{s}(s)\right)$, we can locally expand one in terms of the other to obtain:

$$
y_{\perp}(x)=\mathcal{Y}_{\perp}(p(x)) \mathcal{Z}_{\perp}^{\dagger}(p(x)) z_{\perp}(x)+O\left(\left\|z_{\perp}(x)\right\|^{2}\right)
$$

Hence, the first-order variations of these coordinates in a vicinity of $\mathcal{O}$ must satisfy

$$
\boldsymbol{\delta}_{y_{\perp}}=\mathcal{Y}_{\perp}(s) \mathcal{Z}_{\perp}^{\dagger}(s) \boldsymbol{\delta}_{z_{\perp}}
$$

with $s=s(t)$ and where the $(n-1) \times(n-1)$ matrix function $\mathcal{Y}_{\perp}(s) \mathcal{Z}_{\perp}^{\dagger}(s)$ is nonsingular for all $s \in \mathcal{S}$ as $\mathcal{F}(s)$ spans the nullspaces of both of the full-rank matrices $\mathcal{Y}_{\perp}(s)$ and $\mathcal{Z}_{\perp}(s)$.

[^24]
## The "out-of-phase" convergence property

Recall that orbital stabilization does not guarantee that the system's states will converge to the orbit $\mathcal{O}$ in phase with the nominal solution $x_{\star}(t)$. Let us quickly demonstrate that this is indeed the case using the above statement.

Given a projection operator $p(\cdot)$ and transverse coordinates $z_{\perp}$, define

$$
\begin{equation*}
\psi(t):=\int_{0}^{t}(\dot{p}(x(\sigma))-(\rho \circ p)(x(\sigma))) d \sigma . \tag{4.26}
\end{equation*}
$$

In order to then derive the well-known phase-shift property of orbital stability, we can utilize Lemma 4.15 to write the dynamics of $\psi$ in a vicinity of $\mathcal{O}$ :

$$
\begin{equation*}
\dot{\psi}=D f_{\|}\left(x_{p}(x)\right) z_{\perp}+D p(x) B(x) u+O\left(\left\|z_{\perp}\right\|^{2}\right) \tag{4.27}
\end{equation*}
$$

Here $f_{\|}(x):=D p(x) f(x)$. From this, it is clear that $\dot{p}=\rho(p)$ whenever $z_{\perp}=u \equiv 0$ as expected, even though the system's states will generally not be in phase with the nominal solution after converging to the orbit.

## Transverse linearization

Given a vector of transverse coordinates, $z_{\perp}$, consider now the corresponding transverse dynamics obtained from (4.1) using the chain rule:

$$
\dot{z}_{\perp}=D z_{\perp}(x)[f(x)+B(x) u] .
$$

Since here $\left\|D z_{\perp}(y) f(y)\right\|=0$ for all $y \in \mathcal{O}$, the transverse dynamics can be equivalently rewritten in small vicinity of the orbit $\mathcal{O}$ using Lemma 4.15 as

$$
\begin{equation*}
\dot{z}_{\perp}=D f_{\perp}\left(x_{p}(x)\right) \mathcal{Z}_{\perp}^{\dagger}(p(x)) z_{\perp}+D z_{\perp}(x) B(x) u+O\left(\left\|z_{\perp}\right\|^{2}\right) \tag{4.28}
\end{equation*}
$$

where $f_{\perp}(x):=D z_{\perp}(x) f(x)$. From this, the transverse linearization-the first-order approximation (variational system) of the transverse dynamics along $\mathcal{O}$ - can be readily obtained:

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{z_{\perp}}=\mathcal{A}_{\perp}(s) \boldsymbol{\delta}_{z_{\perp}}+\mathcal{B}_{\perp}(s) u \tag{4.29}
\end{equation*}
$$

with $s=s(t)$ a solution to $\dot{s}=\rho(s)$ and where

$$
\begin{equation*}
\mathcal{A}_{\perp}(s):=D f_{\perp}\left(x_{s}(s)\right) \mathcal{Z}_{\perp}^{\dagger}(s) \quad \text { and } \quad \mathcal{B}_{\perp}(s):=\mathcal{Z}_{\perp}(s) B\left(x_{s}(s)\right) \tag{4.30}
\end{equation*}
$$

As previously stated, we can use this system to assess the exponential stabilizability of the orbit $\mathcal{O}$. Indeed, the following statement, corresponding to Part (a) of Theorem 12 in [31], confirms this fact (see also [41, 57]).

Theorem 4.16. The periodic orbit $\mathcal{O}$, defined in (4.6), is exponentially stabilizable for (4.1) if, and only if, the linear, T-periodic system (4.29) is stabilizable.

## A quadratic-like Lyapunov function for assessing exponential orbital stability

Although Theorem 4.16 allows one to determine from the transverse linearization (4.29) if one can exponentially stabilize a periodic orbit corresponding to Assumption 4.3 for (4.1) (and vice versa), it does not tell one how to directly use (4.29) to design an orbitally stabilizing feedback for (4.29). We will therefore show next that if the following assumption holds, then it is straightforward to design such a control law using projection operators.

Assumption 4.17. A continuous matrix-valued function $K_{\perp}: \mathcal{S} \rightarrow \mathbb{R}^{m \times n-1}$, satisfying $K_{\perp}(0) \equiv K_{\perp}\left(s_{T}\right)$, is known, which is such that the zero solution of (4.29) is rendered asymptotically stable under $u=K_{\perp}(s) \boldsymbol{\delta}_{z_{\perp}}$.

Using that $\dot{s}=\rho(s)>0$ (see (4.4)), we immediately obtain the following statement, which can be useful for finding such a feedback $K_{\perp}$.

Corollary 4.18. The origin of the linear, T-periodic system (4.29) is asymptotically stable under $u=K_{\perp}(s(t)) \boldsymbol{\delta}_{z_{\perp}}$ for some continuous $K_{\perp}: \mathcal{S} \rightarrow$ $\mathbb{R}^{m \times n-1}$, if, and only if, the point $\hat{z}=0$ of the linear, $s_{T}$-periodic system

$$
\begin{equation*}
\frac{d}{d \tau} \hat{z}=\frac{1}{\rho(\bar{\tau})}\left[D f_{\perp}\left(x_{s}(\bar{\tau})\right) \mathcal{Z}_{\perp}^{\dagger}(\bar{\tau})+\mathcal{Z}_{\perp}(\bar{\tau}) B\left(x_{s}(\bar{\tau})\right) K_{\perp}(\bar{\tau})\right] \hat{z} \tag{4.31}
\end{equation*}
$$

where $\bar{\tau}:=\tau \bmod s_{T}$, is asymptotically stable.
Remark 4.19. Note that in light of Remark 4.4, we have here utilized $\bar{\tau}:=\tau \bmod s_{T}$ to both highlight the $s_{T}$-periodicity of the right-hand side of (4.31) and to avoid abuse of notation. However, as one only needs to evaluate the right-hand side over the interval $\left[0, s_{T}\right)$ in order to assess the stability due to the $s_{T}$-periodicity, we will just utilize $s \operatorname{instead}$ of $\tau$ and $\bar{\tau}$ when encountering similar scenarios throughout the remainder of this thesis.

In [31] (see Part (b) of Theorem 12) it was shown that if Assumption 4.17 holds, then the control law $u=K_{\perp}(p(x)) z_{\perp}(x)$, with $p(\cdot)$ some projection operator as by Definition 4.5, renders the periodic orbit $\mathcal{O}$ exponentially stable with respect to (4.1). However, the proof given in [31] utilizes Proposition 1.5 in [41], which assumes that the right-hand side of the closed-loop system is $\left(\mathcal{C}^{1}-\right)$ smooth. Thus, while the additional requirements that $B(\cdot)$ and $K_{\perp}(\cdot)$ were differentiable would be sufficient to apply similar arguments to those in [41], such arguments are not directly applicable when assuming just continuity of $K_{\perp}(\cdot)$ on $\mathcal{S}$. Hence, for the sake of completeness, we will here provide an alternative route towards such a proof.

To this end, we assume that Assumption 4.17 holds and denote

$$
\mathcal{A}_{c l}(s):=\mathcal{A}_{\perp}(s)+\mathcal{B}_{\perp}(s) K_{\perp}(s) .
$$

Recall from Proposition 2.18 (see also [41, 100]) that the asymptotic stability of (4.29) is equivalent to the existence of some $\mathcal{C}^{1}$-smooth, positive definite, $T$-periodic matrix function $L(t)=\mathcal{L}_{\perp}(s(t)$, satisfying

$$
\begin{equation*}
\mathcal{L}_{\perp}^{\prime}(s(t)) \rho(s(t))=-\mathcal{A}_{c l}^{\top}(s(t)) \mathcal{L}_{\perp}(s(t))-\mathcal{L}_{\perp}(s(t)) \mathcal{A}_{c l}(s(t))-\mathcal{Q}_{\perp}(s(t)) \tag{4.32}
\end{equation*}
$$

with $\mathcal{Q}_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n-1}$ continuous and $T$-periodic. As the following statement demonstrates, this in fact implies the existence of a (local) strict Lyapunov function for the orbit with respect to (4.1), given a particular choice of projection operator (see also [41]).

Lemma 4.20. Let Assumption 4.17 hold, and suppose the control law for (4.1) is taken as $u=K_{\perp}(p(x)) z_{\perp}(x)$ for some projection operator $p(\cdot)$ as by Definition 4.5. Then for any matrix function $\mathcal{Q}_{\perp} \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n-1}\right)$, satisfying $\mathcal{Q}_{\perp}(0) \equiv \mathcal{Q}_{\perp}\left(s_{T}\right)$, there is a unique matrix-valued function $\mathcal{L}_{\perp} \in$ $\mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n-1}\right)$ that solves (4.32) for all $s \in \mathcal{S}$. Moreover, the function

$$
\begin{equation*}
\mathcal{V}_{\perp}(x)=z_{\perp}^{\top}(x) \mathcal{L}_{\perp}(p(x)) z_{\perp}(x) \tag{4.33}
\end{equation*}
$$

is a local Lyapunov function for the orbit $\mathcal{O}$ with respect to the closed-loop system (4.1), in the sense that there exist numbers $\mu, \nu \in \mathbb{R}_{>0}$, such that $\mathcal{V}_{\perp}(x)>0$ and $\dot{\mathcal{V}}_{\perp}(x)<-\mu \mathcal{V}_{\perp}(x)$ for all $x \in\left\{x \in \mathfrak{X}: \mathcal{V}_{\perp}(x)<\nu\right\} \backslash \mathcal{O}$.

Proof. The existence and uniqueness of $\mathcal{L}_{\perp}$ is well known (see, e.g., Proposition 2.18 or [41, 100]). Moreover, the fact that there is some tubular neighborhood of $\mathcal{O}$, within which the locally positive semidefinite function $\mathcal{V}_{\perp}$ satisfies $\mathcal{V}_{\perp}>0$, follows immediately from the definition of transverse coordinates (see Def. 4.11) and that $\mathcal{L}_{\perp}$ is positive definite.

To show that $\dot{\mathcal{V}}_{\perp}<-\mu \mathcal{V}$ also holds within such a neighborhood, we first note from (4.27) that $\dot{p}=\rho(p)+O\left(\left\|z_{\perp}\right\|\right)$, such that the time derivative of $\mathcal{V}_{\perp}$ is of the form

$$
\dot{\mathcal{V}}_{\perp}(x)=-z_{\perp}^{\top} \mathcal{Q}_{\perp}(p) z_{\perp}+2 z_{\perp}^{\top} \mathcal{L}_{\perp}(p) \tilde{\mathcal{B}}_{\perp}(x) K_{\perp}(p(x)) z_{\perp}(x)+O\left(\left\|z_{\perp}\right\|^{3}\right)
$$

Here $\left\|\tilde{\mathcal{B}}_{\perp}(x)\right\| \leq l_{B}\left\|x-x_{p}(x)\right\|$ for some $l_{B}>0$ holds in a vicinity of $\mathcal{O}$ since the columns of $B(\cdot)$ are locally Lipschitz. Moreover, as $\left\|x-x_{p}(x)\right\|$ is $O\left(\left\|z_{\perp}\right\|\right)$ by Lemma 4.15, we have $\dot{\mathcal{V}}_{\perp}(x)=-z_{\perp}^{\top} \mathcal{Q}_{\perp}(p) z_{\perp}+O\left(\left\|z_{\perp}\right\|^{3}\right)$. Hence, by standard arguments, there exist $\mu, v \in \mathbb{R}_{>0}$, such that $\dot{\mathcal{V}}_{\perp}(x)<-\mu \mathcal{V}_{\perp}(x)$ for all $x \notin \mathcal{O}$ satisfying $\left\|\mathcal{V}_{\perp}(x)\right\|<v$. This concludes the proof.

Remark 4.21. We will use this statement in Chapter 8.4.4 to design a robustifying feedback extension to compensate for any matched uncertainties and disturbances using a Lyapunov redesign technique.

From Lemma 4.20, the following statement, corresponding to Part (b) of Theorem 12 in [31], is readily obtained:

Theorem 4.22. Let Assumption 4.17 hold. Then, given any projection operator $p(\cdot)$ as by Definition 4.5, the control law

$$
\begin{equation*}
u=K_{\perp}(p(x)) z_{\perp}(x) \tag{4.34}
\end{equation*}
$$

exponentially stabilizes the orbit $\mathcal{O}$ for (4.1).
Proof. By Lemma 4.20, there exist $\mu, \nu \in \mathbb{R}_{>0}$ such that $\dot{\mathcal{V}}_{\perp}(x)<-\mu \mathcal{V}_{\perp}(x)$ for all $x \notin \mathcal{O}$ satisfying $\mathcal{V}_{\perp}(x)<\nu$, with $\mathcal{V}_{\perp}$ defined in (4.33). The exponential stability of $\mathcal{O}$ can then be concluded using the comparison principle [169]. Indeed, let $v(t):=\mathcal{V}_{\perp}(x(t))$ such that $v(t) \leq v\left(t_{0}\right) e^{-\mu\left(t-t_{0}\right)}$ if $v\left(t_{0}\right)<\nu$ by the Comparison Lemma [44, Lemma 3.4]. From the definition of $\mathcal{V}_{\perp}$, this, in turn, implies the existence of $\bar{\mu}, \bar{\nu} \in \mathbb{R}_{>0}$, such that $\left\|z_{\perp}(x(t))\right\| \leq\left\|z_{\perp}\left(x\left(t_{0}\right)\right)\right\| e^{-\bar{\mu}\left(t-t_{0}\right)}$ for all $t \geq t_{0}$ if $\left\|z_{\perp}\left(x\left(t_{0}\right)\right)\right\|<\bar{\nu}$. Since an orthogonal projection $x_{p_{o}}(x)$ onto $\mathcal{O}$ is $O\left(\left\|z_{\perp}\right\|\right)$ by Lemma 4.15, together with the fact that $\operatorname{dist}(\mathcal{O}, x(t)) \equiv\left\|x(t)-x_{p_{o}}(x(t))\right\|$ within a sufficiently small tubular neighborhood of $\mathcal{O}$, the exponential stability of $\mathcal{O}$ (cf. Def. 2.2) thus follows.

Example 4.4. We can use the transverse linearization to determine that the control law (4.21) in Proposition 4.12 is not only asymptotically stabilizing, but in fact is exponentially orbitally stabilizing. To this end, recall from the proof of Proposition 4.12 that $f_{\perp}(q, \dot{q})=-k_{I} \dot{q}^{2} I$, and hence

$$
D f_{\perp}\left(q_{\star}(t), \dot{q}_{\star}(t)\right)=-k_{I} \dot{q}_{\star}^{2}(t) D I\left(q_{\star}(t), \dot{q}_{\star}(t)\right)
$$

as $I\left(q_{\star}(t), \dot{q}_{\star}(t)\right) \equiv 0$. Using (4.29), the transverse linearization is then found to be

$$
\frac{d}{d t} \boldsymbol{\delta}_{I}=-k_{I} \dot{q}_{\star}^{2}(t) \boldsymbol{\delta}_{I}
$$

Since the nominal solution $q_{\star}(t)=w(t)$ is periodic and satisfies $\left|f\left(q_{\star}(t)\right)\right|^{2}+$ $\left|\dot{q}_{\star}(t)\right|^{2}>0$, the characteristic exponent, given by $\frac{1}{T} \int_{0}^{T}\left(-k_{I} \dot{q}_{\star}^{2}(\sigma)\right) d \sigma$, must be strictly negative, implying exponential stability. This, in turn, guarantees the (local) exponential stability of the orbit for the closed-loop system by Theorem 4.22.

### 4.4.2 Orbitally stabilizing feedback design

## Periodic Riccati differential equation

In light of Theorem 4.22, the remaining question is therefore how to constructs a feedback that stabilizes the linearized transverse dynamics (4.29). Since the linear system is $T$-periodic (or $s_{T}$-periodic for (4.31)), one can, for instance, solve a periodic Riccati differential equation for this purpose.

Proposition 4.23 ([93, 170-173]). Suppose there exists an $s_{T}$-periodic, $\mathcal{C}^{1}$-smooth matrix function $\mathcal{R}_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{(n-1)}$ satisfying, for all $s \in \mathcal{S}$, the periodic Riccati differential equation (PRDE)

$$
\begin{align*}
\rho(s) \mathcal{R}_{\perp}^{\prime}(s)+\mathcal{A}_{\perp}^{\top}(s) \mathcal{R}_{\perp}(s) & +\mathcal{R}_{\perp}(s) \mathcal{A}_{\perp}(s)+\mathcal{Q}_{\perp}(s)+\kappa(s) \mathcal{R}_{\perp}(s)  \tag{4.35}\\
& -\mathcal{R}_{\perp}(s) \mathcal{B}_{\perp}(s) \Gamma_{\perp}(s) \mathcal{B}_{\perp}^{\top}(s) \mathcal{R}_{\perp}(s)=\mathbf{0}_{(n-1)}
\end{align*}
$$

where $\mathcal{Q}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{(n-1)}, \Gamma_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{m}$, and $\kappa: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ are continuous and $s_{T}$-periodic. Then the control law (4.34) with $K_{\perp}(\cdot)$ taken according to

$$
\begin{equation*}
K_{\perp}(s)=-\Gamma(s) \mathcal{B}_{\perp}^{\top}(s) \mathcal{R}_{\perp}(s) \tag{4.36}
\end{equation*}
$$

i.e. $u=K_{\perp}(p(x)) z_{\perp}(x)$, renders the periodic orbit $\mathcal{O}$ exponentially stable with respect to the closed-loop system (4.1) for any projection operator $p(\cdot)$.

## Gusev's SDP approach for solving the PRDE

Several methods have been proposed for solving the PRDE (4.35) in the literature, including the multi-shot methods of Varga [174, 175] and Gusev's approach [176, 177]; see also [178] for a comparison of these methods. The latter approach allows one to attempt to find a solution by solving a semidefinite program (SDP). Since we will utilize this approach later in this thesis, we will briefly outline its main ideas next.

Define the matrix-valued functional

$$
\begin{align*}
\mathfrak{R}^{\perp}\left(\mathcal{R}_{\perp}, s\right):= & \rho(s) \mathcal{R}_{\perp}^{\prime}(s)+\mathcal{A}_{\perp}^{\top}(s) \mathcal{R}_{\perp}(s)+\mathcal{R}_{\perp}(s) \mathcal{A}_{\perp}(s)  \tag{4.37}\\
& +\mathcal{Q}_{\perp}(s)+\kappa(s) \mathcal{R}_{\perp}(s)-\mathcal{R}_{\perp}(s) \mathcal{B}_{\perp}(s) \Gamma_{\perp}(s) \mathcal{B}_{\perp}^{\top}(s) \mathcal{R}_{\perp}(s)
\end{align*}
$$

corresponding to the left-hand side of (4.35). The following result corresponding to [179, Thm. 1] and [180, Thm. 5.3.4.], which are slight generalizations of the dual of Theorem 1 in [170], can then be stated.

Theorem 4.24 (Maximal solution to the $\operatorname{PRDE})$. Let $\mathcal{Q}_{\perp}(s) \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{M}^{n-1}\right)$, $\kappa=0$ and $\Gamma=\mathbf{I}_{m}$, and suppose the pair $\left(\mathcal{A}_{\perp}, \mathcal{B}_{\perp}\right)$ is stabilizable. Further
suppose that there exists an $s_{T}$-periodic matrix-valued function $\mathcal{R}(s)$ satisfying $\mathfrak{R}^{\perp}(\mathcal{R}(s), s) \succeq 0$ for all $s \in \mathcal{S}$. Then there exists a $\mathcal{R}_{\perp} \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}^{n-1}\right)$, called the maximum solution to the PRDE, which is $s_{T}$-periodic, as well as satisfies $\mathfrak{R}^{\perp}\left(\mathcal{R}_{\perp}(s), s\right)=0$ and $\mathcal{R}_{\perp}(s)-\mathcal{R}(s) \succeq 0$ for all $s \in \mathcal{S}$.

From this theorem we can deduce the following: If $\left(\mathcal{A}_{\perp}, \mathcal{B}_{\perp}\right)$ is stabilizable and $\mathcal{Q}(s) \in \mathbb{M}_{\succ 0}^{n-1}$, then the $s_{T}$-periodic matrix function $\mathcal{R}_{\perp} \in$ $\mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}^{n-1}\right)$ which has the largest trace (i.e. the sum of its eigenvalues) at all points on $\mathcal{S}$ among all the matrix functions satisfying $\mathfrak{R}^{\perp}(\mathcal{R}(s), s) \succeq 0$, is the unique positive-definite solution to the corresponding PRDE.

In order to use this as to formulate an SDP problem, one has to circumvent the term $\mathcal{R} \mathcal{B}_{\perp} \Gamma_{\perp} \mathcal{B}_{\perp}^{\top} \mathcal{R}$ as it is quadratic in $\mathcal{R}$. For this purpose, one can use the following well-known property of the Schur complement (see, e.g., [181, Th. 1.12]): $\mathfrak{R}^{\perp}(\mathcal{R}(s), s) \succeq 0$ if, and only if,

$$
\mathfrak{R}_{S C}^{\perp}(\mathcal{R}(s), s)=\left[\begin{array}{cc}
\rho \mathcal{R}^{\prime}+\mathcal{A}_{\perp}^{\top} \mathcal{R}+\mathcal{R}^{\mathcal{A}} \mathcal{A}_{\perp}+\mathcal{Q}_{\perp}+\kappa \mathcal{R} & \mathcal{R} \mathcal{B}_{\perp}  \tag{4.38}\\
\mathcal{B}_{\perp}^{\top} \mathcal{R} & \Gamma_{\perp}^{-1}
\end{array}\right] \succeq 0,
$$

where we have omitted the $s$-argument to shorten the notation. With this in mind, let $\mathcal{R}(s)$ be taken as a real trigonometric polynomial of order $\mathfrak{m}$ :

$$
\mathcal{R}(s)=N_{0}+\sum_{i=1}^{\mathfrak{m}}\left[N_{i} \sin \left(2 i \pi s / s_{T}\right)+M_{i} \cos \left(2 i \pi s / s_{T}\right)\right]
$$

with the constant matrix coefficients, $N_{0}, N_{i}, M_{i} \in \mathbb{M}^{n-1}, i=1, \ldots, \mathfrak{m}$. Let the $l+1$ unique points $s_{0}=0<s_{1}<s_{2}<\cdots<s_{l}$, with $s_{l}<s_{T}$, dividing $\mathcal{S}$ into $l+1$ segments (these points may for example be evenly spaced or correspond to some Gauss points, etc.). The following SDP problem, with decision variables $N_{0}, N_{i}, M_{i}, i=1, \ldots, \mathfrak{m}$, may then be formulated:

$$
\begin{array}{ll}
\max _{\substack{N_{0}, N_{i}, M_{i} \in \mathbb{M}^{n-1} \\
i=1, \ldots, \mathfrak{m}}} & \sum_{j=0}^{l} \operatorname{Tr}\left(\mathcal{R}\left(s_{j}\right)\right)  \tag{4.39}\\
\text { subject to } & \left.\mathfrak{R}_{S C}^{\perp}\left(\mathcal{R}\left(s_{j}\right), s_{j}\right)\right) \succeq 0, \quad j=0,1, \ldots, l .
\end{array}
$$

If a solution is found for properly chosen grid points and sufficiently large $l$, then one can take $\mathcal{R}_{\perp}(s)=\mathcal{R}(s)$ as an approximate solution to the PRDE (4.35) and design an LQR-based feedback by (4.36).

## A differential LMI approach

As an alternative to solving the PRDE, one can instead utilize the following differential linear matrix inequality (DLMI) approach inspired by the LMI
based method of [182] (see also [183-185]). It can be effectively solved using SDP, and has the additional benefit that it can be easily modified as to also be used for non-periodic orbits.

Proposition 4.25. Suppose that for some smooth, scalar, st-periodic function $\lambda: \mathcal{S} \rightarrow \mathbb{R}_{>0}$, there exist a pair of $s_{T}$-periodic matrix functions $W_{\perp} \in$ $\mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n-1}\right)$ and $Y_{\perp} \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{R}^{m \times n-1}\right)$, such that the linear matrix inequality

$$
\begin{align*}
\rho(s) W_{\perp}^{\prime}(s) & -W_{\perp}(s) \mathcal{A}_{\perp}^{\top}(s)-\mathcal{A}_{\perp}(s) W_{\perp}(s)  \tag{4.40}\\
& -Y_{\perp}^{\top}(s) \mathcal{B}_{\perp}^{\top}(s)-\mathcal{B}_{\perp}(s) Y_{\perp}(s)-\lambda(s) W_{\perp}(s) \succeq \mathbf{0}_{(n-1)}
\end{align*}
$$

holds for all $s \in \mathcal{S}$. Then the control law (4.73), with $K_{\perp}(\cdot)$ taken as

$$
\begin{equation*}
K_{\perp}(s)=Y_{\perp}(s) W_{\perp}^{-1}(s) \tag{4.41}
\end{equation*}
$$

i.e. $u=K_{\perp}(p(x)) z_{\perp}(x)$, exponentially stabilizes the orbit (4.6) for (4.1) for any projection operator $p(\cdot)$ as by Definition 4.5.

Proof. First note that $W_{\perp} \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n-1}\right)$ ensures $W_{\perp}(s)$ being nonsingular for all $s \in \mathcal{S}$. Let us therefore consider $\mathcal{V}_{\perp}=\boldsymbol{\delta}_{z_{\perp}}^{\top} W_{\perp}^{-1}(s) \boldsymbol{\delta}_{z_{\perp}}$ as a Lyapunov function candidate for (4.29) under the control law $u=Y_{\perp}(s) H_{\perp}^{-1}(s) \boldsymbol{\delta}_{z_{\perp}}$. Using the well-known fact that $\frac{d}{d s} W_{\perp}^{-1}(s)=-W_{\perp}^{-1}(s) W_{\perp}^{\prime}(s) W_{\perp}^{-1}(s)$, one can easily show that the time-derivative of $\mathcal{V}_{\perp}$ can be written as

$$
\dot{\mathcal{V}}_{\perp}=\boldsymbol{\delta}_{z_{\perp}}^{\top} W_{\perp}^{-1}\left[-\rho W_{\perp}^{\prime}+W_{\perp} \mathcal{A}_{\perp}^{\top}+\mathcal{A}_{\perp} W_{\perp}+Y_{\perp}^{\top} \mathcal{B}_{\perp}^{\top}+\mathcal{B}_{\perp} Y_{\perp}\right] W_{\perp}^{-1} \boldsymbol{\delta}_{z_{\perp}}
$$

where we have omitted the functions arguments to shorten the notation. The inequality (4.40) therefore implies $\dot{\mathcal{V}}_{\perp} \leq-\lambda(s) \mathcal{V}_{\perp}$. Hence, by the comparison lemma [44, Lemma 3.4], the zero solution of the closed-loop linearized transverse dynamics (4.29) is exponentially stable, such that the periodic orbit (4.6) is exponentially stable for the closed-loop system (4.1). $\square$

### 4.4.3 Can other transverse coordinates be used instead?

Suppose one knows a $\mathcal{C}^{1}$-smooth mapping $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, satisfying $\|k(y)\|=$ 0 for all $y \in \mathcal{O}$, which exponentially stabilizes the orbit. By the AndronovVitt theorem (Theorem 2.8), $n-1$ of the characteristic exponents of the $T$-periodic (first-order) variational system

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{x}=\left[D f\left(x_{s}(s)\right)+B\left(x_{s}(s)\right) D k\left(x_{s}(s)\right)\right] \boldsymbol{\delta}_{x}, \quad s=s(t) \tag{4.42}
\end{equation*}
$$

must then have strictly negative real parts. It is therefore interesting to ask: Is it possible to relate this back to some specific set of transverse coordinates
and some projection operator as to obtain a new stabilizing feedback? To provide an answer, we need only use Lemma 4.15 as to expand $k(\cdot)$ in terms of the given transverse coordinates as to obtain such a new exponentially orbitally stabilizing feedback by simply omitting the higher-order terms. For example, if for some transverse coordinates $z_{\perp} \in \mathbb{R}^{(n-1)}$ and a projection operator $p(\cdot)$, we instead take $u=D k\left(x_{p}(x)\right) \mathcal{Z}_{\perp}^{\dagger}(p(x)) z_{\perp}(x), x_{p}=x_{s}(p(x))$, then the variational system (4.42) remains the same. The following can therefore be concluded:

Proposition 4.26. If a $\mathcal{C}^{1}$ mapping $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, satisfying $\|k(y)\|=0$ for all $y \in \mathcal{O}$, is such that $u=k(x)$ exponentially stabilizes the orbit $\mathcal{O}$ for (4.1), then for any projection operator $p(\cdot)$ (see Def. 4.5) and any vector of transverse coordinates $z_{\perp}(\cdot)$ (see Def. 4.11), the control law

$$
\begin{equation*}
u=D k\left(x_{p}(x)\right) \mathcal{Z}_{\perp}^{\dagger}(p(x)) z_{\perp}(x) \tag{4.43}
\end{equation*}
$$

also exponentially stabilizes $\mathcal{O}$ with respect to (4.1).

### 4.5 Projection-based excessive transverse coordinates

Consider again the projection operator-based function which we considered in Section 4.5, namely

$$
\begin{equation*}
e_{\perp}:=e_{\perp}(x)=x-x_{p}(x) \tag{4.44}
\end{equation*}
$$

The following will now be assumed:
Assumption 4.27. The projection operator $p: \mathfrak{X} \rightarrow \mathcal{S}$ (see Def. 4.5) is $\mathcal{C}^{2}$.
In light of the discussion at the end of Section 4.3, the function $e_{\perp}$ is in many ways analogous to the coordinates of Zubov and Leonov considered in Chapter 2 (see (2.13) and (2.28)). Indeed, as $e_{\perp}$ is defined in terms of some projection operator $p(\cdot)$, it must, for any $x \in \mathfrak{X}$, lie upon the moving Poincaré section corresponding to the hypersurface formed by the set $\Pi(p(x))$ defined in (4.11). Yet, since the codomain of the function $e_{\perp}$ is $\mathbb{R}^{n}$, it is not a vector of transverse coordinates for a non-vanishing orbit $\mathcal{O}$ as by Definition 4.11. Instead, the function $e_{\perp}=e_{\perp}(x)$ is a vector of so-called excessive transverse coordinates: it is $\mathcal{C}^{2}$-smooth in $\mathfrak{X}$ (as $p$ is $\mathcal{C}^{2}$ ), $\left\|e_{\perp}(y)\right\| \equiv 0$ and $\operatorname{rank} D e_{\perp}(y)=n-1$ for all $y \in \mathcal{O}(\operatorname{cf}$. Definition 4.11).

Unlike a "standard" set of transverse coordinates, however, they cannot directly be used to obtain a local change of coordinates (see Lemma 4.14), as the map $x \mapsto e_{\perp}(x)$ is evidently not a diffeomorphism. To see this more
clearly, consider the Jacobian matrix $D e_{\perp}(x)$. It follows that, sufficiently close the orbit, a variation of the states, $\boldsymbol{\delta}_{x}$, relates to a variation of (4.44) through

$$
\begin{equation*}
\mathcal{E}_{\perp}(s):=D e_{\perp}\left(x_{s}(s)\right)=\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s) ; \tag{4.45}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\boldsymbol{\delta}_{e_{\perp}}=\mathcal{E}_{\perp}(s) \boldsymbol{\delta}_{x} \tag{4.46}
\end{equation*}
$$

where we have used the shorthand notation $s=s(t)$. Thus for (4.44) to be a valid (local) change of coordinates, the matrix function $\mathcal{E}_{\perp}(s)$ should necessarily be everywhere invertible, which it clearly cannot be. Even still, $\mathcal{E}_{\perp}(\cdot)$ has some key properties which will be readily utilized throughout this thesis. We summarize some of these properties in the next statement.

Lemma 4.28. The matrix function $\mathcal{E}_{\perp}: \mathcal{S} \rightarrow \mathbb{R}^{n \times n}$, defined in (4.45), is a projection matrix, that is $\mathcal{E}_{\perp}^{2}(s)=\mathcal{E}_{\perp}(s)$ for all $s \in \mathcal{S}$; its rank is always $(n-1)$; while $\mathcal{P}(s)$ and $\mathcal{F}(s)$ span its left- and right null spaces, respectively.

Proof. Recalling from (4.12) the relation $\mathcal{P}(s) \mathcal{F}(s)=1$, it is straightforward to validate that $\mathcal{P}(s)$ and $\mathcal{F}(s)$ are left- and right annihilators of $\mathcal{E}_{\perp}(s)$, respectively, and that $\mathcal{E}_{\perp}(s)=\mathcal{E}_{\perp}^{2}(s)$. Lastly, as $\mathcal{E}_{\perp}$ consists of a rank $n$ $\operatorname{matrix}$ (i.e. $\mathbf{I}_{n}$ ) and a rank one matrix (i.e. $\mathcal{F}(s) \mathcal{P}(s)$ ), as well as the existence of the annihilators, implying its kernel is of dimension one, it follows that its rank is always $(n-1)$ by the rank-nullity theorem.

Using the fact that $\mathcal{E}_{\perp}$ is a projection matrix, one can show, by computing the first-order Taylor expansion of (4.44) about $x_{s}(p(x))$, that

$$
\begin{equation*}
e_{\perp}=\mathcal{E}_{\perp}(p(x)) e_{\perp}+\mathcal{F}(p(x)) h\left(p(x), e_{\perp}\right) \tag{4.47}
\end{equation*}
$$

must hold sufficiently close to $\mathcal{O}$, given some continuous scalar function $h(\cdot)$ satisfying $\left|h\left(\cdot, e_{\perp}\right)\right|=O\left(\left\|e_{\perp}\right\|^{2}\right)$. Hence $\mathcal{E}_{\perp}(s) \boldsymbol{\delta}_{e_{\perp}}=\mathcal{E}_{\perp}^{2}(s) \boldsymbol{\delta}_{x}=\boldsymbol{\delta}_{e_{\perp}}$, such that, by Lemma 4.28, the following relation must hold:

$$
\begin{equation*}
\mathcal{P}(s) \boldsymbol{\delta}_{e_{\perp}}=\mathcal{P}(s) \mathcal{E}_{\perp}(s) \boldsymbol{\delta}_{e_{\perp}} \equiv 0 \tag{4.48}
\end{equation*}
$$

Letting $\mathbf{T} \Pi(s)$ denote the tangentspace about $x_{s}(s)$ of the moving Poincaré section $\Pi(s)$, defined in (4.11), then condition (4.48) implies $\boldsymbol{\delta}_{e_{\perp}}(t) \in$ $\mathbf{T} \Pi(s(t))$. Similarly to the discussion at the end of Section 4.3, this allows us to infer that, sufficiently close to the nominal orbit, the coordinates (4.44) are orthogonal to the gradient of the projection operator $p(\cdot)$ and therefore locally transverse to the nominal orbit. Thus, even though they are an excessive set of transverse coordinates as $\operatorname{rank} \mathcal{E}_{\perp}(s)=n-1$, they can
be used for the purpose of orbitally stabilizing feedback design. Indeed, as we will show shortly, the stability characteristics of their origin are in fact equivalent to that of any other set of transverse coordinates, and therefore also that of the nominal orbit. Thus, we will derive next the corresponding transverse linearization associated with $e_{\perp}$ along $\mathcal{O}$ in order to assess the stability of their zero-level set.

### 4.5.1 The corresponding transverse linearization

Similarly to how conventional transverse coordinates could be used to rewrite a function in a neighborhood of the orbit (see Lemma 4.15), one can do this using these excessive transverse coordinates as well:

Lemma 4.29. Any $\mathcal{C}^{2}$ function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ can be written as

$$
\begin{equation*}
\phi(x)=\phi\left(x_{p}(x)\right)+D \phi\left(x_{p}(x)\right) \mathcal{E}_{\perp}(p(x)) e_{\perp}(x)+O\left(\left\|e_{\perp}(x)\right\|^{2}\right) \tag{4.49}
\end{equation*}
$$

within a neighborhood of $\mathcal{O}$. Moreover, if $\phi(y)=0$ for all $y \in \mathcal{O}$, then

$$
\begin{equation*}
\phi(x)=D \phi\left(x_{p}(x)\right) e_{\perp}(x)+O\left(\left\|e_{\perp}(x)\right\|^{2}\right) \tag{4.50}
\end{equation*}
$$

Proof. Proceeding in a similar manner to the proof of Lemma 4.15, we have, according to Taylor's theorem [160], that the function $\phi$ can be equivalently rewritten in its "first-order approximation form" about some point $q \in \mathcal{O}$ (cf. Hadamard's lemma):

$$
\phi(x)=\phi(q)+D \phi(q)(x-q)+O\left(\|x-q\|^{2}\right)
$$

Consider now an arbitrarily large ball $\mathcal{B}$ centered at $q$. While the above form of $\phi(\cdot)$ necessarily holds for all $x$ in $\mathcal{B}$ and beyond, let us consider only the slice of $\mathcal{B}$ contained in $\{x \in \hat{\mathfrak{X}} \subseteq \mathfrak{X}: p(x)=\hat{s}\}$ where $\hat{s}$ is such that $x_{s}(\hat{s}) \equiv q$ and with $\hat{\mathfrak{X}}$ as in the proof of Lemma 4.15; namely, $\mathcal{O} \subset \hat{\mathfrak{X}}$ and, for any $x \in \hat{\mathfrak{X}}$ and all $\iota \in[0,1],\left(x+\iota\left[x_{p}(x)-x\right]\right) \subset \hat{\mathfrak{X}}$. Upon this slice, we may then readily write $x_{p}(x)$ instead of $q$ to obtain

$$
\phi(x)=\phi\left(x_{p}(x)\right)+D \phi\left(x_{p}(x)\right) e_{\perp}(x)+O\left(\left\|e_{\perp}(x)\right\|^{2}\right)
$$

Since the projection operator $p(\cdot)$ is assumed to be $\mathcal{C}^{2}$ and well defined in $\mathfrak{X}$, this holds everywhere in $\hat{\mathfrak{X}}$. Using (4.47), it further simplifies to (4.50). Lastly, since $\phi(q) \equiv 0$ for all $q \in \mathcal{O}$ implies $\|D \phi(q) f(q)\|=\|D \phi(q) \mathcal{F}(p(q))\| \equiv$ 0 , we obtain (4.50).

Taking the time-derivative of the function $e_{\perp}$ defined in (4.44), we obtain

$$
\begin{equation*}
\dot{e}_{\perp}=D e_{\perp}(x) \dot{x}=D e_{\perp}(x) f(x)+D e_{\perp}(x) g(x) u \tag{4.51}
\end{equation*}
$$

We can therefore utilize Lemma 4.29 as to obtain the corresponding transverse linearization by isolating the linear part of the transverse dynamics (4.51). To this end, we denote by

$$
\begin{equation*}
A_{s}(s):=D f\left(x_{s}(s)\right) \quad \text { and } \quad B_{s}(s):=B\left(x_{s}(s)\right) \tag{4.52}
\end{equation*}
$$

such that

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{x}=A_{s}(s) \boldsymbol{\delta}_{x}+B_{s}(s) u \tag{4.53}
\end{equation*}
$$

is the first-order variational system along $\mathcal{O}$ (see Section 2.3). Now, since $p(\cdot)$ and $f(\cdot)$ are both assumed to be $\mathcal{C}^{2}$, we can, for some $x$ sufficiently close to $\mathcal{O}$, use (4.47) and Lemma 4.29 as to write the time derivative of $p=p(x)$ as

$$
\begin{align*}
\dot{p}(x)=\rho(p)+\left[f^{\top}\left(x_{p}\right) D^{2} p\left(x_{p}\right)\right. & \left.+D p\left(x_{p}\right) A_{s}(p)\right] \mathcal{E}_{\perp}(p) e_{\perp}  \tag{4.54}\\
& +D p(x) B(x) u+O\left(\left\|e_{\perp}\right\|^{2}\right)
\end{align*}
$$

where $x_{p}=x_{p}(x)$. Similarly, by using that $\left\|D e_{\perp}(q) f(q)\right\|=0$ for all $q \in \mathcal{O}$, we may readily state the following:

Proposition 4.30. Let Assumption 4.27 hold. Then within $\mathfrak{X}$, the timederivative of the excessive transverse coordinates (4.44), given by (4.51), can be equivalently written as

$$
\begin{equation*}
\dot{e}_{\perp}=A_{\perp}(p(x)) e_{\perp}+B_{\perp}(p(x)) u+\tilde{B}_{\perp}(x) u+O\left(\left\|e_{\perp}\right\|^{2}\right), \tag{4.55}
\end{equation*}
$$

where $\tilde{B}_{\perp}(x):=D e_{\perp}(x) B(x)-B_{\perp}(p(x))$, while

$$
\begin{align*}
& A_{\perp}(s):=\mathcal{E}_{\perp}(s) A_{s}(s)-\mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \rho(s)  \tag{4.56a}\\
& B_{\perp}(s):=\mathcal{E}_{\perp}(s) B_{s}(s) \tag{4.56b}
\end{align*}
$$

Combining this with the transversality condition (4.48) for the variation of $e_{\perp}$ in a vicinity of the orbit, we immediately obtain the transverse linearization along $\mathcal{O}$ associated with $e_{\perp}$ :

Corollary 4.31. Let Assumption 4.27 hold and let $s=s(t) \in \mathcal{S}$ be a solution to (4.4). Then the following linear-periodic system of differentialalgebraic equations

$$
\begin{align*}
\dot{\boldsymbol{\delta}}_{e_{\perp}} & =A_{\perp}(s) \boldsymbol{\delta}_{e_{\perp}}+B_{\perp}(s) u  \tag{4.57a}\\
0 & =\mathcal{P}(s) \boldsymbol{\delta}_{e_{\perp}} \tag{4.57b}
\end{align*}
$$

is the first-order approximation system of (4.51) about the orbit $\mathcal{O}$ using the parameterization (4.5).

Notice that if we omit the control part, then (4.57) has the exact same structure as the linearization obtained by Leonov in [26] (cf.(2.31)). Indeed, as the following example demonstrates, the linearization (2.19) and its generalizations are also easily obtained through a specific choice of the projection operator.

Example 4.5. (Transverse linearization for a constant weighted projection) Suppose the projection operator is taken according to Proposition 4.9 for some constant matrix $\Lambda \in \mathbb{M}_{\succeq 0}^{n}$, that is

$$
\begin{equation*}
p(x)=\underset{s \in \mathcal{S}}{\arg \min }\left[\left(x-x_{s}(s)\right)^{\top} \Lambda\left(x-x_{s}(s)\right)\right]=\underset{s \in \mathcal{S}}{\arg \min }\left\|x-x_{s}(s)\right\|_{\Lambda}^{2} \tag{4.58}
\end{equation*}
$$

As we then have

$$
D p(x)=\frac{\mathcal{F}^{\top}(p) \Lambda}{\|\mathcal{F}(p)\|_{\Lambda}^{2}-e_{\perp}^{\top} \Lambda \mathcal{F}^{\prime}(p)}
$$

it is implied by (4.18) that $D p(x) e_{\perp}(x)=0$ must hold for all $x$ within a tubular neighborhood of $\mathcal{O}$.

Now, from the transversality condition (4.57b) and the fact that $\mathcal{F}^{\prime}(s) \rho(s)$ $=A_{s}(s) \mathcal{F}(s)-\mathcal{F}(s) \rho^{\prime}(s)$, the following relation can readily be obtained:

$$
\mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \rho(s) \mathcal{E}_{\perp}(s)=\frac{\mathcal{F}^{\top}(s) A_{s}^{\top}(s) \Lambda}{\|\mathcal{F}(s)\|_{\Lambda}^{2}} \mathcal{E}_{\perp}(s)
$$

Thus, using that $f\left(x_{s}(s)\right)=\mathcal{F}(s) \rho(s)$, the matrix function $A_{\perp}(\cdot)$ reduces to

$$
\begin{equation*}
A_{\perp}(s)=A_{s}(s)-\frac{\left.f\left(x_{s}(s)\right)\right) f^{\top}\left(x_{s}(s)\right)}{\left\|f\left(x_{s}(s)\right)\right\|_{\Lambda}^{2}}\left[\Lambda A_{s}(s)+A_{s}^{\top}(s) \Lambda\right] \tag{4.59}
\end{equation*}
$$

For $\Lambda=\mathbf{I}_{n}$ this evidently corresponds to (2.19); see also [23, 27, 29, 54, 59].

By studying (4.59), one can easily validate that the relation

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{f\left(x_{s}(s)\right)}{\left\|f\left(x_{s}(s)\right)\right\|_{\Lambda}^{2}}\right)=A_{\perp}(s) \frac{f\left(x_{s}(s)\right)}{\left\|f\left(x_{s}(s)\right)\right\|_{\Lambda}^{2}} \tag{4.60}
\end{equation*}
$$

holds (see, e.g., [54]). This means that for $u=0$, the transverse linearization (4.55) would have the non-vanishing solution $f\left(x_{s}(s)\right) /\left\|f\left(x_{s}(s)\right)\right\|_{\Lambda}^{2}$ if we omitted the transversality condition (4.57b). As we will see next, this property is in fact shared by all transverse linearizations of the form (4.57). Hence, it is crucial that the transversality condition is taken into account when attempting to stabilize its origin.

### 4.5.2 Necessity of the transversality condition

Consider the linear system

$$
\begin{equation*}
\dot{\chi}=A_{\perp}(s) \chi+B_{\perp}(s) u \tag{4.61}
\end{equation*}
$$

corresponding to (4.57) without the transversality condition (4.57b). As we claimed after Example 4.5, the undriven part of this system always has a non-vanishing solution.

Lemma 4.32. The undriven $(u=0)$ linear-periodic system (4.61) has the solution $\mathcal{F}(s(t))$, while the remaining $(n-1)$ linearly-independent solutions can all be taken to be orthogonal to $\mathcal{P}(s(t))$.

Proof. Inserting $\chi(t)=\mathcal{F}(s(t))$ into the above differential equation and using the shorthand notation $s=s(t)$, we obtain

$$
\frac{d}{d t} \mathcal{F}(s)=\mathcal{E}_{\perp}(s) A_{s}(s) \mathcal{F}(s)-\mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \mathcal{F}(s) \rho(s)
$$

where $\frac{d}{d t} \mathcal{F}(s(t))=\mathcal{F}^{\prime}(s(t)) \rho(s(t))$. By differentiating (4.12), i.e. the relation $\mathcal{P}(s) \mathcal{F}(s) \equiv 1$, with respect to $s$, it is implied that

$$
\begin{equation*}
\mathcal{F}^{\top}(s) D^{2} p\left(x_{\star}(s)\right) \mathcal{F}(s)=-\mathcal{P}(s) \mathcal{F}^{\prime}(s) \tag{4.62}
\end{equation*}
$$

Using this and the relation $\mathcal{E}_{\perp}(s) \mathcal{F}(s)=\mathbf{0}_{n \times 1}$, together with the fact that

$$
A_{s}(s) \mathcal{F}(s)=\mathcal{F}^{\prime}(s) \rho(s)+\mathcal{F}(s) \rho(s)
$$

which is obtained by differentiating $f\left(x_{\star}(s)\right)$ with respect to $s$, the above can be equivalently rewritten in the following form:

$$
\mathcal{F}^{\prime}(s) \rho(s)=\mathcal{E}_{\perp}(s) \mathcal{F}^{\prime}(s) \rho+\mathcal{F}(s) \mathcal{P}(s) \mathcal{F}^{\prime}(s) \rho(s)=\mathcal{F}^{\prime}(s) \rho(s)
$$

This shows that $\mathcal{F}(\cdot)$ is indeed a solution, and as $\mathcal{F}$ is nonvanishing and bounded, the corresponding characteristic exponent must be equal to zero.

To show that the remaining linearly independent solutions can be taken to be orthogonal to $\mathcal{P}$, consider a full-rank matrix function $N_{\perp}: \mathbb{R}_{\geq 0} \rightarrow$ $\mathbb{R}^{n \times(n-1)}$ satisfying $\left\|\mathcal{P}(s(t)) N_{\perp}(t)\right\|=0$ for all $t \geq 0$. It must satisfy

$$
\mathcal{F}^{\top}(s(t)) D^{2} p\left(x_{\star}(s(t))\right) N_{\perp}(t)+\mathcal{P}(s(t)) N_{\perp}^{\prime}(t) \equiv 0
$$

which can be achieved by taking $\frac{d}{d t} N_{\perp}=A_{\perp}(s(t)) N_{\perp}$.

The naturally question to then ask is whether it is possible to utilize feedback to suppress the solution $\mathcal{F}$ and asymptotically stabilize the origin of (4.61). If this were the case, then one could utilize standard techniques from linear control theory, such as LQR and differential Riccati equations, to stabilize the transverse dynamics, and consequently the periodic orbit. However, as the zero-level set of the variables $e_{\perp}=e_{\perp}(x)$ defines a onedimensional manifold, namely the desired orbit $\mathcal{O}$, this is necessarily impossible. The following statement confirms this fact.

Proposition 4.33. The origin of (4.61) is not stabilizable.
Proof. Let (see Lem. 4.32)

$$
\begin{equation*}
U(t):=\left[\mathcal{F}(s(t)), N_{\perp}(t)\right] \tag{4.63}
\end{equation*}
$$

denote a fundamental matrix of (4.61) for $u=0$, i.e. $\dot{U}=A_{\perp}(t) U$, with $N_{\perp}$ satisfying $\mathcal{P}(s(t)) N_{\perp}(t) \equiv \mathbf{0}_{1 \times(n-1)}$ for all $t \geq 0$. It is easy to validate that its unique inverse is given by

$$
U^{-1}(t)=\left[\begin{array}{c}
\mathcal{P}(s(t))  \tag{4.64}\\
N_{\perp}^{\dagger}(t)
\end{array}\right]
$$

with $N_{\perp}^{\dagger}(t):=\left(N_{\perp}^{\top}(t) N_{\perp}(t)\right)^{-1} N_{\perp}(t) \mathcal{E}_{\perp}(s(t))$ satisfying $\left\|N_{\perp}^{\dagger}(t) \mathcal{F}(s(t))\right\| \equiv$ 0 for all $t \geq 0$ as in Lemma 4.32. Consider now the coordinate transformation $\chi=U(t) \eta$, with $\chi=\chi(t)$ a solution to the system (4.61). Differentiating with respect to time and inserting from (4.61), we obtain

$$
A_{\perp}(s(t)) U(t) \eta+B_{\perp}(s(t)) u=A_{\perp}(s(t)) U(t) \eta+U(t) \dot{\eta}
$$

Hence,

$$
\dot{\eta}=U^{-1}(t) B_{\perp}(s(t)) u=\left[\begin{array}{c}
\mathcal{P}(s(t)) \\
N_{\perp}^{\dagger}(t)
\end{array}\right] \mathcal{E}_{\perp}(s(t)) B(s(t)) u=\left[\begin{array}{c}
\mathbf{0}_{1 \times n} \\
N_{\perp}^{\dagger}(t)
\end{array}\right] B(s(t)) u
$$

where we have used the properties of $\mathcal{E}_{\perp}(\cdot)$ (see Lemma 4.28). It follows that $\eta_{1}(t)=\eta_{1}(0)$ for all $t \geq 0$, implying that $\mathcal{F}$ will remain a solution of (4.61) regardless of the control input. As a consequence, the origin of (4.61) cannot be stabilizable.

In order to utilize the linearized transverse dynamics (4.57) to design orbitally stability feedback, we therefore either have to: 1) directly take into account the transversality condition; or 2) somehow circumvent the unstabilizable subspace of (4.61). A method inspired by Theorem 2.21 will
be derived in Section 4.6 .3 which is inline with 1), whereas we in the next section we will introduce a method, corresponding to 2 ), which is based on using a certain comparison system of (4.61). As we will see, this comparison system also shares several properties with both the corresponding transverse linearization and the variational system.

### 4.5.3 A comparison system and spectrum equivalence

Let us left-multiply both sides of (4.61) by the matrix function $\mathcal{E}_{\perp}(s)$. Utilizing the properties of $\mathcal{E}_{\perp}(\cdot)$ stated in Lemma 4.28 , one can then rewrite the system on several different equivalent forms, with the following two singular descriptor system-like forms among them:

$$
\begin{equation*}
\mathcal{E}_{\perp}(s)\left[\dot{\chi}-\mathcal{E}_{\perp}(s)\left(A_{s}(s) \chi+B_{s}(s) u\right)\right]=\mathcal{E}_{\perp}(s)\left[\dot{\chi}-A_{s}(s) \chi-B_{s}(s) u\right]=0 . \tag{4.65}
\end{equation*}
$$

Consider, therefore, the following linear-periodic comparison system:

$$
\begin{equation*}
\dot{w}=\mathcal{E}_{\perp}(s) A_{s}(s) w+\mathcal{E}_{\perp}(s) B_{s}(s) v, w \in \mathbb{R}^{n}, v \in \mathbb{R}^{m} \tag{4.66}
\end{equation*}
$$

It corresponds to the terms inside the brackets of the left-most expression in (4.65) being set to zero. Whenever the Hessian $D^{2} p(\cdot)$ vanishes at all points along the nominal orbit, then the system (4.66) is evidently equivalent to (4.61), i.e. to the transverse linearization without the transversality condition. In fact, even in the general case when the Hessian may not be zero, it has several interesting connections to both (4.61) and to the firstorder variational system (4.53), which we recall is given by

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{x}=A_{s}(s(t)) \boldsymbol{\delta}_{x}+B_{s}(s(t)) u \tag{4.53}
\end{equation*}
$$

In order to demonstrate this fact, we first define

$$
\begin{equation*}
\mu(t):=\exp \left(\int_{0}^{t} \mathcal{F}^{\top}(s(\tau)) D^{2} p\left(x_{s}(s(\tau))\right) \mathcal{F}(s(\tau)) \rho(s(\tau)) d \tau\right) \tag{4.67}
\end{equation*}
$$

where the functions $s(\cdot), x_{s}(\cdot)$, etc., now are viewed in the light of Remark 4.4. Note that (4.62) also allows $\mu(t)$ to be equivalently written as

$$
\mu(t)=\exp \left(\int_{0}^{t}-\mathcal{P}(s(\tau)) \mathcal{F}^{\prime}(s(\tau)) \rho(s(\tau)) d \tau\right)
$$

In the case of a constant weighted projection as (4.58), we for instance have

$$
\mathcal{P}(s) \mathcal{F}^{\prime}(s)=\frac{\mathcal{F}^{\top}(s) \Lambda \mathcal{F}^{\prime}(s)}{\|\mathcal{F}(s)\|_{\Lambda}^{2}}=\frac{1}{2} \frac{\frac{d}{d s}\|\mathcal{F}(s)\|_{\Lambda}^{2}}{\|\mathcal{F}(s)\|_{\Lambda}^{2}}
$$

such that $\mu(t)=\ln \left(\|\mathcal{F}(s(t)) / \mathcal{F}(s(0))\|_{\Lambda}\right)$, and therefore $\mu(T) \equiv 0$.
Using (4.67), we can derive the following relation between the sums of the characteristic exponents of the various systems.

Lemma 4.34. The (minimal) sum of the characteristic exponents of the linear-periodic systems

$$
\dot{y}=A_{s}(s(t)) y \quad \text { and } \quad \dot{\chi}=A_{\perp}(s(t)) \chi
$$

denoted by $\Sigma$, are the same, whereas for

$$
\dot{w}=\mathcal{E}_{\perp}(s(t)) A_{s}(s(t)) w
$$

it is equal to $\Sigma+\ln (\mu(T)) / T$.
Proof. In the special case of an orthogonal projection, that is $\mathcal{P}(s)=$ $\mathcal{F}^{\mathrm{\top}}(s) /\|\mathcal{F}(s)\|$, the equivalence between the variational system (4.53) and the system (4.61) for $u \equiv 0$ was demonstrated in [54]. We will proceed along similar lines to derive the remaining relations.

Recall from Section 2.3.2 that for a regular linear system (e.g. constant or periodic) of the form $\dot{\sigma}=C(t) \sigma$, the sum of its characteristic exponents is given by the formula [89]

$$
\begin{equation*}
\Sigma(C)=\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{Tr} C(\tau) d \tau \tag{4.68}
\end{equation*}
$$

where $\operatorname{Tr} C$ denotes the trace of $C$, i.e. the sum of the elements on its main diagonal. Consider, therefore,

$$
\Sigma\left(A_{\perp}\right)=\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{Tr}\left[\mathcal{E}_{\perp} A_{s}-\mathcal{F} \mathcal{F}^{\top} D^{2} p\left(x_{s}\right) \rho\right] d \tau
$$

where we have omitted some of the function arguments for the sake of readability. Let us also recall the following two properties of the trace operator: $\operatorname{Tr} C D=\operatorname{Tr} D C$ for any $C, D \in \mathbb{R}^{n \times n}$ and $\operatorname{Tr}\left(c d^{\top}\right)=d^{\top} c$ for $c, d \in \mathbb{R}^{n \times 1}$. This allows us to rewrite the above as to obtain

$$
\Sigma\left(A_{\perp}\right)=\Sigma\left(A_{s}\right)-\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\left[\mathcal{P} A_{s} \mathcal{F}+\mathcal{F}^{\top} D^{2} p\left(x_{s}\right) \mathcal{F} \rho\right] d \tau
$$

Since
$\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t}\left[\mathcal{P} A_{s} \mathcal{F}+\mathcal{F}^{\top} D^{2} p\left(x_{s}\right) \mathcal{F} \rho\right] d \tau=\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \frac{1}{\rho(s(\tau))} \frac{d}{d \tau} \rho(s(\tau)) d \tau$
reduces to $\liminf _{t \rightarrow \infty} \frac{1}{t} \ln (\rho(s(t)) / \rho(0)) \equiv 0$, we have $\Sigma\left(A_{s}\right) \equiv \Sigma\left(A_{\perp}\right)$.
As to show $\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{Tr} \mathcal{E}_{\perp}(s(\tau)) A_{s}(s(\tau)) d \tau=\Sigma+\ln (\mu(T)) / T$, it suffices to note that we can write

$$
\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \operatorname{Tr} \mathcal{E}_{\perp}(s(\tau)) A_{s}(s(\tau)) d \tau=\Sigma\left(A_{\perp}\right)+\liminf _{t \rightarrow \infty} \frac{1}{t} \ln (\mu(t))
$$

as well as that $\liminf _{t \rightarrow \infty} \frac{1}{t} \ln (\mu(t))=\frac{1}{T} \ln (\mu(T))$ due to the periodicity of the integrand in the expression for $\mu(\cdot)$; see, e.g., [61].

Combining Lemma 4.34 and Lemma 4.32, we therefore arrive at the following statement, which analogous to the classical Poincaré test for planar systems [26, 80].

Proposition 4.35 (Poincaré-like test). Let $n=2$. Then the periodic orbit $\mathcal{O}$ of the undriven system (4.1) is exponentially stable if $\int_{0}^{s_{T}} \frac{1}{\rho(\sigma)} A_{\perp}(\sigma) d \sigma<$ 0 .

To demonstrate its use, we revisit an example from Chapter 3.
Example 4.6. Consider again the task of stabilizing sinusoidal oscillations of the scalar double-integrator system $\ddot{q}=u$, but now on a slightly more general form by allowing for some smooth function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{>0}$ rather than just $\rho=\omega \equiv$ const. The nominal periodic orbit is then given by:

$$
\mathcal{O}:=\{q=a \sin (s), \dot{q}=a \rho(s) \cos (s), s \in[0,2 \pi)\}
$$

To stabilize this orbit, we will consider a control law of the form

$$
\begin{equation*}
u=u_{\star}(p)-k_{y} y-k_{z} z \tag{4.69}
\end{equation*}
$$

Here the projection operator $p=p(q, \dot{q})$ is the solution to the implicit equation $h(q, \dot{q}, s)=s-\operatorname{atan} 2\left(\frac{q \rho(s)}{\dot{q}}\right)$; the nominal control $u_{\star}$ is given by

$$
u_{\star}(s):=a \rho^{\prime}(s) \rho(s) \cos (s)-a \rho^{2}(s) \sin (s) ;
$$

while $y:=q-a \sin (p)$ and $z:=\dot{q}-a \rho(p) \cos (p)$. By Lemma 4.8, such a projection operator must in a neighborhood of $\mathcal{O}$ correspond to

$$
D p(q, \dot{q})=\frac{\rho(s)}{\rho^{2}(s) q^{2}+\dot{q}^{2}-q \dot{q} \rho^{\prime}(s)}\left[\begin{array}{ll}
\dot{q} & -q
\end{array}\right] ;
$$

and hence

$$
\begin{equation*}
\mathcal{P}(s)=\frac{[\cos (s) \rho(s)}{\left.a \rho(s)-a \rho^{\prime}(s) \sin (s)\right]} \text { (s) } \cos (s) . \tag{4.70}
\end{equation*}
$$

Letting $x=\operatorname{col}(q, \dot{q})$ and $e_{\perp}:=\operatorname{col}(y, z)$, the closed-loop system can now be written in the following form:

$$
\dot{x}=\mathcal{F}(p) \rho(p)+\hat{A} e_{\perp}:=\left[\begin{array}{c}
a \rho(p) \cos (p) \\
u_{\star}(p)
\end{array}\right]+\left[\begin{array}{cc}
0 & 1 \\
-k_{y} & -k_{z}
\end{array}\right] e_{\perp} .
$$

We can therefore infer that

$$
A_{\perp}(s):=\mathcal{E}_{\perp}(s) \hat{A} \mathcal{E}_{\perp}(s)-\mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \rho(s)
$$

Recalling from (4.62) that $\mathcal{F}^{\top} D^{2} p\left(x_{s}\right) \mathcal{F}=-\mathcal{P} \mathcal{F}^{\prime}$, where

$$
\begin{aligned}
\mathcal{P}(s) \mathcal{F}^{\prime}(s) & =\frac{2 a \rho^{\prime}(s) \sin (s)^{2}-a \rho^{\prime \prime}(s) \sin (s) \cos (s)}{a \rho(s)-a \rho^{\prime}(s) \sin (s) \cos (s)} \\
& =\frac{\frac{d}{d s}\left[\rho(s)-\rho^{\prime}(s) \sin (s) \cos (s)\right]}{\rho(s)-\rho^{\prime}(s) \sin (s) \cos (s)}
\end{aligned}
$$

it follows that $\Sigma\left(A_{\perp}\right)=\Sigma\left(\mathcal{E}_{\perp} \hat{A} \mathcal{E}_{\perp}\right)$ as

$$
\int_{0}^{s_{T}} \mathcal{P}(\sigma) \mathcal{F}^{\prime}(\sigma) d \sigma=\left[\ln \left(\rho(s)-\rho^{\prime}(s) \sin (s) \cos (s)\right)\right]_{0}^{2 \pi} \equiv 0
$$

which we note corresponds to $\mu(T)=1$ (see (4.67)).
From the derivations in the above example, the control law (3.23) can in fact be obtained:

Proposition 4.36. Let $\rho=\omega \equiv$ const. Then for any two constants $k_{y}, k_{z} \in \mathbb{R}$ with $k_{z}>0$, the control law (4.69) renders $q_{\star}(t)=a \sin (\omega t)$ an exponentially orbitally stable solution of the scalar second-order system $\ddot{q}=u$.

Proof. As in this case $\rho^{\prime}=0$, it is straightforward to show that
$\operatorname{Tr}\left[\left(\mathcal{E}_{\perp}(s) \hat{A}(s) \mathcal{E}_{\perp}(s)\right]=\operatorname{Tr}\left[\left(\mathcal{E}_{\perp}(s) \hat{A}(s)\right]=-k_{z} \cos ^{2}(s)+\frac{\sin (2 s)}{2 \omega}\left(\omega^{2}-k_{y}\right)\right.\right.$.
Integrating with respect to $s$ from 0 to $2 \pi$, we find that $\Sigma\left(A_{\perp}\right)<0$ only if $k_{z}>0$, such that the proposition follows from Proposition 4.35.

In light of Lemma 4.34, one might wonder if there are additional relations between the solutions of (4.61) and the comparison system (4.66). In order to attempt to study the existence of such relations, we let, as in the last sections, the columns of $N_{\perp}(t) \in \mathbb{R}^{n \times(n-1)}$ correspond to $(n-1)$ independent solutions of the undriven system (4.61) satisfying $\left\|\mathcal{P}(s(t)) N_{\perp}(t)\right\| \equiv 0$ for all $t \geq 0$. This allows us to state the following:

Lemma 4.37. The nonsingular matrix function

$$
W(t):=\left[\begin{array}{ll}
\mathcal{F}(s(t)) \mu(t) & N_{\perp}(t)+\mathcal{F}(s(t)) \mu(t) L(t)
\end{array}\right]\left[\begin{array}{c}
\mathcal{P}(s(0))  \tag{4.71}\\
N_{\perp}^{\dagger}(0)
\end{array}\right]
$$

with $\mu(\cdot)$ defined in (4.67) and

$$
L(t):=\int_{0}^{t} \mu^{-1}(\tau) \mathcal{F}^{\boldsymbol{\top}}(s(\tau)) D^{2} p\left(x_{s}(s(\tau))\right) \rho(s(\tau)) N_{\perp}(\tau) d \tau
$$

is the state transition matrix of the undriven $(v=0)$ comparison system (4.66).

Proof. Consider the coordinate change $w=\hat{Y}(t) \phi$ with

$$
\begin{equation*}
\hat{Y}(t)=\left[\mu(t) \mathcal{F}(s(t)), N_{\perp}(t)\right] \tag{4.72}
\end{equation*}
$$

By the properties of $\mathcal{E}_{\perp}(\cdot)$ (see Lemma 4.28), it is not difficult to show that $\hat{Y}(\cdot)$ is a fundamental matrix of the system

$$
\frac{d}{d t} \hat{y}=\left[\mathcal{E}_{\perp}(s) A_{s}(s)-\mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \rho(s) \mathcal{E}_{\perp}(s)\right] \hat{y}
$$

and that its unique inverse is given by (cf. (4.64))

$$
\hat{Y}^{-1}(t)=\left[\begin{array}{c}
\mu^{-1}(t) \mathcal{P}(s(t)) \\
N_{\perp}^{\dagger}(t)
\end{array}\right] .
$$

Hence $\dot{w}=\dot{\hat{Y}}(t) \phi+\hat{Y}(t) \dot{\phi}$ is equivalent to

$$
\begin{aligned}
\mathcal{E}_{\perp}(s) A_{s}(s) \hat{Y}(t) \phi= & {\left[\mathcal{E}_{\perp}(s) A_{s}(s)-\mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \rho(s) \mathcal{E}_{\perp}(s)\right] \hat{Y}(t) \phi } \\
& +\hat{Y}(t) \dot{\phi}
\end{aligned}
$$

This implies that $\dot{\phi}=\hat{Y}^{-1}(t) \mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \mathcal{E}_{\perp}(s) \hat{Y}(t) \phi$, which in turn reduces to

$$
\dot{\phi}=\left[\begin{array}{cc}
0 & \mu^{-1}(t) \mathcal{F}^{\top}(s(t)) D^{2} p\left(x_{s}(s(t))\right) N_{\perp}(t) \\
\mathbf{0}_{(n-1) \times 1} & \mathbf{0}_{(n-1)}
\end{array}\right] \phi
$$

Thus $\phi_{r}=\operatorname{col}\left(\phi_{2}, \ldots, \phi_{n}\right)$ must be constant, whereas $\phi_{1}(t)=\phi_{1}(0)+L(t) \phi_{r}$. It follows that any solution of (4.66) (whenever $v=0$ ) is of the form

$$
w(t)=\hat{Y}(t)\left[\begin{array}{cc}
1 & L(t) \\
\mathbf{0}_{(n-1) \times 1} & \mathbf{I}_{n-1}
\end{array}\right] \hat{Y}^{-1}(0) w(0)=W(t) w(0)
$$

As $\mathcal{F}$ and the columns of $N_{\perp}$ are linearly independent, the statement follows.

Looking at the state-transition matrix (4.71) of the undriven comparison system, it is clear that the zero solution of the linearized transverse dynamics (4.55) will be asymptotically stable if the part of all the solutions of (4.66) which lie in the subspace corresponding to the image of $\mathcal{E}_{\perp}(s(t))$ vanish. That is to say, if for any solution $w(t)=W(t) w(0)$ of (4.66) we have that $w_{\perp}(t):=\mathcal{E}_{\perp}(s(t)) w(t)$ decays to zero under some feedback controller of the form $v=K(s) \mathcal{E}_{\perp}(s) w$, then the origin of the linearized transverse dynamic under $u=K(s) \boldsymbol{\delta}_{e_{\perp}}$ is asymptotically stable. We will in fact show that one can utilize this property as to design orbitally stabilizing using a specific comparison system in the next section. We will also derive some more general differential matrix equation-based methods for constructing such stabilizing feedback, which instead directly take into account the transversality condition.

### 4.6 Control design using excessive transverse coordinates

We have seen that the zero solution of the system obtained by omitting the transversality condition (4.57b) from the transverse linearization (4.57) cannot be asymptotically stabilized (Proposition 4.33). The main conclusion to be drawn from this is simply that one always has to take into account the transversality condition when attempting to design a orbitally stabilizing feedback controller. The simplest solution is of course to directly circumvent the transversality condition altogether by instead utilizing a minimal set of $(n-1)$ transverse coordinates as those we considered in Section 4.4. Indeed, such coordinates inherently satisfy the condition, and the stabilizability of the corresponding transverse linearization is equivalent to the exponential stabilizability of the nominal orbit; see Theorem 4.22 . As previously stated, there exist several methods for obtaining such coordinates for different classes of systems; see, e.g., [30, 31, 34, 53, 57, 186]. However, their construction can be vary significantly depending on the nominal orbit, and may often require additional numerical steps.

As to provide a more general and streamlined alternative, we will here suggest methods which instead utilize the excessive transverse coordinates (4.44); that is,

$$
\begin{equation*}
e_{\perp}:=x-x_{p}(x)=x-x_{s}(p(x)) \tag{4.44}
\end{equation*}
$$

with $p$ of class $\mathcal{C}^{2}$. More specifically, we are looking to find a continuous, $s_{T}$-periodic matrix function $K: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$, i.e. $K(0) \equiv K\left(s_{T}\right)$, such that the nonlinear control law

$$
\begin{equation*}
u=K(p(x)) e_{\perp} \tag{4.73}
\end{equation*}
$$

exponentially stabilizes the periodic orbit (4.6) for (4.1), thus consequently solving Problem 4.1. We will in the following suggest three approaches utilizing, respectively, the comparison system (4.66), the variational system (4.53) and the transverse linearization (4.57):

1. A comparison-system approach: Use the comparison system (4.66) corresponding to an orthogonal projection to directly design a stabilizing feedback;
2. The Hauser and Hindman approach: Design a stabilizing feedback directly for the variational system (4.53) and then combine it with a specific choice of projection operator;
3. Projected differential Riccati-like equations: Solve differential Riccatilike matrix equations directly for the transverse linearization (4.57) using the (projection) matrix function $\mathcal{E}_{\perp}(s)$ (see Lemma 4.28).

We start with the approach which utilizes the comparison system, while the two latter approaches are considered in Section 4.6.2 and Section 4.6.3.

### 4.6.1 The comparison system approach

Let the excessive transverse coordinates (4.44) now be taken such that they satisfy the orthogonality condition

$$
\begin{equation*}
\mathcal{F}^{\top}(p) e_{\perp} \equiv 0 \tag{4.74}
\end{equation*}
$$

Recall from Example 4.5 that this is equivalent to the constant weighted projection (4.58) with $\Lambda=\mathbf{I}_{n}$, i.e. $p(x)=\arg \min _{s \in \mathcal{S}}\left\|x-x_{s}(s)\right\|^{2}$. By (4.59), we can therefore write

$$
\dot{e}_{\perp}=A_{\perp}(p) e_{\perp}+D e_{\perp}(x) B(x) u+\Delta(x)
$$

where

$$
\begin{equation*}
A_{\perp}(s)=A_{s}(s)-\frac{\left.f\left(x_{s}(s)\right)\right) f^{\top}\left(x_{s}(s)\right)}{\left\|f\left(x_{s}(s)\right)\right\|^{2}}\left[A_{s}(s)+A_{s}^{\top}(s)\right] \tag{4.75}
\end{equation*}
$$

and with the $\mathcal{C}^{1}$-smooth vector-valued function $\Delta(\cdot)$ satisfying (see [54])

$$
\|\Delta(x)\|=O\left(\left\|e_{\perp}\right\|^{2}\right) \quad \text { and } \quad \mathcal{F}^{\top}(p) \Delta(x) \equiv 0
$$

As by (4.60) (see also [54]) the undriven system ( $u \equiv 0$ ) without the orthogonality condition (4.74) then has the non-vanishing solution

$$
\begin{equation*}
\chi_{\|}(t)=\frac{\left(f \circ x_{s}(s)\right)(t)}{\left\|\left(f \circ x_{s}(s)\right)(t)\right\|^{2}}=\mathcal{P}^{\top}(s(t)) \tag{4.76}
\end{equation*}
$$

whose characteristic exponent evidently is exactly zero, while the remaining $(n-1)$ solutions all satisfy $\mathcal{F}^{\top}(s(t)) \chi_{\perp}^{i}(t)=0, i=1, \ldots, n-1$.

Roughly speaking, we will show that if there exists a feedback of the form $v=K(s) w$ which "sufficiently" stabilizes the origin of the comparison system (4.66) (corresponding to the transverse linearization of the above system) for some $K \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{R}^{n \times m}\right)$, then the control law (4.73) will also asymptotically stabilize the origin of the transverse dynamics (4.51). Note that there are two main benefits of using such an approach for finding a stabilizing feedback for (4.57): 1) It circumvents the need to consider the uncontrollable subspace always present in (4.61); and 2) one avoids having to compute the Hessian $D^{2} p(\cdot)$. On the other hand, the existence of such a feedback is obviously not guaranteed.

In order to show that it may in fact some times exist, suppose that a continuous matrix function $K: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}, K(0)=K\left(s_{T}\right)$, exists such that the largest characteristic exponents, $\lambda_{M}$, of the closed-loop system

$$
\begin{equation*}
\dot{w}=\Omega(s) A_{c l}(s) w \tag{4.77}
\end{equation*}
$$

satisfies $\lambda_{M}<0$, where

$$
\begin{equation*}
A_{c l}(s):=A_{s}(s)+B_{s}(s) K(s) \tag{4.78}
\end{equation*}
$$

that is, we assume (4.66) is stabilizable. Moreover, let $\mathfrak{W}(t)$ denote the state-transition matrix (see (2.6)) for this system:

$$
\begin{equation*}
\dot{\mathfrak{W}}(t)=\Omega(s(t)) A_{c l}(s(t)) \mathfrak{W}(t), \quad \mathfrak{W}(0)=\mathbf{I}_{n} . \tag{4.79}
\end{equation*}
$$

Then, by a small modifications of theorems 2 and 4 in [89], there exist some number $C>0$ and a scalar functions $\zeta:[0, \infty) \rightarrow \mathbb{R}$, satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{\tau}^{t} \zeta(\sigma) d \sigma=\lambda_{M} \quad \forall \tau \geq 0 \tag{4.80}
\end{equation*}
$$

such that the following inequality holds:

$$
\begin{equation*}
\left\|\mathfrak{W}(t) \mathfrak{W}^{-1}(\tau)\right\| \leq C \exp \left(\int_{\tau}^{t} \zeta(\sigma) d \sigma\right) \quad \forall t \geq \tau \geq 0 \tag{4.81}
\end{equation*}
$$

We can from this state the following:
Proposition 4.38. Let $p(\cdot)$ be taken as to satisfy orthogonality condition (4.74). Suppose that $\left\|A_{s}(s)\right\| \leq \alpha \in \mathbb{R}_{>0}$ for all $s \in \mathcal{S}$ and that the inequality

$$
\begin{equation*}
\lambda_{M}<-C \alpha \leq 0 \tag{4.82}
\end{equation*}
$$

holds, with $C$ from (4.81). Then the control law (4.73) asymptotically stabilizes the orbit (2.10) of the dynamical system (4.1).

Proof. Let the matrix-function $N_{\perp}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n \times(n-1)}$ be such that that the columns of $N_{\perp}(0)$ form a normalized basis of the nullspace of $\mathcal{P}(0)$, i.e. $\left\|\mathcal{F}^{\top}(s(0)) N_{\perp}(0)\right\|=0$, and it is a solution to normalized adjoint equation

$$
\dot{N}_{\perp}=-\left(\mathbf{I}_{n}-N_{\perp} N_{\perp}^{\top}\right) A_{\perp}^{\top} N_{\perp}
$$

where we have omitted the function arguments for readability. Using the fact that $N_{\perp}^{\top}(0) N_{\perp}(0)=\mathbf{I}_{(n-1)}$, one can easily check that both $N_{\perp}^{\top}(t) N_{\perp}(t)=$ $\mathbf{I}_{(n-1)}$ and $\left\|\mathcal{P}(s(t)) N_{\perp}(t)\right\|=0$ then hold for all $t \geq 0$.

Let $N_{\|}(t):=\mathcal{F}(s(t)) /\|\mathcal{F}(s(t))\|$ and define $N(t)=\left[N_{\|}(t), N_{\perp}(t)\right]$. Using that $\mathcal{E}_{\perp}(s)=\left(\mathbf{I}_{n}-N_{\|} N_{\|}^{\top}\right)$, this matrix-valued function is evidently orthonormal for all $t \geq 0$, i.e. $N^{\top}(t) N(t)=\mathbf{I}_{n}$, and satisfies

$$
\dot{N}=\left[\left(\mathbf{I}_{n}-N_{\|} N_{\|}^{\top}\right) A_{s} N_{\|} N_{\|}^{\top}-\left(\mathbf{I}_{n}-N_{\perp} N_{\perp}^{\top}\right) A_{s}^{\top}\left(\mathbf{I}_{n}-N_{\|} N_{\|}^{\top}\right)\right] N .
$$

Consider now the coordinate change $w=N(t) \gamma$, with $w=w(t)$ a solution of the comparison system (4.66). It can be shown that this results in

$$
\dot{\gamma}=\left[\begin{array}{cc}
0 & N_{\|}^{\top} A_{s}^{\top} N_{\perp}  \tag{4.83}\\
\mathbf{0}_{n-1 \times 1} & N_{\perp}^{\top} A_{s} N_{\perp}
\end{array}\right] \gamma+\left[\begin{array}{c}
\mathbf{0}_{1 \times m} \\
N_{\perp}^{\top} B_{s}
\end{array}\right] v,
$$

which, by defining $\gamma_{r}:=\left[\mathbf{0}_{n-1 \times 1}, \mathbf{I}_{n-1}\right] \gamma$, we can write as

$$
\begin{aligned}
& \dot{\gamma}_{1}=N_{\|}^{\top} A_{s}^{\top}(s) N_{\perp} \gamma_{r} \\
& \dot{\gamma}_{r}=N_{\perp}^{\top} A_{s}(s) N_{\perp} \gamma_{r}+N_{\perp}^{\top} B_{s}(s) v .
\end{aligned}
$$

Note that the above subsystems are not decoupled, implying that for certain triplets $\left(A_{s}(\cdot), B_{s}(\cdot), x_{s}(\cdot)\right)$, its origin may be asymptotically stabilized. Thus, taking $v=K(s) w=K(s) N(s) \gamma$, we get $\dot{\gamma}=A_{\gamma}(t) \gamma$ with

$$
A_{\gamma}(t):=\left[\begin{array}{cc}
0 & N_{\|}^{\top} A_{s}^{\top} N_{\perp} \\
N_{\perp}^{\top} B K N_{\|} & N_{\perp}^{\top} A_{c l} N_{\perp}
\end{array}\right] .
$$

Now, since $\mathfrak{W}(t)$ is the state transition matrix of the system

$$
\dot{w}=\mathcal{E}_{\perp}(s(t)) A_{c l}(s(t)) w
$$

that is $w(t)=\mathfrak{W}(t) w_{0}$ and $\mathfrak{W}(0)=\mathbf{I}_{n}$, then $\Gamma(t)=N^{\top}(t) \mathfrak{W}(t) N(0)$ has the same characteristic exponents and is the state transition matrix of $\dot{\gamma}=$ $A_{\gamma}(t) \gamma$.

Consider now the system (4.61) with $A_{\perp}$ according to (4.75) and with the feedback $u=K(s) \mathcal{E}_{\perp}(s) \chi$, where $\mathcal{E}_{\perp}(s)$ is introduced in order to ensure
the transversality condition $\mathcal{F}^{\top}(s) \boldsymbol{\delta}_{e_{\perp}} \equiv 0$ holds. The time derivative of $\xi=N^{\top}(t) \chi$ is then

$$
\dot{\xi}=A_{\xi}(t) \xi=A_{\gamma}(t) \xi+\left[\begin{array}{cc}
-N_{\|} A_{s} N_{\|} & -N_{\|} A_{s}^{\top} N_{\perp} \\
-N_{\perp}^{\top} B_{s} K N_{\|} & \mathbf{0}_{n-1}
\end{array}\right] \xi
$$

such that

$$
\xi(t)=\Gamma(t) \xi_{0}+\Gamma(t) \int_{0}^{t} \Gamma^{-1}(\tau) \tilde{A}(\tau) \xi(\tau) d \tau
$$

where $\tilde{A}(t):=A_{\xi}(t)-A_{\gamma}(t)$. It is easy to validate that

$$
\xi_{*}(t)=\left[1 /\left\|\left(f \circ x_{s}(s)\right)(t)\right\|, \mathbf{0}_{1 \times(n-1)}\right]^{\top}
$$

is a solution (corresponding to (4.76)), and therefore

$$
\xi_{*}(0)=\Gamma^{-1}(t) \xi_{*}(t)-\int_{0}^{t} \Gamma^{-1}(\tau) \tilde{A}(\tau) \xi_{*}(\tau) d \tau
$$

It follows that one can take

$$
\xi(0)=\kappa \xi_{*}(0)+\left[0, \xi_{\perp}^{\top}(0)\right]^{\top}, \quad \kappa:=\xi_{1}(0)\left\|f\left(x_{s}\left(s_{0}\right)\right)\right\|
$$

such that any solution can be written in the form

$$
\xi(t)=\kappa \xi_{*}(t)+\Gamma(t)\left[\begin{array}{c}
0 \\
\xi_{\perp}(0)
\end{array}\right]+\Gamma(t) \int_{0}^{t} \Gamma^{-1}(\tau) \tilde{A}(\tau)\left(\xi(\tau)-c \xi_{*}(\tau)\right) d \tau
$$

Thus the system has one solution corresponding to (4.76), i.e. $\xi_{*}(t)$, whose characteristic exponent equals zero, but which is not a solution to the system (4.57). Furthermore, due to the system being decoupled, we can find $(n-1)$ additional independent solutions of the form $\xi(t)=E \xi_{\perp}(t)$, with $E^{\top}:=$ $\left[\begin{array}{ll}\mathbf{0}_{(n-1) \times 1} & \mathbf{I}_{n-1}\end{array}\right]$ and where

$$
\xi_{\perp}(t)=E^{\top} \Gamma(t)\left[E \xi_{\perp}(0)+\int_{0}^{t} \Gamma^{-1}(\tau) \tilde{A}(\tau) E \xi_{\perp}(\tau) d \tau\right]
$$

Since any solution of (4.57) can be equivalently rewritten as $\boldsymbol{\delta}_{e_{\perp}}(t)=$ $N_{\perp}(t) \xi_{\perp}(t)$, we need therefore only find conditions ensuring the asymptotic stability of the above solutions. To this end, utilizing (4.81) and the fact that $\|\tilde{A} E\|=\left\|N_{\|} A^{\top} N_{\perp}\right\| \leq\|A\| \leq \alpha$, we obtain

$$
\left\|\xi_{\perp}(t)\right\| \leq C \psi(0, t)\left\|\xi_{\perp}(0)\right\|+C \alpha \int_{0}^{t} \psi(\tau, t)\left\|\xi_{\perp}\right\| d \tau
$$

where $\psi(\tau, t):=\exp \left(\int_{\tau}^{t} \zeta(\sigma) d \sigma\right)$. Thus, by defining $\phi(t):=\psi(t, 0)\left\|\xi_{\perp}(t)\right\|$, the above inequality implies $\phi(t) \leq C \phi(0)+C \alpha \int_{0}^{t} \phi(\tau) d \tau$. This allows us to utilize Grönwall's lemma [44, 89] to obtain the inequality $\phi(t) \leq$ $C \phi(0) \exp (C \alpha t)$, from which, in turn,

$$
\left\|\xi_{\perp}(t)\right\| \leq C\left\|\xi_{\perp}(0)\right\| \exp \left(\int_{0}^{t}(\zeta(\sigma)+C \alpha) d \sigma\right)
$$

can be deduced. By the hypothesis of the proposition, the largest characteristic exponent therefore has a strictly negative real part and hence the origin of (4.55) is asymptotically stable.

Remark 4.39. The value of the above statement is not in the condition (4.82) per se. Rather, its importance is simply due to the fact that it shows the possibility of orbitally stabilizing the solution by designing a stabilizing feedback directly for the comparison system (4.66). Indeed, the condition (4.82) is by no means unique, and similar conditions can, as we will soon see, be stated using, for example, Lyapunov's second method.

It is also of practical importance to note that if a controller $v=K(s) w$ stabilizing the origin of the comparison system (4.66) has been designed, then one does not need to check the conditions of the theorem. That is to say, one can instead utilize the Andronov-Vitt theorem on the first approximation system $\dot{\boldsymbol{\delta}}_{x}=\left(A_{s}(s)+B_{s}(s) K(s) \mathcal{E}_{\perp}(s)\right) \boldsymbol{\delta}_{x}$ to validate that it will also be a stabilizing controller for (4.57); or, equivalently, check that the system (4.61) has $(n-1)$ characteristic multipliers within the unit circle. As yet another alternative, one can combine Lemma 4.34 and Lemma 4.37 to obtain the following statement which also can be utilized for this purpose.

Corollary 4.40. If the system (4.66) under the control law $v=K(s) \mathcal{E}_{\perp}(s) w$ has one simple zero characteristic exponent and the remaining $(n-1)$ characteristic exponents have strictly negative real parts, then the control law $u=K(p) e_{\perp}$ asymptotically stabilizes the origin of the system (4.55).

Note that we illustrate the above scheme in an example in Section 4.6.4.

### 4.6.2 Projected Lyapunov differential equations

Inspired by Theorem 2.21, we next propose a series of differential matrix equations for either validating exponential orbital stability of the closedloop system, or for constructing orbitally stabilizing feedback controllers. We will also demonstrate some connections to the methods proposed by Hindman and Hauser [22, 45, 46].

## Projected differential Lyapunov equations

For some $\mathcal{C}^{2}$-smooth projection operator $p(\cdot)$, suppose the applied control law is of the form (4.73), i.e. $u=K(p(x))\left(x-x_{p}(x)\right)$. Moreover, let $A_{c l}(s)$ be given by (4.78), that is $A_{c l}(s):=A_{s}(s)+B_{s}(s) K(s)$. The following can be used to assess if the control law is orbitally stabilizing:

Theorem 4.41. Suppose that for some continuous, $s_{T}$-periodic PD matrix function $Q: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$, there exists a $\mathcal{C}^{1}$ matrix function $L: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ satisfying, for all $s \in \mathcal{S}$, the projected Lyapunov differential equation (PrjLDE):

$$
\begin{align*}
\mathcal{E}_{\perp}^{\top}(s)\left[\rho(s) L^{\prime}(s)\right. & +A_{c l}^{\top}(s) \mathcal{E}_{\perp}^{\top}(s) L(s)+L(s) \mathcal{E}_{\perp}(s) A_{c l}(s)+Q(s)  \tag{4.84}\\
& \left.-\rho(s) L(s) \mathcal{F}(s) \mathcal{P}^{\prime}(s)-\rho(s) \mathcal{P}^{\top^{\prime}}(s) \mathcal{F}^{\top}(s) L(s)\right] \mathcal{E}_{\perp}(s)=\mathbf{0}_{n} .
\end{align*}
$$

Then by taking in (4.1) the control law (4.73), the orbit $\mathcal{O}$, defined in (2.10), is rendered exponentially stable with respect to the closed-loop system. Moreover, for any solution $L \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n}\right)$ to (4.84), the matrix function $L_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n}$, defined by

$$
\begin{equation*}
L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L(s) \mathcal{E}_{\perp}(s) \tag{4.85}
\end{equation*}
$$

is unique and solves

$$
\begin{equation*}
\rho(s) L_{\perp}^{\prime}(s)+A_{c l}^{\top}(s) L_{\perp}(s)+L_{\perp}(s) A_{c l}(s)+Q_{\perp}(s)=\mathbf{0}_{n} \tag{4.86}
\end{equation*}
$$

where $Q_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) Q(s) \mathcal{E}_{\perp}(s)$.
Proof. The statement can essentially be derived from Theorem 2.21 (see Theorem 5.1 in [26] or Theorem 1 in [58]), as well as using the fact that the asymptotic stability of the transverse linearization implies exponential stability of the orbit. For the sake of completeness, however, we derive here a slightly different proof utilizing projection operators.

First note that by (4.55), we may write the closed-loop transverse dynamics when sufficiently close to $\mathcal{O}$ as

$$
\dot{e}_{\perp}=\left[\mathcal{E}_{\perp}(p(x)) A_{c l}(p(x))-\Xi(p(x))\right] \mathcal{E}_{\perp}(p(x)) e_{\perp}+O\left(\left\|e_{\perp}\right\|^{2}\right),
$$

where $\Xi(s):=\mathcal{F}(s) \mathcal{P}^{\prime}(s) \rho(s)=f^{\top}\left(x_{s}(s)\right) D^{2} p\left(x_{s}(s)\right)$. Further note that $\dot{L}(p(x))=L^{\prime}(p(x)) \rho(p(x))+O\left(\left\|e_{\perp}\right\|\right)$ by (4.54).

Consider now the positive semidefinite Lyapunov function candidate

$$
\begin{equation*}
V_{\perp}(x)=e_{\perp}^{\top} L(p(x)) e_{\perp} . \tag{4.87}
\end{equation*}
$$

Locally, it is equal zero only if $x \in \mathcal{O}$, and strictly positive otherwise. Using (4.47) and the above, the time derivative of $V_{\perp}=V_{\perp}(x)$ can be written as

$$
\begin{aligned}
\dot{V}_{\perp}=e_{\perp}^{\top} \mathcal{E}_{\perp}^{\top}(p)\left[\rho(p) L^{\prime}(p)\right. & +A_{c l}^{\top}(p) \mathcal{E}_{\perp}^{\top}(p) L(p)+L(p) \mathcal{E}_{\perp}(p) A_{c l}(p) \\
& \left.-L(p) \Xi(p)-\Xi^{\top}(p) L(p)\right] \mathcal{E}_{\perp}(p) e_{\perp}+O\left(\left\|e_{\perp}\right\|^{3}\right)
\end{aligned}
$$

with $p=p(x)$. Using (4.84), this is in turn equivalently to

$$
\dot{V}_{\perp}=-e_{\perp}^{\top} \mathcal{E}_{\perp}^{\top}(p) Q(p) \mathcal{E}_{\perp}(p) e_{\perp}+O\left(\left\|e_{\perp}\right\|^{3}\right)
$$

Hence, due to (4.47), this implies that there is an open tubular neighborhood $\mathcal{N}$ of $\mathcal{O}$, as well as a strictly positive constant $\lambda \in \mathbb{R}_{>0}$, such that the differential inequality $\dot{V}_{\perp} \leq-\lambda V_{\perp}$ holds for all $x \in \mathcal{N}$. By the comparison principle (see, e.g., [169, Theorem 1.1],[44, Lemma 3.4]), we therefore have that any $\epsilon$-sublevel set of the form $\left\{x \in \mathcal{N}: V_{\perp}(x) \leq \epsilon\right\} \subseteq \mathcal{N}$ is forward invariant, and all solutions starting within it must converge to the orbit $\mathcal{O}$ exponentially.

What remains is therefore to show that, given a solution $L(\cdot)$ to (4.84), the postive semidefintie matrix function, $L_{\perp}$, given by (4.85), is unique and solves (4.86). Before showing this, however, first note that a solution to (4.84) will not be unique; indeed, given a solution $L_{\perp}(s)$ to (4.86), that is

$$
L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L_{\perp}(s) \mathcal{E}_{\perp}(s)
$$

it can be shown that $\hat{L}(s):=L_{\perp}(s)+h_{L}(s) \mathcal{P}^{\top}(s) \mathcal{P}(s)$ will also satisfy (4.84) for an arbitrary smooth function $h_{L}: \mathcal{S} \rightarrow \mathbb{R}_{>0}$.

As to show that $L_{\perp}$ will be unique, we first note that

$$
\mathcal{E}_{\perp}^{\top} L_{\perp}^{\prime} \mathcal{E}_{\perp}=\mathcal{E}_{\perp}^{\top}\left[L^{\prime}-L \mathcal{F} \mathcal{P}^{\prime}-\mathcal{P}^{\top^{\prime}} \mathcal{F}^{\top} L\right] \mathcal{E}_{\perp}
$$

where we have dropped the $s$-argument to shorten the notation. We may then rewrite the $\operatorname{PrjLDE}$ (4.84) as (4.86). Now let $N_{\perp}: \mathcal{S} \rightarrow \mathbb{R}^{n \times n-1}$ be a solution to

$$
\begin{equation*}
N_{\perp}^{\prime}(s)=-\mathcal{F}(s) \mathcal{P}^{\prime}(s) N_{\perp}(s), \quad \mathcal{P}(0) N_{\perp}(0)=\mathbf{0}_{1 \times n-1} \tag{4.88}
\end{equation*}
$$

such that $\mathcal{P}(s) N_{\perp}(s)=\mathbf{0}_{1 \times n-1}$ for all $s \in \mathcal{S}$. By Lemma 4.28 and the relation $\mathcal{P F} \equiv 1$, this allows us to write $\mathcal{E}_{\perp}(s)=N(s) E N^{-1}(s)$ in which $E:=$ $\operatorname{diag}\left(0, \mathbf{I}_{n-1}\right), N(s):=\left[\mathcal{F}(s), N_{\perp}(s)\right]$ and $N^{-1}(s)=\left[\mathcal{P}^{\top}(s),\left(N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)\right)^{\top}\right]^{\top}$. Hence (4.84) is then equivalent to

$$
\begin{aligned}
E N^{\top}\left[\dot{L}+A_{c l}^{\top} N^{-\top} E N^{\top} \hat{L}_{\perp}\right. & +\hat{L}_{\perp} N E N^{-1} A_{c l} \\
& \left.-\dot{\mathcal{P}}^{\top} \mathcal{F}^{\top} L-L \mathcal{F} \dot{\mathcal{P}}+Q\right] N E=\mathbf{0}_{n}
\end{aligned}
$$

with $\dot{\mathcal{P}}(s)=f^{\top}\left(x_{s}(s)\right) D^{2} p\left(x_{s}(s)\right)$. It can be shown that the parts of this equation which are not trivially zero correspond to the following matrix differential equation:

$$
\mathcal{A}^{\top} \mathcal{L}_{\perp}+\mathcal{L}_{\perp} \mathcal{A}+N_{\perp}^{\top}\left[\dot{L}-\dot{\mathcal{P}}^{\top} \mathcal{F}^{\top} L-L \mathcal{F} \dot{\mathcal{P}}\right] N_{\perp}+\mathcal{Q}_{\perp}=0,
$$

where $\mathcal{A}(s):=N^{\dagger}(s) \mathcal{E}_{\perp}(s) A_{c l}(s) N_{\perp}(s)$, while the matrix functions $\mathcal{L}_{\perp}(s):=$ $N_{\perp}^{\top}(s) L(s) N_{\perp}(s)$ and $\mathcal{Q}_{\perp}(s):=N_{\perp}^{\top}(s) Q(s) N_{\perp}(s)$ evidently are both sufficiently smooth and positive definite (PD). Now using $\dot{N}_{\perp}=-\mathcal{F} \dot{\mathcal{P}} N_{\perp}$, one finds that

$$
\dot{\mathcal{L}}_{\perp}=N_{\perp}^{\top}\left[\dot{L}-\dot{\mathcal{P}}^{\top} \mathcal{F}^{\top} L-L \mathcal{F} \dot{\mathcal{P}}\right] N_{\perp} .
$$

We can therefore rewrite the above equation as

$$
\begin{equation*}
\dot{\mathcal{L}}_{\perp}(s(t))=-\mathcal{A}^{\top}(s(t)) \mathcal{L}_{\perp}(s(t))-\mathcal{L}_{\perp}(s(t)) \mathcal{A}(s(t))-\mathcal{Q}_{\perp}(s(t)) \tag{4.89}
\end{equation*}
$$

which is a $T$-periodic differential Lyapunov equation. As has been previously stated, it is known [100] (see Proposition 2.18) that such an equation has a unique PD solution $\mathcal{L}_{\perp}(\cdot)$ for any continuous, PD matrix function $\mathcal{Q}_{\perp}(\cdot)$ if, and only if, the $T$-periodic system

$$
\begin{equation*}
\frac{d}{d t} \vartheta_{\perp}=\mathcal{A}(s(t)) \vartheta_{\perp} \tag{4.90}
\end{equation*}
$$

is asymptotically stable. Hence, by the uniqueness of the pseudoinverse,

$$
\begin{aligned}
L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L(s) \mathcal{E}_{\perp}(s) & =\left(N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)\right)^{\top} N_{\perp}^{\top}(s) L(s) N_{\perp}(s) N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s) \\
& =\left(N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)\right)^{\top} \mathcal{L}_{\perp}(s) N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)
\end{aligned}
$$

is consequently also unique.
Let us briefly try to provide some intuition behind the PrjLDE ${ }^{8}$. Simply put, by right- and left multiplying by $\mathcal{E}_{\perp}$ and its transpose, respectively, one obtains the projection upon the transverse subspace corresponding to the transversality condition (4.57b), thus avoiding the non-stabilizable subspace spanned by $\mathcal{F}$; see Lemma 4.32. Indeed, as shown in the proof of Theorem 4.41, the solution to the PrjLDE essentially corresponds to a solution to the periodic Lyapunov differential equation (PLDE) (4.89), which
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Figure 4.5: Illustration of the invariant tube $\mathfrak{T}$, defined in (4.91), corresponding to the interior of a level set of the Lyapunov function $V_{\perp}$ given by (4.87), with $\Pi$ the moving Poincaré section defined in (4.11).
in turn is ensured by the asymptotic stability of the linear-periodic system (4.90). Clearly, the system (4.90) must correspond to the linearization of some vector of transverse coordinates, $z_{\perp} \in \mathbb{R}^{n-1}$, whose Jacobian matrix along the orbit is given by $\mathcal{Z}_{\perp}(s)=N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)$ (cf. Theorem 4.22). A straightforward example of such coordinates would be the function $z_{\perp}(x)=N_{\perp}^{\dagger}(p(x)) \mathcal{E}_{\perp}(p(x)) e_{\perp}(x)$, which, for practical purposes, has the drawback of requiring the construction of a continuous representation, $N_{\perp}(\cdot) \in \mathbb{R}^{n \times(n-1)}$, of the nullspace of $\mathcal{P}(\cdot)$, i.e. (4.88).

Not only does a solution to the PrjLDE ensure that a feedback of the form (4.73) is exponentially orbitally stabilizing, it also provides a way of obtaining a rough estimate of its region of attraction using the Lyapunov function (4.87). Although beyond the scope of this thesis, one can search for the largest $\delta>0$ such that $V_{\perp}$ is strictly decreasing within the open tube

$$
\begin{equation*}
\mathfrak{T}:=\left\{x \in \mathfrak{X}: V_{\perp}(x)<\delta\right\}, \tag{4.91}
\end{equation*}
$$

that is $\dot{V}_{\perp}<0$ for all $x \in \mathfrak{T} \backslash \mathcal{O}$; see Figure. 4.5.

## Relation to the method of Hindman and Hauser

As was mentioned in the thesis' introduction, Hauser and Hindman proposed a method in [22] which allows one to convert a trajectory tracking controller into an orbitally stabilizing control law using a particular projection operator for certain types of trajectories. While their result was limited to feedback-linearizable systems, one can use Theorem 4.41 as to readily extended their approach to more general nonlinear system, at the expense of more local results. In fact, the following statement, which can be seen as an extension of Theorem 2.1 in [22] (see also Theorem 1.2 in [46]), demonstrates that one can use their idea to design orbitally stabilizing feedback
using only the variational system (4.53).
Proposition 4.42. Let $A_{c l}(\cdot):=A_{s}(s)+A_{s}(s) K(s)$ for some $K \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{R}^{m \times n}\right)$. Suppose there exists a matrix function $L \in \mathcal{C}^{\infty}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n}\right)$ satisfying

$$
\begin{equation*}
\rho(s) L^{\prime}(s)+A_{c l}^{\top}(s) L(s)+L(s) A_{c l}(s)+Q(s)=\mathbf{0}_{n} \tag{4.92}
\end{equation*}
$$

for some $s_{T}$-periodic matrix function $Q \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n}\right)$. If addition $x_{s}(\cdot)$ is of class $\mathcal{C}^{3}$, then by taking the projection operator as

$$
\begin{equation*}
p(x)=\underset{s \in \mathcal{S}}{\arg \min }\left[\left(x-x_{s}(s)\right)^{\top} L(s)\left(x-x_{s}(s)\right)\right], \tag{4.93}
\end{equation*}
$$

the control law

$$
\begin{equation*}
u=K(p(x))\left(x-x_{p}(x)\right) \tag{4.94}
\end{equation*}
$$

exponentially stabilizes the periodic orbit $\mathcal{O}$ for the closed-loop system (4.1).
Proof. To prove the proposition, we need to show that the conditions of Theorem 4.41 are all satisfied for this particular choice of projection operator as long as (4.92) holds.

By taking $\Lambda(s)=L(s)$ in Proposition 4.9, the projection operator (4.93) is $\mathcal{C}^{2}$ within its domain if $L$ is smooth and $x_{s}$ is $\mathcal{C}^{3}$. Thus we have that the gradient of projection operator (4.93) evaluated along the orbit is given by (4.17). Hence, due to the properties of $\mathcal{E}_{\perp}$ (see Lemma 4.28), we have

$$
\mathcal{F}^{\top}(s) L(s) \mathcal{E}_{\perp}(s)=\mathbf{0}_{1 \times n}
$$

The PrjLDE (4.84) therefore reduces to

$$
\mathcal{E}_{\perp}^{\top}(s)\left[\rho(s) L^{\prime}(s)+A_{c l}^{\top}(s) L(s)+L(s) A_{c l}(s)+Q(s)\right] \mathcal{E}_{\perp}(s)=\mathbf{0}_{n}
$$

which is obviously satisfied if (4.92) holds.
Is such feedback stabilizing if one changes the projection operator?
In light of Theorem 4.41 and Proposition 4.42, a natural question to now ask is whether or not one has to prespecify the projection operator before attempting to design a feedback controller. Or in other words: can one use a generic choice of operator satisfying Definition 4.5, e.g. an orthogonal projection such that (4.74), for control design, but utilize another projection operator in the applied control law? In fact, in their paper [46], Hindman and Hauser conjectured that this is indeed the case. While we cannot give a definitive answer to this question, we can at least partly answer it.

In this regard, the first thing to note is simply that one can of course directly change between different projection operators if their gradients evaluated along the orbit coincide. However, if this is not the case, then just a small modification to the feedback is needed in order to ensure that it is also stabilizing when using another operator. While this fact can be easily derived utilizing, e.g., Lemma 4.15 and the Andronov-Vitt theorem in a similar manner to how it was done for a minimal set of transverse coordinates to obtain Proposition 4.26, we provide here instead the following statement based on Theorem 4.41.

Proposition 4.43. Suppose all the conditions in Theorem 4.41 are satisfied for some $\mathcal{C}^{2}$-smooth projection operator $p(\cdot)$ and a continuous matrix function $K: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$. Then for any other $\mathcal{C}^{2}$-smooth projection operator $\hat{p}(\cdot)$, the control law

$$
\begin{equation*}
u=K(\hat{p})\left(\mathbf{I}_{n}-\mathcal{F}(\hat{p}) \mathcal{P}(\hat{p})\right)\left(x-x_{s}(\hat{p})\right), \quad \hat{p}=\hat{p}(x) \tag{4.95}
\end{equation*}
$$

where $\mathcal{P}(s):=D p\left(x_{s}(s)\right)$, exponentially stabilizes the orbit $\mathcal{O}$ for (4.1).
Proof. Let the positive definite (PD) matrix functions $L(\cdot)$ and $Q(\cdot)$ satisfy the PrjLDE (4.84) for the original operator $p(\cdot)$. Let $\hat{\mathcal{P}}(s)=D \hat{p}\left(x_{s}(s)\right.$ and $\hat{\mathcal{E}}_{\perp}(s)=\mathbf{I}_{n}-\mathcal{F}(s) \hat{\mathcal{P}}(s)$, while note that $\mathcal{E}_{\perp}(s)=\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s)$ remains as before. Define

$$
\begin{aligned}
\hat{L}(s) & :=\mathcal{E}_{\perp}^{\top}(s) L(s) \mathcal{E}_{\perp}(s)+\hat{\mathcal{P}}(s) \hat{\mathcal{P}}^{\top}(s), \\
\hat{Q}(s) & :=\mathcal{E}_{\perp}^{\top}(s) Q(s) \mathcal{E}_{\perp}(s)+\hat{\mathcal{P}}(s) \hat{\mathcal{P}}^{\top}(s)
\end{aligned}
$$

Both $\hat{L}(s)$ and $\hat{Q}(s)$ are evidently PD for all $s \in \mathcal{S}$. Thus, if we can show that this pair of matrix functions satisfy the PrjLDE given the control law (4.95), then we may readily apply Theorem 4.41 to prove the statement.

To this end, we first note that $\hat{\mathcal{E}}_{\perp}^{\top}\left[\frac{d}{d s}\left(\hat{\mathcal{P}} \hat{\mathcal{P}}^{\top}\right)\right] \hat{\mathcal{E}}_{\perp}=\mathbf{0}_{n}$, while

$$
\frac{d}{d s} \mathcal{E}_{\perp}=-\mathcal{F}^{\prime} \mathcal{P}-\mathcal{F} \mathcal{P}^{\prime}=-\mathcal{F} \mathcal{P}^{\prime} \mathcal{E}_{\perp}-\frac{1}{\rho} \mathcal{E}_{\perp} A_{s} \mathcal{F} \mathcal{P}
$$

where we have used that $\rho^{\prime}=\frac{d}{d s}\left(\mathcal{P} f\left(x_{s}\right)\right)=\mathcal{P}^{\prime} \mathcal{F} \rho+\mathcal{P} A_{s} \mathcal{F}$. Hence

$$
\hat{\mathcal{E}}_{\perp}^{\top} \hat{L}^{\prime} \hat{\mathcal{E}}_{\perp}=\hat{\mathcal{E}}_{\perp}^{\top}\left[\mathcal{E}_{\perp}^{\top} L^{\prime} \mathcal{E}_{\perp}+\left(\mathcal{E}_{\perp}^{\prime}\right)^{\top} L \mathcal{E}_{\perp}+\mathcal{E}_{\perp}^{\top} L \mathcal{E}_{\perp}^{\prime}\right] \hat{\mathcal{E}}_{\perp} .
$$

By defining $\hat{A}_{c l}=A_{s}+B_{s} K \mathcal{E}_{\perp}=A_{c l} \mathcal{E}_{\perp}+A_{s} \mathcal{F} \mathcal{P}$, as well as noting that $\mathcal{E}_{\perp} \hat{\mathcal{E}}_{\perp}=\mathcal{E}_{\perp}$, the expression $\hat{\mathcal{E}}_{\perp}\left[\rho \hat{L}^{\prime}+\hat{A}_{c l}^{\top} \hat{\mathcal{E}}_{\perp}^{\top} \hat{L}+\hat{L} \hat{\mathcal{E}}_{\perp} \hat{A}_{c l}\right] \hat{\mathcal{E}}_{\perp}$ reduces to

$$
\mathcal{E}_{\perp}^{\top}\left[\rho L^{\prime}+A_{c l}^{\top} \mathcal{E}_{\perp}^{\top} L+L \mathcal{E}_{\perp} A_{c l}-\rho L \mathcal{F} \mathcal{P}^{\prime}-\rho \mathcal{P}^{\top^{\prime}} \mathcal{F}^{\top} L\right] \mathcal{E}_{\perp}
$$

Lastly, by also observing that $\hat{\mathcal{E}}_{\perp}^{\top}(s) \hat{L}(s) \mathcal{F}(s) \hat{\mathcal{P}}^{\prime}(s)=\mathbf{0}_{n}$, it is clear that $\hat{L}$ and $\hat{Q}$ are solutions to their respective $\operatorname{PrjLDE}$ if $L$ and $Q$ solves (4.84).

### 4.6.3 Projected differential Riccati equations

The PrjLDE in Theorem 4.41 allows one to assess if a feedback of the form (4.73) is exponentially orbitally stabilizing. Yet, it does not provide a way of constructing such a control law. For this purpose, one can instead utilize the following projected Riccati differential equations (PrjRDE).

Proposition 4.44. Suppose that for some continuous, $s_{T}$-periodic function $\kappa: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ and $s_{T}$-periodic matrix functions $\mathcal{Q} \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n}\right)$ and $\Gamma \in$ $\mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{m}\right)$, there exists a $s_{T}$-periodic, $\mathcal{C}^{1}$ matrix function $R: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ satisfying the projected periodic Riccati differential equation (PrjPRDE)

$$
\begin{align*}
\mathcal{E}_{\perp}^{\top}(s)\left[\rho(s) R^{\prime}(s)+A_{\perp}^{\top}(s) R(s)\right. & +R(s) A_{\perp}(s)+\mathcal{Q}(s)+\kappa(s) R(s)  \tag{4.96}\\
& \left.-R(s) B_{\perp}(s) \Gamma(s) B_{\perp}^{\top}(s) R(s)\right] \mathcal{E}_{\perp}(s)=\mathbf{0}_{n}
\end{align*}
$$

for all $s \in \mathcal{S}$. Then the control law (4.73), with $K(\cdot)$ taken according to

$$
\begin{equation*}
K(s)=-\Gamma(s) B_{\perp}^{\top}(s) R(s) \tag{4.97}
\end{equation*}
$$

i.e. $u=K(p(x)) e_{\perp}(x)$, renders the periodic orbit $\mathcal{O}$ exponentially stable with respect to the closed-loop system (4.1).

Proof. Taking $L(\cdot)$ and $Q(\cdot)$ in Theorem 4.41 as

$$
L(s)=R(s) \quad \text { and } \quad Q(s)=\mathcal{Q}(s)+\kappa(s) R(s)+R(s) B_{\perp}(s) \Gamma(s) B_{\perp}^{\top}(s) R(s)
$$

one can easily validate that (4.84) is satisfied if (4.96). The statement then follows as $Q(\cdot)$ obviously is positive definite.

## Solving the PRDE using semidefinite programming

In order to solve (4.96), we propose an approach based on Gusev's method $[176,177]$ as we considered in Section 4.4.2 for solving the PRDE (4.35).

We begin by defining

$$
\mathfrak{R}_{S C}(R(s), s)=\left[\begin{array}{cc}
\mathcal{E}_{\perp}^{\top}\left[\rho R^{\prime}+A_{\perp}^{\top} R+R A_{\perp}+\mathcal{Q}+\kappa R\right] \mathcal{E}_{\perp} & \mathcal{E}_{\perp}^{\top} R B_{\perp}  \tag{4.98}\\
B_{\perp}^{\top} R \mathcal{E}_{\perp} & \Gamma^{-1}
\end{array}\right],
$$

where we have omitted the $s$-argument to keep the notation short. Moreover, introduce the matrix-valued function $R(s) \in \mathbb{M}^{n}$ corresponding to a (real) trigonometric polynomial of order $\mathfrak{m}$ :

$$
R(s)=C_{0}+\sum_{i=1}^{\mathfrak{m}}\left[C_{i} \sin \left(2 i \pi s / s_{T}\right)+D_{i} \cos \left(2 i \pi s / s_{T}\right)\right]
$$

Here the unknown constant matrix coefficients $C_{0}, C_{i}, D_{i} \in \mathbb{M}^{n}, i=1, \ldots, \mathfrak{m}$ are to be found. Continuing as in Section 4.4.2, we let the $l+1$ unique points $s_{0}=0<s_{1}<s_{2}<\cdots<s_{l}$, with $s_{l}<s_{T}$, divide $\mathcal{S}$ in to $l+1$ segments. The SDP problem we suggest for finding a solution to (4.96) can then be stated:

$$
\begin{array}{cl}
\max _{\substack{C_{0}, C_{i}, D_{i} \in \mathbb{M}^{n} \\
i=1, \ldots, \mathfrak{m}}} & \sum_{j=0}^{l}\left[\operatorname{Tr}\left(\mathcal{E}_{\perp}^{\top}\left(s_{j}\right) R\left(s_{j}\right) \mathcal{E}_{\perp}\left(s_{j}\right)\right)-\mathcal{F}^{\top}\left(s_{j}\right) R\left(s_{j}\right) \mathcal{F}\left(s_{j}\right)\right]  \tag{4.99}\\
\text { s.t. } & \left.\Re_{S C}\left(R\left(s_{j}\right), s_{j}\right)\right) \succeq 0, \quad j=0,1, \ldots, l, \\
& R\left(s_{j}\right) \succeq 0, \\
j=0,1, \ldots, l .
\end{array}
$$

Let us now show that a solution to this problem provides an approximate solution to the PrjPRDE. To this end, denote $Q_{\perp}(s):=\mathcal{E}_{\perp}^{\top}(s) Q(s) \mathcal{E}_{\perp}(s)$ and let the matrix function $N_{\perp}(s)$ be defined according to (4.88). The following statement can then be obtained by following the same steps as in the proof of Theorem 4.41.

Proposition 4.45. For any solution $R \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n}\right)$ to (4.96), the matrix function $R_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n}$, defined by

$$
\begin{equation*}
R_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) R(s) \mathcal{E}_{\perp}(s) \tag{4.100}
\end{equation*}
$$

is unique and solves

$$
\begin{align*}
\rho(s) R_{\perp}^{\prime}(s)+A_{s}^{\top}(s) R_{\perp}(s) & +R_{\perp}(s) A_{s}(s)+Q_{\perp}(s)+\kappa(s) R_{\perp}(s)  \tag{4.101}\\
& -R_{\perp}(s) B_{s}(s) \Gamma(s) B_{s}^{\top}(s) R_{\perp}(s)=\mathbf{0}_{n}
\end{align*}
$$

Moreover, such a solution to (4.101) is equivalent to the solution $\mathcal{R}_{\perp}(s):=$ $N_{\perp}^{\top}(s) R(s) N_{\perp}(s) \in \mathbb{M}_{\succ 0}^{n-1}$ to the $T$-periodic PRDE

$$
\begin{aligned}
\dot{\mathcal{R}}_{\perp}(s(t)) & +\mathcal{A}^{\top}(s(t)) \mathcal{R}_{\perp}(s(t))+\mathcal{R}_{\perp}(s(t)) \mathcal{A}(s(t))+\mathcal{Q}_{\perp}(s(t)) \\
& \left.+\kappa(s) \mathcal{R}_{\perp}(s)-\mathcal{R}_{\perp}(s(t)) \mathcal{B}(s(t)) \Gamma(s(t))\right) \mathcal{B}^{\top}(s(t)) \mathcal{R}_{\perp}(s(t))=\mathbf{0}_{n-1}
\end{aligned}
$$

where $\mathcal{Q}_{\perp}(s):=N_{\perp}^{\top}(s) Q(s) N_{\perp}(s), \mathcal{A}(s):=N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s) A_{s}(s) N_{\perp}(s)$, and $\mathcal{B}(s):=N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s) B_{s}(s)$.

In light of the above proposition, recall from Theorem 4.24 that a solution to (4.102) for $\kappa=0$ is the so-called maximum solution with respect to the functional (4.37). Necessarily, any positive semidefinite solution to (4.101) of the form (4.100) must be maximal in a similar sense. In order to show how this motivates the SDP problem (4.99), we first recall that the
properties of the Schur complement [181] ensures that $\Re_{S C}(R(s), s)$ is positive semidefinite if, and only if, the left-hand side of (4.96) is positive semidefinite. Thus a solution $R(s)$ to (4.96) implies that $R_{\perp}(s)$ defined by (4.100) is the maximal solution that solves (4.101), in the sense that, for any $\hat{R}(s)$, satisfying $\mathfrak{R}_{S C}(\hat{R}(s), s) \succeq 0$ for all $s \in \mathcal{S}$, one has $R_{\perp}(s)-\hat{R}_{\perp}(s) \succeq 0$ where $\hat{R}_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) \hat{R}(s) \mathcal{E}_{\perp}(s)$. Hence, a solution to the SDP problem (4.99), if it exists, should, for properly chosen grid points, ensure that $R_{\perp}(s)$ is the maximal solution by maximizing the trace of $\mathcal{E}_{\perp}^{\top}\left(s_{j}\right) R\left(s_{j}\right) \mathcal{E}_{\perp}\left(s_{j}\right)$, whereas the uniqueness of this solution is ensured by adding the constraints $R\left(s_{j}\right) \succeq 0$ and subtracting $\mathcal{F}^{\boldsymbol{\top}}\left(s_{j}\right) R\left(s_{j}\right) \mathcal{F}\left(s_{j}\right)$ in the objective function. Indeed, since if $R(s)$ solves (4.96), then so does $R_{\perp}(s)$ given by (4.100). The latter term in the objective function ensures that a solution $R(s)$ must have one zero eigenvalue, thus implying its uniqueness.

## Differential LMI representation of the PRDE

As an alternative to the above projected Riccati equation, one can instead consider a differential linear matrix inequality (DLMI) similar to that in Proposition 4.25. Indeed, as the next statement clearly shows, by representing the matrix functions to be found as sums of basis functions, then the resulting matrix equations will be affine in all the unknown (decision) variables. Thus, by using a suitable transcription method, one can effectively search for an approximate solution using semidefinite programming.
Proposition 4.46. Suppose that for some smooth, scalar, sT-periodic function $\lambda: \mathcal{S} \rightarrow \mathbb{R}_{>0}$, there exist a pair of $s_{T}$-periodic matrix functions $W \in$ $\mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n}\right)$ and $Y \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{R}^{m \times n}\right)$ satisfying, for all $s \in \mathcal{S}$, the linear matrix inequality:

$$
\begin{aligned}
\rho(s) W^{\prime}(s)-W(s) A_{\perp}^{\top}(s)-A_{\perp}(s) W(s) & -Y^{\top}(s) B_{\perp}^{\top}(s)-B_{\perp}(s) Y(s) \\
& -\lambda(s)\left[\mathcal{E}_{\perp}(s) W(s)+W(s) \mathcal{E}_{\perp}^{\top}(s)\right] \succeq 0 .
\end{aligned}
$$

Then the control law (4.73), with $K(\cdot)$ taken according to

$$
\begin{equation*}
K(s)=Y(s) W^{-1}(s) \tag{4.104}
\end{equation*}
$$

i.e. $u=K(p(x)) e_{\perp}(x)$, exponentially stabilizes the orbit (2.10) for (4.1).

Proof. To prove the statement, we will show that the existence of such matrix-valued functions $W(\cdot), Y(\cdot)$ implies that the conditions in Theorem 4.41 are satisfied. To this end, we take $L=W^{-1}$. Since $W(s)$ is symmetric and positive definite (SPD), it follows that $L(s)$, besides also being SPD, satisfies

$$
\frac{d}{d s} L(s)=\frac{d}{d s} W^{-1}(s)=-W^{-1}(s) W^{\prime}(s) W^{-1}(s)=-L(s) W^{\prime}(s) L(s)
$$

By inserting this into (4.84), we find that we can rewrite it as

$$
\begin{equation*}
\mathcal{E}_{\perp}^{\top} L\left[-\rho W^{\prime}+A_{\perp}^{c l} W+W\left(A_{\perp}^{c l}\right)^{\top}+W Q W\right] L \mathcal{E}_{\perp}=\mathbf{0}_{n} \tag{4.105}
\end{equation*}
$$

with $A_{\perp}^{c l}:=A_{\perp}+B_{\perp} Y W^{-1}$ and where we have dropped the $s$-argument to keep the notation short. Thus if we can show that a solution to (4.103) implies the existence of a continuous SPD matrix function $Q(\cdot)$, then we have proven the statement.

We proceed by noting that the continuity of the left-hand side of (4.103) implies the existence of a continuous, (symmetric) positive semidefinite matrix functions $G: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n}$, which allow us to replace the matrix inequality in (4.103) with an equality by adding it to the right-hand side. This, in turn, allows us the rewrite (4.105) as

$$
\mathcal{E}_{\perp}^{\top} L\left[-\lambda\left(\mathcal{E}_{\perp} W+W \mathcal{E}_{\perp}^{\top}\right)-G+W Q W\right] L \mathcal{E}_{\perp}=\mathbf{0}_{n}
$$

which further reduces to $-2 \lambda \mathcal{E}_{\perp}^{\top} L \mathcal{E}_{\perp}-\mathcal{E}_{\perp}^{\top} L G L \mathcal{E}_{\perp}+\mathcal{E}_{\perp}^{\top} Q \mathcal{E}_{\perp}=\mathbf{0}_{n}$. Among the solutions to this matrix equations is $Q(s)=2 \lambda(s) L(s)+L(s) G(s) L(s)$, which is continuous and positive definite as desired.

Note that, in a similar manner to how a solution $R$ to (4.96) implies a unique solution $R_{\perp}=\mathcal{E}_{\perp}^{\top} R \mathcal{E}_{\perp}$ to (4.101), we will show in Chapter 7 that a solution pair $(W, Y)$ to (4.103) implies a solution $\left(W_{\perp}, Y_{\perp}\right)=\left(\mathcal{E}_{\perp} W \mathcal{E}_{\perp}^{\top}, Y \mathcal{E}_{\perp}^{\top}\right)$ to a reduced projected differential LMI (see Proposition 7.6).

### 4.6.4 Illustrative example

For the purpose of comparing the use of the comparison system approach with the use of projected Riccati differential equations in regard to designing orbitally stabilizing feedback for periodic orbits, we will consider a simple example in this section. Specifically, we will consider the system

$$
\begin{align*}
& \dot{x}_{1}=x_{2}+x_{1} x_{3}+x_{1} u  \tag{4.106a}\\
& \dot{x}_{2}=-x_{1}+x_{2} x_{3}+x_{2} u  \tag{4.106b}\\
& \dot{x}_{3}=u \tag{4.106c}
\end{align*}
$$

which for $u \equiv 0$ admits, for any $a>0$, the periodic orbit

$$
\begin{equation*}
\mathcal{O}_{a}=\left\{x \in \mathbb{R}^{3} \mid x_{1}^{2}+x_{2}^{2}=a^{2}, x_{3}=0\right\} \tag{4.107}
\end{equation*}
$$

The task of stabilizing such an orbit for the system (4.106) was considered by Banaszuk and Hauser in [30]. Using transverse feedback linearization,
they showed that by taking $\theta=-\arctan \left(x_{2} / x_{1}\right)$, there exists a pair of transverse coordinates $z_{\perp}=\operatorname{col}\left(z_{\perp}^{1}, z_{\perp}^{2}\right)$, with

$$
z_{\perp}^{1}:=\log \left(\sqrt{x_{1}^{2}+x_{2}^{2}}\right)-\log (a)-x_{3} \quad \text { and } \quad z_{\perp}^{2}:=x_{3}
$$

such that $\left(x_{1}, x_{2}, x_{3}\right) \mapsto\left(\theta, z_{\perp}\right)$ is a diffeomorphism everywhere except $\left(x_{1}, x_{1}\right)=(0,0)$. Indeed, in accordance with Definition 4.11, we evidently have $\left\|z_{\perp}(y)\right\|=0$ and $\operatorname{rank} D z_{\perp}(y)=2$ for all $y \in \mathcal{O}_{a}$. Moreover, the dynamics of $\theta$ is trivial $(\dot{\theta}=1)$, while the transverse dynamics are linear:

$$
\frac{d}{d t} z_{\perp}^{1}=z_{\perp}^{2}, \quad \frac{d}{d t} z_{\perp}^{2}=u
$$

While this is clearly a convenient choice of coordinates, thus illustrating the possibility of finding a minimal set of coordinate that can greatly simplify control design, it also shows the challenge of finding a (convenient) set of coordinates even for such a simple, low dimensional system.

Let us therefore consider the alternative of instead using the excessive transverse coordinates (4.44). More specifically, let the parameterization of $\mathcal{O}_{a}$ be taken as $x_{s}(s)=\operatorname{col}(a \sin (s), a \cos (s), 0)$ and let the projection operator be given by $p(x)=\operatorname{atan} 2\left(x_{1}, x_{2}\right)$ such that $\dot{s}(t)=\rho(s(t))=1$, where $\operatorname{atan} 2(\cdot)$ denotes the four-quadrant arctangent function. Since we consider $\rho \equiv 1$, this projection operator is therefore simply a radial projection onto $\mathcal{O}_{a}$, thus resulting in the satisfaction of the orthogonality condition (4.74).

Omitting the orthogonality condition in the linearized transverse dynamics (4.55) of the excessive coordinates $e_{\perp}=x-x_{s}(p(x))$, i.e. we consider (4.61), we obtain the following $2 \pi$-periodic system:

$$
\frac{d}{d s} \chi=\left[\begin{array}{ccc}
0 & 1 & a \sin (s)  \tag{4.108}\\
-1 & 0 & a \cos (s) \\
0 & 0 & 0
\end{array}\right] \chi+\left[\begin{array}{c}
a \sin (s) \\
a \cos (s) \\
1
\end{array}\right] u
$$

Notice that it is equivalent to the variational system along the orbit. The corresponding comparison system (4.66) is given by

$$
\frac{d}{d s} w=\left[\begin{array}{ccc}
-\frac{\sin (2 s)}{2} & \sin ^{2}(s) & a \sin (s)  \tag{4.109}\\
-\cos ^{2}(s) & \frac{\sin (2 s)}{2} & a \cos (s) \\
0 & 0 & 0
\end{array}\right] w+\left[\begin{array}{c}
a \sin (s) \\
a \cos (s) \\
1
\end{array}\right] v .
$$

For $a=1$, we designed a stabilizing feedback controller for the comparison system, in which the found controller gains are shown in Figure 4.6. By


Figure 4.6: Stabilizing controller gains for (4.109).
writing $\frac{d}{d s} w=\mathcal{E}_{\perp}(s) A(s) w+B_{\perp}(s) v$, these gains correspond to the feedback matrix

$$
K(s)=\left[k_{1}(s), k_{2}(s), k_{3}\right]=-B_{\perp}^{\top}(s) R_{w}(s)
$$

with $R_{w}(s)=R_{w}^{\top}(s)$ the positive definite solution to the periodic Riccati differential equation:

$$
\frac{d}{d s} R_{w}+A^{\top} \mathcal{E}_{\perp}^{\top} R_{w}+R_{w} \mathcal{E}_{\perp} A+I_{3}-R_{w} B_{\perp} B_{\perp}^{\top} R_{w}=\mathbf{0}_{3}
$$

With this controller, the characteristic exponents of (4.108) were approximately $(0,-1.73,-1)$, implying the asymptotic stability of the orbit by Proposition 4.33; while for the system (4.109) they were approximately $(-0.86 \pm 0.5 i,-1)$, showing it is indeed an orbitally stabilizing controller as we would expect from Proposition 4.38.

Let us now also demonstrate a certain limitation of Proposition 4.38 by instead considering the control law

$$
u=-\left[\begin{array}{lll}
\sin (p(x)) & \cos (p(x)) & 1 \tag{4.110}
\end{array}\right] e_{\perp}
$$

which exponentially stabilizes the system (4.108), and consequently asymptotically stabilizes the orbit (4.107) for any $a>0$. Indeed, it can be shown that the projected periodic Riccati differential equation

$$
\mathcal{E}_{\perp}^{\top}\left[\frac{d}{d s} R+A_{\perp}^{\top} R+R A_{\perp}+\mathbf{I}_{3}-R B_{\perp} B_{\perp}^{\top} R\right] \mathcal{E}_{\perp}=\mathbf{0}_{3}
$$

has a family of solutions given by

$$
R(s)=\mathcal{E}_{\perp}^{i}(s)\left[\begin{array}{ccc}
\frac{1}{a} & 0 & 0 \\
0 & \frac{1}{a} & 0 \\
0 & 0 & 1
\end{array}\right] \mathcal{E}_{\perp}^{j}(s)+k\left[\begin{array}{ccc}
\cos ^{2}(s) & -\frac{\sin (2 s)}{2} & 0 \\
-\frac{\sin (2 s)}{2} & \sin ^{2}(s) & 0 \\
0 & 0 & 0
\end{array}\right]
$$

for any $k \in \mathbb{R}$ and $i, j \in\{0,1\}$, such that $u=-B_{\perp}^{\top}(p) R(p) e_{\perp}$, corresponding to (4.110), is exponentially orbitally stabilizing by Proposition 4.44. On other hand, in accordance with Proposition 4.33, it can be shown that the closed-loop system, i.e. $A_{\perp}^{\text {cl }}(s):=A_{\perp}(s)-B_{\perp}(s) B_{\perp}^{\top}(s) R_{\perp}(s)$, without the orthogonality condition (4.74) has the solution $\mathcal{F}(s(t))$ with characteristic exponent equal to zero. Its two other independent solutions are $\left[0,0, e^{-t}\right]^{\top}$ and $\left[\sin (s(t)), \cos (s(t)), l e^{(a-1) t}+\frac{e^{-a t}}{a-1}\right]^{\top}$ with $l \in \mathbb{R}$. Taking $l=0$, their characteristic exponents equals -1 and $-a$, respectively, again implying the exponential stability of the nominal orbit.

Consider now the same control law implemented on the comparison system (4.109), that is

$$
v=-\left[\begin{array}{lll}
\sin (s) & \cos (s) & 1
\end{array}\right] w
$$

It too has $\mathcal{F}(s)$ as a solution, while it can be shown that -1 and $-a$ are indeed the characteristic exponents of the two remaining independent solutions (although note that these solutions are different to those of (4.108) given above). We can therefore use Corollary 4.40 to validate that the control law is exponentially orbitally stabilizing, but we cannot utilize Proposition 4.38 for this purpose.

So why is not the origin of the comparison system (4.109) asymptotically stable under the controller (4.110)? It turns out that the existence of the solution $\mathcal{F}(s)$ is clear by noticing that $B_{\perp}(s) B_{\perp}^{\top}(s) R(s) \equiv \hat{K}(s) \mathcal{E}_{\perp}(s)$ where

$$
\hat{K}(s):=\left[\begin{array}{ccc}
a & 0 & a \sin (s) \\
0 & a & a \cos (s) \\
\sin (s) & \cos (s) & 1
\end{array}\right] .
$$

Thus $K(s) w \equiv 0$ for any $w \in \operatorname{span}(\mathcal{F}(s))$. It follows that a controller asymptotically stabilizing the linearized transverse dynamics (4.57) will not necessarily asymptotically stabilize the comparison system (4.66). It is, however, interesting to note that all the characteristic exponents of both the systems $\dot{\hat{y}}=\left(A_{\perp}(s)-\hat{K}(s)\right) \hat{y}$ and $\dot{\hat{w}}=\left(\mathcal{E}_{\perp}(s) A(s)-\hat{K}(s)\right) \hat{w}$ have strictly negative real parts and sum to $(-2 a-1)$.

## Chapter 5

## Applications to Underactuated Mechanical Systems

In this chapter, we propose a procedure based on so-called synchronization functions for planning orbits of underacted mechanical systems. We also provide explicit expressions for the transverse linearization corresponding to the projection-based excessive transverse coordinates for a class of mechanical systems.

### 5.1 Introduction

While the methods we propose in this thesis are applicable to a broad class of nonlinear control systems, it is particularly underactuated mechanical systems [7-11] these methods are tailored to. This sub-category of mechanical control systems are defined by having fewer independent controls (actuators) than their degrees of freedom. As previously mentioned in the thesis' introduction, this means that any feasible motion of the system must comply with the dynamic constraints which arise due to the system's underactuation [33]. In general, this greatly restricts the space of feasible (forced) motions which the system can execute, thus making it especially important to have prior knowledge of a maneuver corresponding to the nominal motion one wishes to orbitally stabilize.

In order to search for such maneuvers, we will in this chapter study a constructive procedure heavily inspired by the so-called virtual (holonomic) constraints (VHC) approach [33, 55, 138] (see also [31, 139]), which provides an effective means to search for orbits of a class of underactuated mechanical
systems. In the VHC approach, one assumes the invariance of certain relations between the generalized coordinates, parameterized by a scalar motion generator. Unlike a fully-actuated system where the dynamics of this motion generator essentially can be chosen freely, its time evolution must satisfy a series of second-order differential equations for underactuated systems. ${ }^{1}$

The main differences between the VHC approach and the one we will present in this chapter are the following: we do not assume that the synchronization parameter is a (known) function of the generalized coordinates, and, as we are looking to obtain an $s$-parameterization (see Assumption 4.3), we will require it to be monotonically increasing in time. This makes our approach conceptually similar to certain time-scaling approaches, such as the one suggested in [103] for finding time-optimal trajectories of fully-actuated systems using convex optimization (see also [38]). The main motivation for using such an approach also for systems with underactuation, is that it allows one to find a rich set of behavior even if the so-called synchronization functions (which are analogous to the virtual holonomic constraints) are represented by, say, polynomials of relatively low order, due to the additional flexibility of having a time-scaled synchronization parameter.

In the second part of this chapter, we consider the projection-based excessive transverse coordinates we studied in Section 4.5 for mechanical systems. These coordinates have previously been used by Pchelkin et al. in [38] for orbital stabilization of fully-actuated robot manipulators. There, a transverse linearization was used to show that a PD-like feedback with constant gains could be used to achieve orbitally stable motions of the system. However, they did not provide explicit expressions for the transverse linearization, requiring instead a matrix equation to be solved numerically. Among the contributions of this chapter is therefore to provide explicit expressions for the transverse linearization, thus avoiding the need to solve a matrix equation as in [38]. We also provide further generalizations compared to [38], including allowing for state-dependent projection operators, as opposed to only configuration-dependent ones, as well as consider a more general class of controlled (underactuated) mechanical systems.

Outline: The chapter is organized as follows: We introduce the considered class of underactuated mechanical systems in Section 5.2. In Section 5.3 we suggest a synchronization function-based method for finding orbits in un-

[^26]deractuated mechanical systems. In Section 4.5, we consider the projectionbased excessive transverse coordinates for mechanical control systems, and derive explicit expressions for the transverse linearization. The problem of generating orbitally stable oscillations of the cart-pendulum system is considered as an illustrative example in Section 6.4.

## 5.2 (Underactuated) mechanical systems

We will now consider mechanical systems within the formalism of Lagrangian mechanics. We denote by $q=\operatorname{col}\left(q_{1}, \ldots, q_{n_{q}}\right) \in \mathbb{R}^{n_{q}}$ a vector of $n_{q}$ generalized coordinates of the system, and by $\dot{q} \in \mathbb{R}^{n_{q}}$ the corresponding generalized velocities. Furthermore, we denote by $u \in \mathbb{R}^{m}$ the vector of the $m$ independent controls acting on the system, with their specific influence upon the system specified through the constant, full-rank coupling matrix $\mathbf{B}_{u} \in \mathbb{R}^{n_{q} \times m}$. Given a Lagrangian $\mathcal{L}: \mathbb{R}^{n_{q}} \times \mathbb{R}^{n_{q}} \rightarrow \mathbb{R}$ of the system, the equations of motion are governed by the Euler-Lagrange equations [190]:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}(q, \dot{q})}{\partial \dot{q}}\right)-\frac{\partial \mathcal{L}(q, \dot{q})}{\partial q}=\mathbf{B}_{u} u \tag{5.1}
\end{equation*}
$$

Specifically, since we consider mechanical systems, the Lagrangian is taken as difference between the kinetic- and potential energy of the system, namely, $\mathcal{L}(q, \dot{q}):=\frac{1}{2} \dot{q}^{T} \mathbf{M}(q) \dot{q}-V(q)$. Here the smooth, scalar function $q \mapsto V(q)$ denotes the system's potential energy, while $\mathbf{M}(\cdot) \in \mathbb{M}_{\succ 0}^{n_{q}}$ denotes the smooth inertia matrix, whose $i j$-th element we denote by $\mathfrak{m}_{i j}(\cdot)$. This allows us to equivalently rewrite (5.1) in the commonly used manipulator form:

$$
\begin{equation*}
\mathbf{M}(q) \ddot{q}+\mathbf{C}(q, \dot{q}) \dot{q}+\mathbf{G}(q)=\mathbf{B}_{u} u \tag{5.2}
\end{equation*}
$$

Here $\mathbf{G}(q)=\operatorname{col}\left(\partial V(q) / \partial q_{1}, \ldots, \partial V(q) / \partial q_{n_{q}}\right)$ is the vector of potential forces, e.g., gravitation forces; the matrix function $\mathbf{C}(q, \dot{q})$ corresponds to centrifugal and Coriolis terms, and can be partitioned into two parts,

$$
\begin{equation*}
\mathbf{C}(q, \dot{q})=\mathbf{C}_{1}(q, \dot{q})+\mathbf{C}_{2}(q, \dot{q}) \tag{5.3}
\end{equation*}
$$

with the matrix functions $\mathbf{C}_{1}(\cdot)$ and $\mathbf{C}_{2}(\cdot)$ given by ${ }^{2}$

$$
\begin{align*}
& \mathbf{C}_{1}(q, \dot{q}):=\frac{d}{d t} \mathbf{M}(q)=\sum_{i=1}^{n_{q}} \frac{\partial \mathbf{M}(q)}{\partial q_{i}} \dot{q}_{i},  \tag{5.4a}\\
& \mathbf{C}_{2}(q, \dot{q}):=-\frac{\partial^{2} \mathcal{K}}{\partial \dot{q} \partial q}=-\frac{1}{2}\left[\frac{\partial \mathbf{M}(q)}{\partial q_{1}} \dot{q} \quad, \quad \ldots, \quad, \quad \frac{\partial \mathbf{M}(q)}{\partial q_{n_{q}}} \dot{q}\right]^{\top} . \tag{5.4b}
\end{align*}
$$

[^27]Note that by letting $x:=\operatorname{col}\left(x_{1}, x_{2}\right)=\operatorname{col}(q, \dot{q})$ denote the state vector, such that the state space is $\mathbb{R}^{n}$ with $n:=2 n_{q}$, then (5.2) can in turn be written in the form (4.1), i.e., $\dot{x}=f(x)+B(x) u$, by defining

$$
f(x):=\left[\begin{array}{c}
x_{2} \\
-\mathbf{M}^{-1}\left(x_{1}\right)\left[\mathbf{C}\left(x_{1}, x_{2}\right) x_{2}+\mathbf{G}\left(x_{1}\right)\right]
\end{array}\right], \quad B(x):=\left[\begin{array}{c}
\mathbf{0}_{n_{q} \times m} \\
\mathbf{M}^{-1}\left(x_{1}\right) \mathbf{B}_{u}
\end{array}\right] .
$$

We will assume that the matrix functions in (5.2) satisfy the following properties, which are known to cover a large class of mechanical systems [190-192]:

Assumption 5.1. The following properties hold for the mechanical system (5.2):
i) $\mathbf{M}(q)$ is bounded, i.e. $\lambda_{m} \mathbf{I}_{n_{q}} \leq \mathbf{M}(q) \leq \lambda_{M} \mathbf{I}_{n_{q}}$ for all $q \in \mathbb{R}^{n_{q}}$, where the positive constants $\lambda_{m}$ and $\lambda_{M}$ denote the smallest and largest eigenvalues of $\mathbf{M}(q)$ for all $q \in \mathbb{R}^{n_{q}}$, respectively;
ii) $\mathbf{C}(q, \dot{q})$ satisfies the following properties: 1) $\mathbf{C}(q, \mathbf{z}) \mathbf{y}=C(q, \mathbf{y}) \mathbf{z} ; 2)$ $\|\mathbf{C}(q, \mathbf{z})\| \leq k_{C}\|\mathbf{z}\|$; and 3$) \mathbf{C}(q, a \mathbf{z})=a \mathbf{C}(q, \mathbf{z})$, holding for all $q, \mathbf{z}, \mathbf{y} \in$ $\mathbb{R}^{n_{q}}$, some constant $k_{C}>0$ and any $a \in \mathbb{R}$;
iii) $\mathbf{G}(q)$ is upper and lower bounded for all $q \in \mathbb{R}^{n_{q}}$, i.e. there exists a scalar $g_{M}>0$ such that $\|\mathbf{G}(q)\| \leq g_{M}$ for all $q \in \mathbb{R}^{n_{q}}$.

Another important characteristic of the system (5.1) is its degree of actuation: The system is said to be: underactuated if $m<n_{q}$, with degree of underactuation $n_{q}-m$; fully actuated if $m=n_{q}$; while it is said to be redundantly actuated if $m>n_{q}$. While we will mainly focus on underactuated mechanical control systems in this chapter, it is nevertheless important to note that the methods we will develop, especially those in Section 5.4, are also applicable to the other two classes as well.

### 5.3 Orbit generation using synchronization functions

Our main aim in this section will be to generate a non-trivial periodic orbit of (5.2) corresponding to an $s$-parameterized maneuver as by Definition 3.2.

Problem 5.2. For $\mathcal{S}:=\left[0, s_{T}\right) \subset \mathbb{R}_{\geq 0}$, find smooth, $s_{T}$-periodic functions

$$
\begin{equation*}
x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}, \quad u_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}, \quad \text { and } \quad \rho: \mathcal{S} \rightarrow \mathbb{R}_{>0} \tag{5.5}
\end{equation*}
$$

corresponding to an s-parameterization of the closed maneuver

$$
\mathcal{M}:=\left\{(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: \quad x=x_{s}(s), \quad u=u_{s}(s), \quad s \in \mathcal{S}\right\}
$$

as by Definition 3.2. That is, $x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}$ traces out a non-self-intersecting curve, while

$$
\rho(s)>0, \quad\|\mathcal{F}(s)\|>0 \quad \text { and } \quad \mathcal{F}(s) \rho(s)=f\left(x_{s}(s)\right)+B\left(x_{s}(s)\right) u_{s}(s)
$$

hold for all $s \in \mathcal{S}$, where $\mathcal{F}(s):=x_{s}^{\prime}(s)=\frac{d}{d s} x_{s}(s)$.
In order to solve Problem 5.2, we will propose a method heavily inspired by the virtual holonomic constraints approach of [33, 138]. We will however avoid using the terminology "virtual (holonomic) constraints", as our main aim is not the strict enforcement of such constraints per se. Indeed, this would correspond to ensuring the invariance of the so-called constraint manifold associated with the virtual constraints (see, e.g., [139]). Rather, we are looking to find a vector of so-called synchronization functions, whose sole purpose is to aid us in the search for an orbit of the mechanical system, which we later aim to stabilize using, for example, the techniques we considered in the previous chapter.

While we will mainly focus on periodic orbits in this chapter, it is important to note that the methods we will introduce in the following sections will also allow us to construct other types of orbits (maneuvers) as well (see, e.g., Sec. 5.3.4), which will be readily applied and orbitally stabilized in later chapters.

### 5.3.1 Synchronization functions

Since the mechanical system (5.2) is a second-order system, it is clear that for any smooth $s$-parameterized maneuver of this system (see Def. 3.2), the function $x_{s}: \mathcal{S} \rightarrow \mathcal{O}$ can be written in the following form:

$$
\begin{equation*}
x_{s}(s):=\operatorname{col}\left(\Phi(s), \Phi^{\prime}(s) \rho(s)\right) \tag{5.6}
\end{equation*}
$$

Here $\Phi(s)=\operatorname{col}\left(\phi_{1}(s), \ldots, \phi_{n_{q}}(s)\right)$ is a smooth vector-valued function such that $x_{s}(\cdot)$ traces out a (periodic or injective) curve in the state space of the system. As one may consider the generalized coordinates as being synchronized when confined to this curve, we will refer to the smooth scalar functions $\phi_{i}(\cdot)$ as synchronization functions. Moreover, the scalar function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ may now, in addition to governing the dynamics of the curve parameter $s=s(t)$ through

$$
\dot{s}=\rho(s)
$$

be considered as to set the speed at which the curve formed by $\Phi(\cdot)$ is traversed.

Let us derive conditions upon $\Phi: \mathcal{S} \rightarrow \mathbb{R}^{n_{q}}$ which are necessary for it to correspond to a solution to Problem 5.2, beginning with $\|\mathcal{F}(s)\|>0$. By direct calculation, one finds that

$$
\begin{equation*}
\|\mathcal{F}(s)\|^{2}=\left\|\Phi^{\prime}(s)\right\|^{2}+\left\|\Phi^{\prime \prime}(s) \rho(s)+\Phi^{\prime}(s) \rho^{\prime}(s)\right\|^{2} \tag{5.7}
\end{equation*}
$$

For $\|\mathcal{F}(s)\|>0$ to hold, it is clearly sufficient that

$$
\begin{equation*}
\left\|\Phi^{\prime}(s)\right\|^{2}+\left\|\Phi^{\prime \prime}(s)\right\|^{2} \rho^{2}(s)>0 \quad \Longleftrightarrow \quad\left\|\Phi^{\prime}(s)\right\|^{2}+\left\|\Phi^{\prime \prime}(s)\right\|^{2}>0 \tag{5.8}
\end{equation*}
$$

which is a direct consequence of the requirement that $\rho(s)>0$ for all $s \in \mathcal{S}$.
The next condition which needs to be satisfies is $\mathcal{F}(s) \rho(s)=f\left(x_{s}(s)\right)$ $+B\left(x_{s}(s)\right) u_{s}(s)$ for all $s \in \mathcal{S}$. This corresponds to the $s$-parameterized maneuver

$$
\begin{equation*}
\mathcal{M}=\left\{(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: x=x_{s}(s), \quad u=u_{s}(s), \quad s \in \mathcal{S}\right\} \tag{5.9}
\end{equation*}
$$

being consistent with the dynamics (5.2). Due to the particular structure of the vector-valued function $x_{s}(\cdot)$, this, in turn, is equivalent to the possibility of rendering the maneuver's orbit, given by

$$
\begin{equation*}
\mathcal{O}=\left\{(q, \dot{q}) \in \mathbb{R}^{n_{q}} \times \mathbb{R}^{n_{q}}: q=\Phi(s), \quad \dot{q}=\Phi^{\prime}(s) \rho(s), \quad s \in \mathcal{S}\right\} \tag{5.10}
\end{equation*}
$$

(positively) invariant with respect to (5.2). For this to be the case, it is clear that the triplet $\left(\Phi, u_{s}, \rho\right)$ must satisfy, for all $s \in \mathcal{S}$, the relation

$$
\begin{equation*}
\mathfrak{A}(s) \rho^{\prime}(s) \rho(s)+\mathfrak{B}(s) \rho^{2}(s)+\mathfrak{G}(s)=\mathbf{B}_{u} u_{s}(s) \tag{5.11}
\end{equation*}
$$

where

$$
\begin{align*}
\mathfrak{A}(s) & :=\mathbf{M}(\Phi(s)) \Phi^{\prime}(s)  \tag{5.12a}\\
\mathfrak{B}(s) & :=\mathbf{M}(\Phi(s)) \Phi^{\prime \prime}(s)+\mathbf{C}\left(\Phi(s), \Phi^{\prime}(s)\right) \Phi^{\prime}(s),  \tag{5.12b}\\
\mathfrak{G}(s) & :=\mathbf{G}(\Phi(s)) \tag{5.12c}
\end{align*}
$$

For later, we note here that, by defining $\mathfrak{D}(s):=\mathbf{C}_{2}\left(\Phi(s), \Phi^{\prime}(s)\right) \Phi^{\prime}(s)$, i.e.

$$
\begin{align*}
\mathfrak{D}(s)=-\frac{1}{2} \operatorname{col}( & \left\langle\Phi^{\prime}(s),\left(\frac{\partial \mathbf{M}}{\partial q_{1}}(\Phi(s))\right) \Phi^{\prime}(s)\right\rangle, \ldots  \tag{5.13}\\
& \left.\ldots,\left\langle\Phi^{\prime}(s),\left(\frac{\partial \mathbf{M}}{\partial q_{n_{q}}}(\Phi(s))\right) \Phi^{\prime}(s)\right\rangle\right),
\end{align*}
$$

then

$$
\begin{equation*}
\mathfrak{B}(s)=\mathfrak{A}^{\prime}(s)+\mathfrak{D}(s) \tag{5.14}
\end{equation*}
$$

Now, recall that $\mathbf{B}_{u}$ is assumed to have full rank. This implies that it has a family of full-rank left inverses, including its unique pseudoinverse $\mathbf{B}_{u}^{\dagger}:=\left(\mathbf{B}_{u}^{\top} \mathbf{B}_{u}\right)^{-1} \mathbf{B}_{u}^{\top} \in \mathbb{R}^{n_{q} \times m}$. Since $\mathbf{B}_{u}^{\dagger} \mathbf{B}_{u}=\mathbf{I}_{m}$, the following is readily obtained by multiplying (5.11) from the left by $\mathbf{B}_{u}^{\dagger}$ :

Lemma 5.3. Suppose $\Phi \in \mathcal{C}^{\infty}\left(\mathcal{S}, \mathbb{R}^{n_{q}}\right)$ and $\rho \in \mathcal{C}^{\infty}\left(\mathcal{S}, \mathbb{R}_{\geq 0}\right)$ are known, and correspond to an s-parameterized maneuver $\mathcal{M}$ (see (5.9)) of (5.2). Then

$$
\begin{equation*}
u_{s}(s)=\mathbf{B}_{u}^{\dagger}\left[\mathfrak{A}(s) \rho^{\prime}(s) \rho(s)+\mathfrak{B}(s) \rho^{2}(s)+\mathfrak{G}(s)\right] \tag{5.15}
\end{equation*}
$$

corresponds to the function $u_{s}: \mathcal{S} \rightarrow \mathbb{R}^{m}$ on the maneuver.
The key observation to be made from the above lemma is simply that a maneuver of the mechanical system (5.2) may be completely determined from the pair $(\Phi, \rho)$. Moreover, if the system is either fully- or redundantly actuated, i.e. $m \geq n_{q}$, then any such pair will in fact correspond to a feasible maneuver of (5.2); although note that it might not correspond to an orbit, as such a maneuver can then have self-intersections. ${ }^{3}$ Further note that (5.15) may also be valid for certain non-smooth, continuous maneuvers. For instance, one may only require that $\rho(s)$ and the product $\rho^{\prime}(s) \rho(s)$ are continuous on $\mathcal{S}$ (see the terminal sliding mode example in Section 3.3).

## The reduced dynamics

While one in the fully-actuated case is more or less free to choose any pair $(\Phi, \rho)$ to construct a maneuver simply by taking $u_{s}$ according to (5.15), only very specific such pairs correspond to a maneuver for an underactuated system. To demonstrate this fact for $m<n_{q}$, let $\mathbf{B}_{u}^{\perp} \in \mathbb{R}^{\left(n_{q}-m\right) \times n_{q}}$ denote some full-rank left annihilator of $\mathbf{B}_{u} \in \mathbb{R}^{n_{q} \times m}$, that is

$$
\begin{equation*}
\mathbf{B}_{u}^{\perp} \mathbf{B}_{u}=\mathbf{0}_{m} \tag{5.16}
\end{equation*}
$$

By multiplying both sides of (5.11) from the left by $\mathbf{B}_{u}^{\perp}(s)$, we obtain

$$
\begin{equation*}
\mathbf{B}_{u}^{\perp}\left[\mathfrak{A}(s) \rho^{\prime}(s) \rho(s)+\mathfrak{B}(s) \rho^{2}(s)+\mathfrak{G}(s)\right]=\mathbf{0}_{m \times 1} \tag{5.17}
\end{equation*}
$$

Denoting by $\mathbf{b}_{i}^{\perp}$ the $i$-th row of $\mathbf{B}_{u}^{\perp}$, we can rewrite this as

$$
\begin{equation*}
\alpha_{i}(s) \rho^{\prime}(s) \rho(s)+\beta_{i}(s) \rho^{2}(s)+\gamma_{i}(s)=0, \quad i=1,2, \ldots, m \tag{5.18}
\end{equation*}
$$

[^28]where
\[

$$
\begin{equation*}
\alpha_{i}(s):=\mathbf{b}_{i}^{\perp} \mathfrak{A}(s) \quad \beta_{i}(s):=\mathbf{b}_{i}^{\perp} \mathfrak{B}(s), \quad \text { and } \quad \gamma_{i}(s):=\mathbf{b}_{i}^{\perp} \mathfrak{G}(s) . \tag{5.19}
\end{equation*}
$$

\]

Note here from (5.14) that

$$
\begin{equation*}
\beta_{i}(s)=\alpha_{i}^{\prime}(s)+\delta_{i}(s) \quad \text { with } \quad \delta_{i}(s):=\mathbf{b}_{i}^{\perp} \mathfrak{D}\left(\Phi(s), \Phi^{\prime}(s)\right) \tag{5.20}
\end{equation*}
$$

The $m$ equations in (5.18) can be considered as dynamical constraints which arise due to the system's underactuation, and which effectively impose restrictions upon which pairs $(\Phi, \rho)$ that correspond to feasible behaviors of the controlled mechanical system (5.2). We summarize the above in the next statement (see also Lemma 1 in [34] for a similar statement).

Proposition 5.4. Consider a mechanical system (5.2) with $n_{q}-m$ degrees of underactuation. The smooth triplet $\left(x_{s}, u_{s}, \rho\right)$ defined in (5.5) corresponds to an s-parameterized maneuver of this system on $\mathcal{S}$ if $x_{s}(\cdot)$ satisfies (5.7), $u_{s}(\cdot)$ satisfies (5.15), and the $m$ equations in (5.18) hold for all $s \in \mathcal{S}$.

The method we propose for constructing such a (not necessarily periodic) maneuver involves three intertwined steps:

Step 1 Take the elements of $\Phi(s)=\operatorname{col}\left(\phi_{1}(s), \ldots, \phi_{n_{q}}(s)\right)$ as the sum of a finite number of smooth basis functions (e.g. polynomials of some kind) which depend on a set of coefficients;

Step 2 For a specific choice of the coefficients of each $\phi_{i}(\cdot)$, search for a sufficiently smooth function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ satisfying the $m$ equations in (5.18) for all $s \in \mathcal{S}$;

Step 3 If such a function $\rho(\cdot)$ is found, take $u_{s}(\cdot)$ according to (5.15).
A key part of the procedure involves finding the function $\rho(\cdot)$ which should be strictly positive everywhere, except, possibly, at certain isolated points where all the functions $\gamma_{i}(\cdot)$ simultaneously vanish. In order to help us find such a function, we will make use of the following fact: For (5.18) to hold, any solution $s=s(t) \in \mathcal{S}$ of $\dot{s}=\rho(s)$ must also be the solution to the second-order equations

$$
\begin{equation*}
\alpha_{i}(s) \ddot{s}+\beta_{i}(s) \dot{s}^{2}+\gamma_{i}(s)=0, \quad i=1,2, \ldots, m \tag{5.21}
\end{equation*}
$$

where $\alpha_{i}(\cdot), \beta_{i}(\cdot)$ and $\gamma_{i}(\cdot)$ are defined as in (5.19). We refer to the equations (5.21) as the reduced dynamics associated with the vector-valued function $\Phi(\cdot)$. Due to the significance of these equations, we will study some key properties of this type of second-order differential equation next.

### 5.3.2 Properties of the reduced dynamics

Consider the scalar second-order differential equation

$$
\begin{equation*}
\alpha(s) \ddot{s}+\beta(s) \dot{s}^{2}+\gamma(s)=0 \quad \text { where } \quad \beta(s)=\alpha^{\prime}(s)+\delta(s) \tag{5.22}
\end{equation*}
$$

If not otherwise stated, we will for simplicity's sake assume that $\alpha, \delta$ and $\gamma$ are all smooth functions on $\mathcal{S}$. Note, however, that when these functions correspond to the reduced dynamics (5.18), the functions $\alpha(\cdot), \delta(\cdot)$ and $\gamma(\cdot)$ inherits the properties of $\Phi(\cdot)$, and are thus smooth if $\Phi(\cdot)$ is smooth.

As previously stated, or aim is to utilize the properties of the scalar second-order equation (5.22) in order to find a smooth scalar function $\rho$ : $\mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$, such that

$$
\begin{equation*}
\alpha(s) \rho^{\prime}(s) \rho(s)+\beta(s) \rho^{2}(s)+\gamma(s)=0 \tag{5.23}
\end{equation*}
$$

holds for all $s \in \mathcal{S}$. That is, a solution $s=s(t) \in \mathcal{S}$ to

$$
\dot{s}=\rho(s)
$$

is also a solution to (5.22). To this end, we will in the following study some of the key properties of (5.22), most of which building upon or restating previously reported results (see, e.g., [33, 138, 193]), including its equilibrium points, singular points, and its integrability.

## Equilibrium points

Let $s_{e} \in \mathcal{S}$ be an equilibrium point of (5.22), that is $\gamma\left(s_{e}\right) \equiv 0$. We may always associate with such a point a trivial solution to (5.23), namely a function $\rho(\cdot)$ for which $\rho\left(s_{e}\right)=0$. Differentiating (5.23) with respect to $s$ and evaluating it at $s=s_{e}$ for $\rho\left(s_{e}\right)=0$, we find that

$$
\alpha\left(s_{e}\right)\left(\rho^{\prime}\left(s_{e}\right)\right)^{2}+\gamma^{\prime}\left(s_{e}\right)=0
$$

Hence if $\alpha\left(s_{e}\right) \neq 0$, then $\rho\left(s_{e}\right) \equiv 0$ can only occur at $s_{e}$ if the function

$$
\begin{equation*}
\nu(s):=\gamma^{\prime}(s) / \alpha(s) \tag{5.24}
\end{equation*}
$$

satisfies $\nu\left(s_{e}\right) \leq 0$. We may also study the properties of such an equilibrium, specifically the type of the equilibrium (see, e.g, [23, Sec. 20] or [194]), by looking at the linear system

$$
\ddot{z}=-\nu\left(s_{e}\right) z
$$

obtained from the Jacobian linearization of (5.22) about $(s, \dot{s})=\left(s_{e}, 0\right)$. The eigenvalues of this linear system are $\lambda= \pm \sqrt{-\nu\left(s_{e}\right)}$. Hence, by the Hartman-Grobman theorem (see Sec. 2.3), the equilibrium is a saddle point if $\mu\left(s_{e}\right)<0$, while it has been shown in [138] (see Thm. 3 therein) that it is a center if $\nu\left(s_{e}\right)>0$. This is summarized in the next statement.

Lemma 5.5 ([138]). Let $s_{e} \in \mathcal{S}$ be an equilibrium point of (5.22) i.e. $\gamma\left(s_{e}\right) \equiv 0$, satisfying $\alpha\left(s_{e}\right) \neq 0$. Then $s_{e}$ is a center if $\nu\left(s_{e}\right)>0$ or a saddle if $\nu\left(s_{e}\right)<0$.

## Integrability

An important property of the equation (5.23) is the fact that it is integrable, with the integrating factor given by

$$
\begin{equation*}
\mu\left(s_{r}, s\right):=\frac{1}{2} \alpha(s) \Psi\left(s_{r}, s\right) \quad \text { with } \quad \Psi\left(s_{r}, s\right):=\exp \left\{\int_{s_{r}}^{s} \frac{2 \delta(\sigma)}{\alpha(\sigma)} d \sigma\right\} \tag{5.25}
\end{equation*}
$$

for any $s_{r} \in \mathcal{S}$. Namely, if $s=s(t)$ is a solution to (5.22) satisfying $s\left(t_{0}\right)=$ $s_{0}$, then multiplying (5.22) by $\mu\left(s_{0}, s\right)$ yields

$$
\begin{equation*}
\mu\left(s_{0}, s\right)\left[\alpha(s) \ddot{s}^{2}+\beta(s) \dot{s}^{2}+\gamma(s)\right]=0 \tag{5.26}
\end{equation*}
$$

By using the identity $2 \ddot{s}=\frac{d}{d s} \dot{s}^{2}[105,138]$, the above is equivalent to

$$
\frac{d}{d s}\left(\mu\left(s_{0}, s\right) \alpha(s) \dot{s}^{2}\right)+\mu\left(s_{0}, s\right) \gamma(s)=0
$$

Denoting by $\dot{s}_{0}=\dot{s}\left(t_{0}\right)$, and integrating the above over [ $\left.s_{0}, s\right]$, one obtains

$$
\begin{equation*}
\frac{1}{2} \Psi\left(s_{0}, s\right) \alpha^{2}(s) \dot{s}^{2}-\frac{1}{2} \alpha^{2}\left(s_{0}\right) \dot{s}_{0}^{2}+\int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0 \tag{5.27}
\end{equation*}
$$

Our aim will now be to use this relation to plan orbits of the reduced dynamics. In this regard, it is of course desirable that one can (numerically) compute the value of the expression on the left-hand side both accurately and effectively. However, due to the nested integrals appearing in the latter part of the expression, one generally needs to find a compromise between the speed and accuracy of the computation. Yet, it is important to note that for certain systems there are structural properties which can be exploited, with the perhaps most useful such property being the following:

$$
\begin{equation*}
\delta(s)=\beta(s)-\alpha^{\prime}(s) \equiv 0 \quad \forall s \in \mathcal{S} \tag{5.28}
\end{equation*}
$$

Indeed, one can easily observe that this results in $\Psi(s) \equiv 1$ for all $s \in \mathcal{S}$, from which one can infer the following:

Lemma 5.6. Suppose the condition (5.28) is satisfied for all $s \in \mathcal{S}$. Then

$$
\begin{equation*}
\frac{1}{2} \alpha^{2}(s) \dot{s}^{2}-\frac{1}{2} \alpha^{2}\left(s_{0}\right) \dot{s}_{0}^{2}+\int_{s_{0}}^{s} \alpha(\tau) \gamma(\tau) d \tau \equiv 0 \tag{5.29}
\end{equation*}
$$

is equivalent to (5.27).

The expression (5.29) is quite useful in the sense that, even if one cannot compute its value analytically, one can nevertheless obtain an accurate approximate value both fast and effectively using some numerical quadrature, for example some Gaussian quadrature rule [195]. Indeed, we will later utilize this property in Chapter 7 to derive an optimization-based procedure for constructing periodic orbits of a class of hybrid mechanical systems.

In light of this, it is natural to ask: when does the (5.28) condition actually occur? To provide an answer to this question, we first observe from (5.20) that $\delta(\cdot)$ is a linear combination of the elements of $\mathfrak{D}(\cdot)$ (see (5.13)). Since the $i$-th row of $\mathfrak{D}(\cdot)$ has quadratic form with respect to $\partial \mathbf{M}(q) / \partial q_{i}$, it is evident that the conditions will be trivially true for all flat systems (i.e., systems whose inertia matrix $\mathbf{M}(\cdot)$ is constant). Furthermore, the condition will also hold for all systems with one degree of underactuation if its passive degree of freedom is the first in its kinematic chain; see [99, Proposition B.10]. This, in turn, corresponds to underactuated systems of Class-I according to the classification of Olfati-Saber [10].

Returning to the general expression (5.27), note that it is has a Lagrangian structure [196, 197]. Indeed, by defining, for any $s_{0} \in \mathcal{S}$, the Lagrangian $\mathcal{L}_{r}=\mathcal{L}_{r}(s, \dot{s})$ by

$$
\mathcal{L}_{r}=\frac{1}{2} \Psi\left(s_{0}, s\right) \alpha^{2}(s) \dot{s}^{2}-\int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau
$$

then (5.26) is clearly obtained by the Euler-Lagrange equation

$$
\frac{d}{d t}\left(\frac{\partial \mathcal{L}_{r}}{\partial \dot{s}}\right)-\frac{\partial \mathcal{L}_{r}}{\partial s}=0
$$

A key question which needs to be answered is then whether a solution to (5.26) corresponds to a solution to the reduced dynamics (5.22), and vice versa. ${ }^{4}$ The following statement immediately provides an answer to the latter.

Theorem 5.7 ([33, 105]). Suppose the function $\alpha: \mathcal{S} \rightarrow \mathbb{R}$ only vanishes at isolated points on $\mathcal{S}$. If the solution $(s(t), \dot{s}(t)) \in \mathcal{S} \times \mathbb{R}$ of (5.22) exists and is continuously differentiable, then (5.27) holds along this solution.

The main importance of Theorem 5.7 is due to the fact that it may be used to construct a single transverse coordinate (see, e.g., [33, 34, 198]).

[^29]However, as we have previously stated, rather than exploiting the integrability of the reduced dynamics to construct a transverse coordinate, we are in this thesis instead mainly interested in using this property to construct a particular solution corresponding to $\dot{s}=\rho(s) \geq 0$. Thus, to this end, we define, for some $a, b \in \mathbb{R}_{\geq 0}$, the function

$$
\begin{equation*}
I\left(s_{a}, s_{b}, a, b\right):=\Psi\left(s_{a}, s_{b}\right) \alpha^{2}\left(s_{b}\right) b^{2}-\alpha^{2}\left(s_{a}\right) a^{2}+2 \int_{s_{a}}^{s_{b}} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \tag{5.30}
\end{equation*}
$$

As the following statement then demonstrates, whenever the integrating factor is nonzero and well defined, we can evaluate (5.27) over a given interval by evaluating (5.30) on a series of subintervals.

Lemma 5.8. For $s_{a}, s_{b}, s_{c} \in \mathcal{S}, s_{a} \leq s_{b} \leq s_{c}$, and $a, b, c \in \mathbb{R}_{\geq 0}$,

$$
\begin{equation*}
I\left(s_{a}, s_{c}, a, c\right)=I\left(s_{a}, s_{b}, a, b\right)+\Psi\left(s_{a}, s_{b}\right) I\left(s_{b}, s_{c}, b, c\right) \tag{5.31}
\end{equation*}
$$

holds for the function $I(\cdot)$ defined in (5.30).
Proof. By the definition of $\Psi(\cdot)$ (see (5.25)) it follows that

$$
\Psi\left(s_{a}, s_{c}\right)=\Psi\left(s_{a}, s_{b}\right) \Psi\left(s_{b}, s_{c}\right)
$$

and therefore

$$
\begin{aligned}
\int_{s_{a}}^{s_{c}} \Psi\left(s_{a}, \tau\right) r(\tau) d \tau & =\int_{s_{a}}^{s_{b}} \Psi\left(s_{a}, \tau\right) r(\tau) d \tau+\int_{s_{b}}^{s_{c}} \Psi\left(s_{a}, \tau\right) r(\tau) d \tau \\
& =\int_{s_{a}}^{s_{b}} \Psi\left(s_{a}, \tau\right) r(\tau) d \tau+\Psi\left(s_{a}, s_{b}\right) \int_{s_{b}}^{s_{c}} \Psi\left(s_{b}, \tau\right) r(\tau) d \tau
\end{aligned}
$$

where $r(\tau):=\alpha(\tau) \gamma(\tau)$. Hence, by adding and subtracting $\Psi\left(s_{a}, s_{b}\right) \alpha^{2}\left(s_{b}\right) b^{2}$ to the expression for $I\left(s_{a}, s_{c}, a, c\right)$, the relation (5.31) follows.

Using the function $I(\cdot)$ defined in (5.30), the question related to orbit generation which we are interested in answering may then be restated as follows: If

$$
I\left(s_{a}, s_{b}, a, b\right) \equiv 0
$$

for $\left[s_{a}, s_{b}\right] \subseteq \mathcal{S}$ and some $a, b \in \mathbb{R}_{\geq 0}$, does this this imply the existence of a smooth function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$, for which $\rho\left(s_{a}\right)=a$ and $\rho\left(s_{b}\right)=b$, that satisfies (5.23) for all $s \in\left[s_{a}, s_{b}\right]$ ? Essentially, this may viewed as the converse to the question which Theorem 5.7 answers. If it is true, then

$$
\begin{equation*}
\Psi\left(s_{0}, s\right) \alpha^{2}(s) \rho^{2}(s)-\alpha^{2}\left(s_{0}\right) \rho^{2}\left(s_{0}\right)+2 \int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0 \tag{5.32}
\end{equation*}
$$

holds for any pair of points $s_{0}, s \in\left[s_{a}, s_{b}\right]$. An answer is most easily obtained if $\alpha(s)$ does not vanish on $\left[s_{a}, s_{b}\right]$. Indeed, the reduced dynamics may then be viewed as a conservative, one-degree-of-freedom mechanical system [197], with $\frac{1}{2} \Psi\left(s_{0}, s\right) \alpha^{2}(s) \dot{s}^{2}$ its kinetic energy and $\Psi\left(s_{0}, s\right) \alpha(s) \gamma(s)$ the gradient of its potential energy. The equality (5.27) may then, in turn, be viewed as the conservation of energy along the solutions of this system:

Lemma 5.9. If $\alpha(s) \neq 0$ on $\left[s_{a}, s_{b}\right] \subset \mathbb{R}$ and $I\left(s_{a}, s_{b}, a, b\right) \equiv 0$ for some $a, b \in \mathbb{R}_{\geq 0}$, with $I(\cdot)$ defined in (5.30), then

$$
\begin{equation*}
\rho(s)=\sqrt{\frac{\Psi^{-1}\left(s_{a}, s\right)}{\alpha^{2}(s)}\left[\alpha^{2}\left(s_{a}\right) a^{2}-2 \int_{s_{a}}^{s} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right]} \tag{5.33}
\end{equation*}
$$

satisfies (5.23) for all $s \in\left[s_{a}, s_{b}\right]$, as well as $\rho\left(s_{a}\right)=a$ and $\rho\left(s_{b}\right)=b$. If, moreover, $\rho(s)>0$ for all $s \in\left[s_{a}, s_{b}\right]$, then $\rho(\cdot)$ is smooth on $\left[s_{a}, s_{b}\right]$.
Remark 5.10. While (5.33) ensures that $\rho$ is locally Lipschitz on the given interval, it is important to remark that it may not be everywhere smooth (or even $\mathcal{C}^{1}$ ) as it can enter into- and then leave a saddle point. For example, the function $\rho(s)=\sqrt{2\left(s-1+e^{-s}\right)}$ satisfies

$$
\rho^{\prime}(s) \rho(s)+\frac{1}{2} \rho^{2}(s)-s=0
$$

for all $s \in \mathbb{R}$, but its derivative is discontinuous at the origin even though $\rho^{\prime}(s) \rho(s)=1-e^{-s}$ is smooth.
Proof. That $\rho\left(s_{a}\right)=a$ and $\rho\left(s_{b}\right)=b$ is obvious. Differentiating (5.33) one finds that

$$
2 \Psi\left(s_{a}, s\right) \alpha(s)\left(\alpha(s) \rho^{\prime}(s) \rho(s)+\beta(s) \rho^{2}(s)+\gamma(s)\right)=0
$$

The condition $\alpha(s) \neq 0$ guarantees that $\Psi\left(s_{a}, s\right)$ will be nonzero and continuously differentiable (and therefore bounded) on the given interval. Hence (5.23) must hold. The smoothness of $\rho(\cdot)$ on $\left[s_{a}, s_{b}\right]$ follows directly from (5.23) and its derivative.

In order to provide a more general answer, we also need to address the case when $\alpha(s)$ vanishes at certain points. Such points are referred to as singular points of (5.22). Clearly, their existence generally causes a vertical asymptote in the phase plane of (5.22) which no solution can cross. We are therefore looking to find conditions which ensures that there exists a "bridge" along which at least one solution of (5.22) can cross the asymptote. Moreover, we want to determine if it is still sufficient that $I\left(s_{a}, s_{b}, a, b\right) \equiv 0$ for a solution of the form (5.33) to exist. We consider next a particular family of such points.

## Simple singular points

As previously stated, a singular point $s_{s} \in \mathcal{S}$ of (5.22) is a point at which $\alpha\left(s_{s}\right)=0$. Supposing that (5.22) has a monotonically increasing solution $s=s(t)$ that also satisfies $\dot{s}=\rho(s)$, then

$$
\beta\left(s_{s}\right) \rho^{2}\left(s_{s}\right)+\gamma\left(s_{s}\right)=0
$$

must hold at any such point. Since we require $\rho \in \mathbb{R}_{\geq 0}$, this implies

$$
\begin{equation*}
\rho\left(s_{s}\right)=\sqrt{\frac{-\gamma\left(s_{s}\right)}{\beta\left(s_{s}\right)}}=\sqrt{\frac{-\gamma\left(s_{s}\right)}{\delta\left(s_{s}\right)+\alpha^{\prime}\left(s_{s}\right)}} \tag{5.34}
\end{equation*}
$$

Excluding the cases when $s_{s}$ is an equilibrium of (5.22), i.e. we assume $\left|\gamma\left(s_{s}\right)\right|>0$, then we can infer that the inequality

$$
\begin{equation*}
\gamma\left(s_{s}\right)\left(\delta\left(s_{s}\right)+\alpha^{\prime}\left(s_{s}\right)\right)<0 \tag{5.35}
\end{equation*}
$$

must necessarily hold.
Another key question relating to singular points is what happens with the integrating factor (5.25) at such a point. Namely, do both of the limits $\lim _{s \rightarrow s_{s}^{ \pm}} \mu(s \pm \epsilon, s)=2^{-1} \lim _{s \rightarrow s_{s}^{ \pm}}\left(\alpha\left(s_{s}\right) \Psi(s \pm \epsilon, s)\right)$ exist for some $\epsilon>0$, and are they finite? Clearly this will be the case if $\lim _{s \rightarrow s_{s}} \Psi\left(s_{r}, s\right)$ is non-zero and finite. This, in turn, is ensured if $s_{s}$ is a so-called simple singular point.

Definition 5.11 (Simple singular point). A singular point $s_{s} \in \mathcal{S}$ of (5.22), i.e. $\alpha\left(s_{s}\right) \equiv 0$, where (5.35) holds is said to be simple if $\alpha^{\prime}\left(s_{s}\right) \neq 0$ (i.e. it is isolated) and $\lim _{s \rightarrow s_{s}}[\delta(s) / \alpha(s)]$ exists and is finite.

Let $s=s(t), s\left(t_{0}\right)=s_{0}$, be a monotonically increasing, twice continuously differentiable solution of (5.22), which at some time instant $t_{s}$ crosses a simple singular point, i.e. $s\left(t_{s}\right)=s_{s}$. By Theorem 5.7, this implies

$$
\frac{1}{2} \alpha^{2}\left(s_{0}\right) \dot{s}^{2}\left(t_{0}\right)-\int_{s_{0}}^{s_{s}} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0
$$

Since it is monotonically increasing, there is a $\rho \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{R}_{\geq 0}\right)$ such that $\dot{s}=\rho(s)$. In fact, due to the above equality, we may in fact take $\rho$ according to (5.35), as by L'Hôpital's rule:

$$
\begin{align*}
\lim _{s \rightarrow s_{s}} \rho^{2}(s) & =\lim _{s \rightarrow s_{s}} \frac{\Psi^{-1}\left(s_{0}, s\right)}{\alpha^{2}(s)}\left[\alpha^{2}\left(s_{0}\right) \rho^{2}\left(s_{0}\right)-2 \int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right] \\
& =\lim _{s \rightarrow s_{s}} \frac{\frac{d}{d s}\left[\alpha^{2}\left(s_{0}\right) \rho^{2}\left(s_{0}\right)-2 \int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right]}{\frac{d}{d s}\left[\Psi\left(s_{0}, s\right) \alpha^{2}(s)\right]} \\
& =-\frac{\gamma\left(s_{s}\right)}{\beta\left(s_{s}\right)} \tag{5.36}
\end{align*}
$$



Figure 5.1: Shows the unique positive solution crossing the vertical asymptote corresponding to the simple singular point considered in Example 5.1.

Hence (5.34) is not violated.
It is also important to note that, in order to find $\rho^{\prime}\left(s_{s}\right)$, one can compute the derivative of (5.23):

$$
\alpha \rho^{\prime \prime} \rho+\alpha\left(\rho^{\prime}\right)^{2}+\left(3 \alpha^{\prime}+2 \delta\right) \rho^{\prime} \rho+\left(\alpha^{\prime \prime}+\delta^{\prime}\right) \rho^{2}+\gamma^{\prime}=0
$$

where we have omitted the $s$-argument to shorten the notation. At the singular point, this reduces to

$$
\begin{equation*}
\left(3 \alpha^{\prime}\left(s_{s}\right)+2 \delta\left(s_{s}\right)\right) \rho^{\prime}\left(s_{s}\right) \rho\left(s_{s}\right)+\left(\alpha^{\prime \prime}\left(s_{s}\right)+\delta^{\prime}\left(s_{s}\right)\right) \rho^{2}\left(s_{s}\right)+\gamma^{\prime}\left(s_{s}\right)=0 \tag{5.37}
\end{equation*}
$$

If here $3 \alpha^{\prime}\left(s_{s}\right)+2 \delta\left(s_{s}\right) \equiv 0$ as well, then one computes the second derivative, and so on, until the coefficient in front of $\rho^{\prime}\left(s_{s}\right)$ is nonzero.

In light of this, one might therefore wonder if a solution of the form (5.33) as in Lemma 5.9 can be found if the interior of the interval $\left[s_{a}, s_{b}\right]$ also contains a simple singular point? As the following example demonstrates, the answer to this question is in fact both yes and no.
Example 5.1. Consider the second-order system

$$
s \ddot{s}+\left(1+s^{2}\right) \dot{s}^{2}-1=0
$$

corresponding to the reduced dynamics (5.22) with $\alpha(s)=s, \delta(s)=s^{2}$ and $\gamma(s)=-1$. The point $s_{s}=0$ is a simple singular point of this system: $\alpha\left(s_{s}\right)=0, \alpha^{\prime}\left(s_{s}\right)=1,-\gamma\left(s_{s}\right) / \beta\left(s_{s}\right)=1$ and $\delta(s) / \alpha(s)=s$. Moreover, since the function $\Psi(\cdot)$ defined in $(5.25)$ is $\Psi\left(s_{0}, s\right)=e^{\left(s^{2}-s_{0}^{2}\right)}$, the equality corresponding to (5.27) for this system is equivalent to

$$
s^{2} e^{\left(s^{2}-s_{0}^{2}\right)} \dot{s}^{2}-s_{0}^{2} \dot{s}_{0}^{2}+\left(1-e^{\left(s^{2}-s_{0}^{2}\right)}\right)=0
$$

Evaluating this at, say, $s=s_{f}=1$ and $s_{0}=-1$, we obtain $\dot{s}_{f}^{2}=\dot{s}_{0}^{2}$. Thus, for any $\dot{s}_{0} \geq 0$, one can always find some $\dot{s}(t)$ which makes the above equality hold even on the other side of the vertical asymptote caused by the singular point. However, as the previously attained identity $\dot{s}_{f}^{2}=\dot{s}_{0}^{2}$ clearly shows, this will generally not correspond to a bounded orbit crossing the asymptote. In fact, even if the above equality is valid, it generally just implies the existence of two unbounded solutions which are mirrored about the vertical asymptote. Indeed, as can be seen in Figure 5.1, there exists one, and only one, bounded solution $s(t)$ which is monotonically increasing and which crosses the asymptote. This solution corresponds to the function $\rho(s)=\sqrt{\left(e^{s^{2}}-1\right) / s^{2} e^{s^{2}}}$, for which clearly $\lim _{s \rightarrow 0} \rho(s)=1$.

Let us demonstrates the claims in the above example in a slightly more general and rigorous fashion. Specifically, let the interval $\left[s_{a}, s_{b}\right]$ contain a single simple singular point, $s_{s}$, on its interior, and suppose $I\left(s_{a}, s_{b}, a, b\right) \equiv 0$ for some $a, b \in \mathbb{R}_{\geq 0}$. Defining

$$
\begin{aligned}
\mathfrak{a}(x) & :=\frac{\Psi^{-1}\left(s_{a}, x\right)}{\alpha^{2}(x)}\left[\alpha^{2}\left(s_{a}\right) a^{2}-2 \int_{s_{a}}^{x} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right], \\
\mathfrak{b}(y) & :=\frac{\Psi^{-1}\left(s_{b}, y\right)}{\alpha^{2}(y)}\left[\alpha^{2}\left(s_{b}\right) b^{2}-2 \int_{s_{b}}^{y} \Psi\left(s_{b}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right],
\end{aligned}
$$

one can easily validate that $\rho_{a}(s)=\mathfrak{a}(s)$ satisfies (5.23) on $\left[s_{a}, s_{s}\right)$, whereas $\rho_{a}(s)=\mathfrak{b}(s)$ satisfies (5.23) on $\left(s_{s}, s_{b}\right]$. We will show that while $I\left(s_{a}, s_{b}, a, b\right) \equiv$ 0 in fact implies

$$
\lim _{y \rightarrow s_{s}^{+}} \mathfrak{b}(y)-\lim _{x \rightarrow s_{s}^{-}} \mathfrak{a}(x) \equiv 0
$$

it does not necessarily imply that we can continuously merge the functions $\rho_{a}$ and $\rho_{b}$ into a single function $\rho$ satisfying (5.23) on the whole of $\left[s_{a}, s_{b}\right]$. To this end, first note that $\alpha^{2}(s)$ is locally convex about $s_{s}$. Moreover, the terms inside the bracket in the expressions for the functions $\mathfrak{a}$ and $\mathfrak{b}$ are continuous, and their zero value would readily imply the limit in (5.36). In fact, due to Lemma 5.8, if either of the functions satisfy the latter case, then so does the other; that is, $\lim _{x \rightarrow s_{s}^{-}} \mathfrak{a}(x)=-\gamma\left(s_{s}\right) / \beta\left(s_{s}\right)$ if, and only if, $\lim _{y \rightarrow s_{s}^{+}} \mathfrak{b}(y)=-\gamma\left(s_{s}\right) / \beta\left(s_{s}\right)$. If, on the other hand, both of the terms inside the brackets are not zero, we may, due to the local convexity of $\alpha^{2}$, replace the one-sided limits with two-sided limits in the above identity, such that we instead can check if $\lim _{s \rightarrow s_{s}} \mathfrak{b}(s)-\lim _{s \rightarrow s_{s}} \mathfrak{a}(s) \equiv 0$. Note that, since $\lim _{s \rightarrow s_{s}} \Psi^{-1}\left(s_{b}, s\right)=\Psi\left(s_{s}, s_{b}\right)$ and $\lim _{s \rightarrow s_{s}} \Psi^{-1}\left(s_{a}, s\right)=\Psi^{-1}\left(s_{a}, s_{s}\right)$,
we may write

$$
\mathfrak{b}(s)=\frac{\Psi^{-1}\left(s_{a}, s\right)}{\alpha^{2}(s)}\left[\Psi\left(s_{a}, s_{b}\right) \alpha^{2}\left(s_{b}\right) b^{2}+2 \int_{s}^{s_{b}} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right]
$$

Adding and subtracting $\alpha^{2}\left(s_{a}\right) a^{2}+2 \int_{s_{a}}^{2} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau$ inside the brackets, this can be equivalently rewritten as

$$
\mathfrak{b}(s)=\frac{\Psi^{-1}\left(s_{a}, s\right)}{\alpha^{2}(s)}\left[\alpha^{2}\left(s_{a}\right) a^{2}-2 \int_{s_{a}}^{s} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right]
$$

where we have used that $I\left(s_{a}, s_{b}, a, b\right) \equiv 0$. Hence, $\lim _{s \rightarrow s_{s}} \mathfrak{b}(s) \equiv \lim _{s \rightarrow s_{s}} \mathfrak{a}(s)$. However, since $\alpha^{2}\left(s_{a}\right) a^{2}-2 \int_{s_{a}}^{s_{s}} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau$ is nonzero, the solutions on either side of the asymptote caused by the singular point are unbounded. We may from this conclude the following:

Proposition 5.12. Let the interior of $\hat{\mathcal{S}}=\left[s_{a}, s_{b}\right] \subseteq \mathcal{S}$ contain a single simple singular point (see Def. 5.11. If $I\left(s_{a}, s_{b}, a, b\right) \equiv 0$ for some $a, b \in$ $\mathbb{R}_{\geq 0}$, with $I(\cdot)$ given by (5.30), then

$$
\begin{equation*}
\rho(s)=\sqrt{\frac{2}{\alpha^{2}(s)} \int_{s}^{s_{s}} \Psi(s, \tau) \alpha(\tau) \gamma(\tau) d \tau} \tag{5.38}
\end{equation*}
$$

satisfies (5.23) for all $s \in\left[s_{a}, s_{b}\right]$. Moreover, $\rho\left(s_{a}\right)=a$ and $\rho\left(s_{b}\right)=b$ if

$$
\alpha^{2}\left(s_{a}\right) a^{2}-2 \int_{s_{a}}^{s_{s}} \Psi\left(s_{a}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0
$$

or equivalently $\alpha^{2}\left(s_{b}\right) b^{2}-2 \int_{s_{b}}^{s_{s}} \Psi\left(s_{b}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0$.
From this, one can in turn deduce the following:
Corollary 5.13. Let $\hat{s}_{s}$ and $\bar{s}_{s}, \hat{s}_{s}<\bar{s}_{s}$, denote two simple singular points of (5.22), and suppose $\alpha(s) \neq 0$ for all $s \in\left(\hat{s}_{s}, \bar{s}_{s}\right)$. Then there exists a unique locally Lipschitz continuous function $\rho:\left[\hat{s}_{s}, \bar{s}_{s}\right] \rightarrow \mathbb{R}_{\geq 0}$ satisfying (5.22) on $\left[\hat{s}_{s}, \bar{s}_{s}\right]$ if $\int_{\hat{s}_{s}}^{\bar{s}_{s}} \Psi\left(\hat{s}_{s}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0$.

## Other types of singular points

In the case of simple singular points, we saw that there exists a unique (positive) solution of the reduced dynamics (5.22). As the following example demonstrates, there is also another family of feasible singular points. Unlike simple singular points, however, these points result in a loss of the uniqueness of the solutions to the reduced dynamics about them.

Example 5.2. Consider the following system:

$$
s \ddot{s}+(1-d) \dot{s}^{2}+1=0
$$

It has a singular point at $s=s_{s}=0$, and corresponds to (5.22) with $\alpha(s)=s, \delta(s)=-d$ and $\gamma(s)=1$, such that $\alpha^{\prime}\left(s_{s}\right)=1$ and $-\gamma\left(s_{s}\right) / \beta\left(s_{s}\right)=$ $1 /(d-1))$. Hence $d>0$ is required (see (5.34)) for there to exist a transition point across the vertical asymptote at $s=s_{s}$. However, $\lim _{s \rightarrow s_{s}}(\delta(s) / \alpha(s))$ is clearly not well defined for this system, whereas

$$
\Psi\left(s_{0}, s\right)=\exp \left\{2 \int_{s_{0}}^{s} \frac{\delta(\tau)}{\alpha(\tau)} d \tau\right\}=\exp \left\{-2 d \int_{s_{0}}^{s} \frac{1}{\tau} d \tau\right\}=\left(\frac{s_{0}}{s}\right)^{2 d}
$$

is unbounded when $s$ approaches the singular point from either direction if $s_{0}<0$ for the left limit and $s_{0}>0$ for the right. We can nevertheless compute (5.27) everywhere else:

$$
s^{(2-2 d)} \dot{s}^{2}-s_{0}^{(2-2 d)} \dot{s}_{0}^{2}+\frac{1}{1-d}\left[s^{(2-2 d)}-s_{0}^{(2-2 d)}\right] .
$$

For $d>1$ we may therefore take

$$
\rho(s)=\sqrt{s^{(2 d-2)} s_{0}^{(2-2 d)} \dot{s}_{0}^{2}+\frac{1}{1-d}\left[s^{(2 d-2)} s_{0}^{(2-2 d)}-1\right]} .
$$

Note that then $\rho\left(s_{s}\right)=1 / \sqrt{d-1}$ regardless of the values of $s_{0}$ and $\dot{s}_{0}$. Differentiating the above expression with respect to $s$ yields

$$
\rho^{\prime}(s)=\frac{1}{\rho(s)} s^{(2 d-3)} s_{0}^{(2-2 d)}\left[(d-1) \dot{s}_{0}^{2}+1\right] .
$$

Hence, we must further require that $d \geq 3 / 2$ for $\rho^{\prime}(s)$ to be bounded at $s_{s}$, and $d>3 / 2$ for it to be continuous.

The type of singular point considered in the above example has previously been considered by Surov and his collaborates in [193] (see also [199]). There, it was demonstrated that such singular points can be used to generate strange behaviors in mechanical systems, including making the passive pendulum in the Furuta pendulum system oscillate about the the horizontal line without crossing the vertical line.

This type of singular point is part of a large family of singular points where the uniqueness of the solutions to (5.22) is violated when approaching this point from one or both directions. Similarly to simple singular points, it
is of course required that (5.35) holds, namely that $\gamma\left(s_{s}\right)\left(\delta\left(s_{s}\right)+\alpha^{\prime}\left(s_{s}\right)\right)<0$. However, whereas $\delta(s) / \alpha(s)$ is continuous about a simple singular point, it is unbounded (from at least one direction) for this family of singular points. For instance, whereas the uniqueness was broken from both sides in the above example, for the system

$$
s^{2} \ddot{s}+(2 s+d) \dot{s}^{2}+g=0
$$

with constants $d, g \in \mathbb{R}$, it is violated only from the left if $d>0$ and $g<0$, or from the right if the signs are flipped. Thus the uniqueness of the solutions to (5.22) is violated for these types of singular points, in the sense that $(s, \dot{s})=\left(s_{s}, \sqrt{-\gamma(s) / \beta\left(s_{s}\right)}\right.$ is (locally) finite-time attractive from the left and/or finite-time repellent from the right with respect to (5.22). This, of course, does not necessarily mean that such a point is an attractor (resp. repeller) of the reduced dynamics, which also requires it being forward (resp. backward) invariant. Rather, if this uniqueness is broken on both sides, it means that all nearby solutions are funneled into this point when approaching it both from the left (i.e. in forward time) and from the right (i.e. in backward time).

Let us now derive some conditions which ensure that the uniqueness of solutions is violated at such a point. For brevity, we will only consider solutions approaching from the left. Then, for some $s_{0}<s_{s}$ and $\eta \in\{0,1,2,3\}$, with $\Psi(\cdot)$ defined in (5.25), the following requirements are the primary ones:

$$
\begin{equation*}
\left|\alpha^{\eta}(s) \Psi\left(s_{0}, s\right)\right| \rightarrow+\infty \quad \text { and } \quad \int_{s_{0}}^{s} \Psi(s, \tau) \alpha(\tau) \gamma(\tau) d \tau \rightarrow 0 \quad \text { as } \quad s \rightarrow s_{s}^{-} \tag{5.39}
\end{equation*}
$$

This can be observed by noticing from (5.32) that since

$$
\rho_{\dot{s}_{0}}(s)=\sqrt{\Psi^{-1}\left(s_{0}, s\right) \alpha^{-2}(s)\left[\alpha^{2}\left(s_{0}\right) \dot{s}_{0}^{2}-2 \int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right]}
$$

one then has $\lim _{s \rightarrow s_{s}^{-}} \rho_{\dot{s}_{0}}(s)=\sqrt{-\gamma\left(s_{s}\right) / \beta(s)}$ by L'Hôpital's rule, regardless of the value of $\dot{s}_{0}>0$.

The derivative of each such function $\rho_{\dot{s}_{0}}$ with respect to $s$ is of course

$$
\begin{aligned}
\rho_{\dot{s}_{0}}^{\prime}(s) & =\frac{1}{\rho_{\dot{s}_{0}}(s)}\left[\frac{1}{2} \Psi\left(s_{0}, s\right) \alpha^{2}(s) \rho_{\dot{s}_{0}}^{2}(s) \frac{d}{d s}\left(\Psi^{-1}\left(s_{0}, s\right) \alpha^{-2}(s)\right)-\frac{\gamma(s)}{\alpha(s)}\right] \\
& =-\frac{1}{\rho_{\dot{s}_{0}}(s)}\left[\frac{\left.\Psi\left(s_{0}, s\right) \alpha^{2}(s)(\beta(s)) \rho_{\dot{s}_{0}}^{2}(s)+\gamma(s)\right)}{\Psi\left(s_{0}, s\right) \alpha^{3}(s)}\right] \\
& =-\frac{\left(\beta(s) \rho_{\dot{s}_{0}(s)}^{2}+\gamma(s)\right)}{\rho_{\dot{s}_{0}}(s) \alpha(s)}
\end{aligned}
$$

as before. But for it to be finite when approaching the singular point from the left, it is also required that

$$
\lim _{s \rightarrow s_{s}^{-}} \frac{d}{d s}\left[\Psi^{-1}\left(s_{0}, s\right) \alpha^{-2}(s) \int_{s_{0}}^{s} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau\right]
$$

exists and is finite.
As previously stated, Theorem 1 in [193] provides sufficient conditions which ensures that the above requirements hold from both sides. We restate it here in a slightly different format using our notation:

Proposition 5.14. [193] Suppose the interval $\left[s_{a}, s_{b}\right] \subseteq \mathcal{S}$ contains a single isolated singular point $s_{s}$ within its interior, with $\alpha \in \mathcal{C}^{3}$ and $\beta, \gamma \in \mathcal{C}^{2}$ on $\left(s_{a}, s_{b}\right)$. Further suppose that $\gamma\left(s_{a}\right)=\gamma\left(s_{b}\right)=0 ; \gamma^{\prime}\left(s_{a}\right)>0$ and $\gamma^{\prime}\left(s_{b}\right)<0$; $\gamma(s)>0$ for all $s \in\left(s_{a}, s_{b}\right)$; and that

$$
\begin{equation*}
2 \delta\left(s_{s}\right)<-3 \alpha^{\prime}\left(s_{s}\right)<0 \tag{5.40}
\end{equation*}
$$

Then for any positive, real numbers $c$ and $d$, and points $s_{c}, s_{d} \in \mathcal{S}, s_{c}<$ $s_{s}<s_{d}$, there exists a $\mathcal{C}^{1}$ scalar function $\rho(\cdot)$, which is strictly positive and satisfies (5.23) over $\left(s_{c}, s_{d}\right)$, such that $\rho\left(s_{c}\right)=c$ and $\rho\left(s_{d}\right)=d$.

Note that the requirement regarding the ends of the interval corresponding to equilibrium points of the reduced dynamics being of saddle type is not strictly required. Indeed, as the following example borrowed from [193] demonstrates, the equilibria can be replaced by simple singular points.
Example 5.3. Consider the reduced dynamics (5.22) with the functions

$$
\begin{aligned}
\alpha(s) & =\cos \left(\phi_{2}(s)\right) \phi_{1}^{\prime}(s)+\phi_{2}^{\prime}(s) \\
\beta(s) & =\cos \left(\phi_{2}(s)\right) \phi_{1}^{\prime \prime}(s)+\phi_{2}^{\prime \prime}(s)-\left(\phi_{1}^{\prime}(s)\right)^{2} \cos \left(\phi_{2}(s)\right) \sin \left(\phi_{2}(s)\right) \\
\gamma(s) & =-g \sin \left(\phi_{2}(s)\right)
\end{aligned}
$$

where $g=9.81 \mathrm{~ms}^{-2}$, such that $\delta(s)=-\left(\phi_{1}^{\prime}(s)\right)^{2} \cos \left(\phi_{2}(s)\right) \sin \left(\phi_{2}(s)\right)+$ $\phi_{1}^{\prime}(s) \phi_{2}^{\prime}(s) \sin \left(\phi_{2}(s)\right)$. This corresponds to the Furuta pendulum system with unit link lengths given the vector of synchronization functions $\Phi(s)=$ $\operatorname{col}\left(\phi_{1}(s), \phi_{2}(s)\right)$. For $\mathcal{S}=[0,2 \pi)$, we will consider

$$
\phi_{1}(s)=-\frac{1}{2}(a+b \cos (s))^{2} \quad \text { and } \quad \phi_{2}(s)=-c-d \cos (s)
$$

for some constants $a, b, c, d \in \mathbb{R}_{\geq 0}$. Hence

$$
\alpha(s)=\sin (s)\left[b \cos \left(\phi_{2}(s)\right)(a+b \cos (s))+d\right]
$$



Figure 5.2: Shows the phase portrait of the reduced dynamics of the Furuta pendulum in Example 5.3. A unique positive solution can be seen which crosses both simple singular points, marked by green dots, and singular points of the type considered in [193], which are marked by red dots.
such that the sets $\mathfrak{S}_{s}=\{0, \pi, 2 \pi\}$ and $\mathfrak{S}_{x}=\left\{s \in \mathcal{S}: b \cos \left(\phi_{2}(s)\right)(a+\right.$ $b \cos (s))+d=0\}$ contain the system's singular points. Since

$$
\delta(s)=b \sin ^{2}(s) \sin \left(\phi_{2}(s)\right)(a+b \cos (s))\left[d-2 b(a+b \cos (s)) \cos \left(\phi_{2}(s)\right)\right]
$$

the elements of $\mathfrak{S}_{s}$ are therefore all simple singular points if $\mathfrak{S}_{s} \cap \mathfrak{S}_{x}=\emptyset$. Moreover, for any $s_{s} \in \mathfrak{S}_{x}$, one has $\delta\left(s_{s}\right)=-3 d^{2} \sin ^{2}\left(s_{s}\right) \tan \left(\phi_{2}\left(s_{s}\right)\right)$.

Taking, for instance, $(a, b, c, d)=(1.5,2,2,1)$ results in a pair of nonsimple singular points lying within $(0, \pi)$ and $(\pi, 2 \pi)$, respectively. The corresponding phase portrait of the resulting reduced dynamics is shown in Figure 5.2, in which the existence of a unique solution crossing all the singular points is apparent.

### 5.3.3 Conditions for the existence of a periodic orbit

Using the properties of the reduced dynamics derived in Section 5.3.2, we will now provide constructive statements that allows one to design $s$ parameterized maneuvers corresponding to periodic orbits. For simplicity's sake, we consider systems with only one degree of underactuation (i.e. $m=n_{q}-1$ ), such that the reduced dynamics (5.21) correspond to a single equation of the form (5.22). Note, however, that the same arguments can also be used for systems with higher degrees of underactuation by further requiring that the remaining $m-1$ equations in (5.21) also share the same solution; see [9, 34].

Let us begin by providing the following problem statement, whose solution evidently implies a solution to Problem 5.2.

Problem 5.15. For $\mathcal{S}=\left[0, s_{T}\right) \subset \mathbb{R}_{\geq 0}$, find a strictly positive, smooth function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{>0}$ which solves (5.22) and satisfies $\rho(0) \equiv \rho\left(s_{T}\right)$, where (5.22) is the reduced dynamics associated with the smooth, $s_{T}$-periodic vector of synchronization functions $\Phi: \mathcal{S} \rightarrow \mathbb{R}^{n_{q}}$, i.e. $\Phi(0) \equiv \Phi\left(s_{T}\right)$, with $m=$ $n_{q}-1$.

The following statement is useful when attempting to search for an $s$ parameterized orbit of (5.22).

Theorem 5.16. Let $\mathcal{S}:=\left[0, s_{T}\right) \subset \mathbb{R} \geq 0$ and suppose the smooth function $\Phi: \mathcal{S} \rightarrow \mathbb{R}^{n_{q}}$ is such that $\Phi\left(s+s_{T}\right) \equiv \Phi(s)$ for all $s \in \mathcal{S}$. Further suppose that any singular point in the interval $\mathcal{S}$ is simple, and any equilibrium point is isolated and of center type. If in addition

$$
\int_{0}^{s_{T}} \frac{\delta(\tau)}{\alpha(\tau)} d \tau=\int_{0}^{s_{T}} \Psi(0, \tau) \alpha(\tau) \gamma(\tau) d \tau \equiv 0
$$

then there exists a smooth, strictly positive function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{>0}$ satisfying $\rho(0) \equiv \rho\left(s_{T}\right)$, thus providing a solution to Problem 5.15.

Proof. If $\dot{s}=\rho(s)$, then for $\rho(0) \equiv \rho\left(s_{T}\right)$ to hold, it follows from (5.27) that

$$
\frac{1}{2}\left[\Psi\left(s_{0}, s_{T}\right)\right] \alpha^{2}(0) \rho^{2}(0)+\int_{s_{0}}^{s_{T}} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0
$$

must hold. Here we have used the fact that $\alpha\left(s+s_{T}\right)=\alpha(s)$ since $\Phi(s+$ $\left.s_{T}\right) \equiv \Phi(s)$. Due to how $\Psi(\cdot)$ is defined, the Theorem's hypotheses together with Lemma 5.8 and Proposition 5.12 ensure that this holds and that such a bounded function $\rho(\cdot)$ exists. Lastly, since $\mathcal{S}$ only contains equilibrium points of type center, $\rho(\cdot)$ must be strictly positive and smooth due to (5.23) and its derivative (5.37).

If the conditions in Theorem 5.16 hold, then one of course still needs compute the function $\rho$ in order to obtain the corresponding $s$-parameterized maneuver. In the cases when $\mathcal{S}$ contains no (simple) singular points, this is easily achieved using either (5.27) or by integrating (5.23). If the interval also contains simple singular points, then one can find the value of $\rho$ at these points from (5.34) and $\rho^{\prime}$ from (5.37), and use (5.27) and (5.23) in between.

### 5.3.4 Conditions for the existence of a heteroclinic orbit

We will now demonstrate how one can use the properties of the reduced dynamics in order to also find heteroclinic orbits whenever $m=n_{q}-1$. Specifically, for a pair of points (configurations) $q_{\alpha} \in \mathbb{R}^{n_{q}}$ and $q_{\omega} \in \mathbb{R}^{n_{q}}$, $q_{\omega} \neq q_{\omega}$ of (5.2), suppose there exist $u_{\alpha}, u_{\omega} \in \mathbb{R}^{m}$ such that $\mathbf{G}\left(q_{\alpha}\right) \equiv \mathbf{B}_{\omega} u_{\alpha}$ and $\mathbf{G}\left(q_{\omega}\right) \equiv \mathbf{B}_{u} u_{\omega}$. Denoting $x_{\alpha}=\operatorname{col}\left(q_{\alpha}, \mathbf{0}_{n_{q} \times 1}\right)$ and $x_{\omega}=\operatorname{col}\left(q_{\omega}, \mathbf{0}_{n_{q} \times 1}\right)$, the task we now aim to solve is the following:

Problem 5.17. For $\mathcal{S}:=\left[s_{\alpha}, s_{\omega}\right] \subset \mathbb{R}, s_{\alpha}<s_{\omega}$, find smooth functions $\Phi: \mathcal{S} \rightarrow \mathbb{R}^{n_{q}}$ and $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$, such that the following criteria are satisfied for the system (5.2):

- $\Phi\left(s_{\alpha}\right)=q_{\alpha}$ and $\Phi\left(s_{\omega}\right)=q_{\omega} ;$
- $\rho\left(s_{\omega}\right)=\rho\left(s_{\omega}\right) \equiv 0$, as well as $\rho(s)>0$ for all $s \in\left(s_{\alpha}, s_{\omega}\right)$;
- both (5.7) and (5.19) hold for all $s \in \mathcal{S}$.

Using Lemma 5.3, a solution to Problem 5.17 implies the existence of a heteroclinic orbit of the reduced dynamics, which in turn corresponds to a so-called point-to-point maneuver of the mechanical system. (We will consider the problem of orbital stabilization of such maneuvers in Chapter 6). The subscripts " $\alpha$ " and " $\omega$ " are therefore used to denote that the equilibrium points on the boundaries are $\alpha$ - and $\omega$-limit points of the induced orbit.

Recalling the definitions of $\nu(\cdot)$ and $\Psi(\cdot)$ given in (5.24) and (5.25), respectively, the following result provides a solution to the above problem.

Theorem 5.18. Let the smooth vector-valued function $\Phi: \mathcal{S} \rightarrow \mathbb{R}^{n_{q}}$ be such that $\Phi\left(s_{\alpha}\right)=q_{\alpha}, \Phi\left(s_{\omega}\right)=q_{\omega},\left\|\Phi^{\prime}\left(s_{\alpha}\right)\right\| \neq 0,\left\|\Phi^{\prime}\left(s_{\omega}\right)\right\| \neq 0, \nu\left(s_{\alpha}\right) \leq 0$ and $\nu\left(s_{\omega}\right) \leq 0$. Further suppose that the following conditions hold: $\alpha(s) \neq 0$ for all $s \in \mathcal{S}$; there exists a single point $s_{e} \in \operatorname{int} \mathcal{S}$ satisfying $\gamma\left(s_{e}\right) \equiv 0$, for which $\nu\left(s_{e}\right)>0$; and

$$
\begin{equation*}
\int_{s_{\alpha}}^{s_{\omega}} \Psi\left(s_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \equiv 0 \tag{5.41}
\end{equation*}
$$

Then there exists a unique smooth function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$, for which $\rho\left(s_{\alpha}\right)=$ $\rho\left(s_{\omega}\right) \equiv 0$, satisfying both (5.22) and $\rho(s)>0$ for all $s \in\left(s_{\alpha}, s_{\omega}\right)$.

Remark 5.19. As $\left\|\mathbf{G}\left(q_{\alpha}\right)-\mathbf{B}_{u} u_{\alpha}\right\|=\left\|\mathbf{G}\left(q_{\omega}\right)-\mathbf{B}_{u} u_{\omega}\right\|=0$, a solution to Theorem 5.18 implies $\gamma(\hat{s}) \equiv 0$ for $\hat{s} \in\left\{s_{\alpha}, s_{\omega}\right\}$. Hence (5.23) is then trivially true at $\hat{s} \in\left\{s_{\alpha}, s_{\omega}\right\}$, while from its derivative with respect to $s$,

$$
\alpha \rho^{\prime \prime} \rho+\alpha\left(\rho^{\prime}\right)^{2}+\left(3 \alpha^{\prime}+2 \hat{\beta}\right) \rho^{\prime} \rho+\left(\alpha^{\prime \prime}+\hat{\beta}^{\prime}\right) \rho^{2}+\gamma^{\prime}=0
$$

one finds that $\left(\rho^{\prime}(\hat{s})\right)^{2}=-\gamma^{\prime}(\hat{s}) / \alpha(\hat{s})$. Thus, for $s_{\alpha}$ and $s_{\omega}$ to be hyperbolic (saddle) equilibrium points of (5.22), and consequently $\rho^{\prime}\left(s_{\alpha}\right)>0$ and $\rho^{\prime}\left(s_{\omega}\right)<0$, it is further required that $\nu\left(s_{\alpha}\right)<0$ and $\nu\left(s_{\omega}\right)<0$. From this, one can also easily deduce that the function $\gamma(s) / \alpha(s)$ then must change its sign an odd number of times over the open interval $\left(s_{\alpha}, s_{\omega}\right)$. Considering only one sign change, the necessary existence of a point $s_{e} \in \operatorname{int} \mathcal{S}$ for which $\gamma\left(s_{e}\right)=0$ and $\nu\left(s_{e}\right)>0$ (i.e. a center) is evident.

Remark 5.20. Due to the requirement of a center on $\operatorname{int} \mathcal{S}$, Theorem 5.18 cannot be used to construct an $s$-parameterized point-to-point maneuver between two adjacent equilibria for systems where the equilibria of (5.22) are fixed. In light of Remark 5.19, one can in such cases instead attempt to use an alternative set of conditions which are based on $\alpha(s)$ changing its sign once over int $\mathcal{S}$ instead of $\gamma(s)$. Such condition correspond to the particular type of non-simple singular points considered in [193] which were briefly discussed at the end of Section 5.3.2. Using Theorem 1 in [193], this corresponds to replacing the conditions in the second sentence in Theorem 5.18 with the following: $\nu\left(s_{\alpha}\right)<0$ and $\nu\left(s_{\omega}\right)<0 ; \gamma(s)>0$ for all $s \in \operatorname{int} \mathcal{S}$; and there exists a single point $s_{s} \in \operatorname{int} \mathcal{S}$ satisfying $\alpha\left(s_{s}\right) \equiv 0$ and $\hat{\beta}\left(s_{s}\right)<-\frac{3}{2} \alpha^{\prime}\left(s_{s}\right)<0$.

Proof. The boundary conditions imposed on $\Phi(\cdot)$ are obvious, whereas those on $\Phi^{\prime}(\cdot)$ are obtained directly from (5.7) by setting $\rho\left(s_{\alpha}\right)=\rho\left(s_{\omega}\right)=0$. The condition $\alpha(s) \neq 0$ implies that the integrating factor (5.25) is both nonzero and bounded on $\mathcal{S}$, as well as ensures the uniqueness of the solutions to (5.22). Thus, using again $\rho\left(s_{\alpha}\right)=\rho\left(s_{\omega}\right)=0$ in (5.32), the existence of a smooth function $\rho$ which vanishes at the boundaries and satisfies (5.23) on $\mathcal{S}$ follows from [33, Thm. 1]. Since $\gamma(s) \neq 0$ for all $\operatorname{int} \mathcal{S} \backslash\left\{s_{e}\right\}$, and $\nu\left(s_{e}\right)>0$, the function $\rho^{2}$ must be strictly positive on int $\mathcal{S}$. This, in turn, guarantees (5.7) holding on the whole of int $\mathcal{S}$.

Heteroclinic orbits implied by Theorem 5.18 includes those corresponding to a separatrix of a pendulum-like equation. For example, the function $\rho(s)=\sqrt{2-2 \cos (s)}$ would be the resulting solution for $\ddot{s}=\sin (s)$.

An example of a system having a heteroclinic orbit of the form as in Remark 5.20, on the other hand, would be $s \ddot{s}+(1-d) \dot{s}^{2}-g\left(s^{2}-s_{e}^{2}\right)=0$, for $d>3 / 2$ and $g, c>0$. Specifically, it emerges from $s_{\alpha}=-s_{e}$, crosses the singular point at $s_{s}=0$ with $\rho\left(s_{s}\right)=\sqrt{g s_{e}^{2} /(d-1)}$, and terminates at $s_{\omega}=s_{e}$. Notice, however, that for any solution of this system starting within the interior of the corresponding orbit, it will only approach $s_{\alpha}=-s_{e}$ in backward time as $t \rightarrow-\infty$, and $s_{\omega}$ in forward time as $t \rightarrow \infty$.

Although beyond the scope of this thesis, it is nevertheless important to mention that one may in fact also use this type of singular points to ensure that, say, $s_{\alpha}$ is finite-time repellent. For instance, let $d, g$ and $s_{e}$ be as above. Then the system $s \ddot{s}+(1-d) \dot{s}^{2}-g s\left(s-s_{e}\right)=0$ has a heteroclinic orbit connecting $s_{\alpha}=0$ and $s_{\omega}=s_{e}$, on which the backward time it takes for any solution starting on its interior to reach $s_{\alpha}=0$ is finite. Indeed, it can be shown that

$$
\begin{aligned}
\rho^{2}(s) & =2 g s^{2 d-2} \int_{s_{e}}^{s} \sigma^{2-2 d}\left(\sigma-s_{e}\right) d \sigma \\
& =g\left[\frac{(3-2 d) s^{2}-(4-2 d) s_{e} s+s_{e}^{4-2 d} s^{2 d-2}}{(3-2 d)(2-d)}\right]
\end{aligned}
$$

Thus if $d=2$ and $g=2^{-1}$, one has $\rho(s)=\sqrt{s s_{e}+s^{2}\left[\ln (s)-\ln \left(s_{e}\right)-1\right]}$.

### 5.4 Projection-based coordinates for underactuated systems

Consider again the (not necessarily underactuated) mechanical system (5.2), but now with an additional viscous damping term:

$$
\begin{equation*}
\mathbf{M}(q) \ddot{q}+\mathbf{C}(q, \dot{q}) \dot{q}+\mathbf{D}(q) \dot{q}+\mathbf{G}(q)=\mathbf{B}_{u} u \tag{5.42}
\end{equation*}
$$

The matrix-valued function $\mathbf{D}: \mathbb{R}^{n_{q}} \rightarrow \mathbb{R}^{n_{q} \times n_{q}}$ is assumed to be smooth, and thus bounded, i.e. $\exists k_{D}<0$ such that $\|\mathbf{D}(q)\| \leq k_{D}$ for all $q \in \mathbb{R}^{n_{q}}$.

Suppose an $s$-parameterized maneuver of the form (5.9) (see Def. 3.2) is known for this system, corresponding to the pair $(\Phi, \rho)$ with both $\Phi: \mathcal{S} \rightarrow$ $\mathbb{R}^{n_{q}}$ and $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ smooth. That is, the maneuver's state curve is traced out by

$$
x_{s}(s)=\operatorname{col}\left(\Phi(s), \Phi^{\prime}(s) \rho(s)\right)
$$

Its control curve $u_{s}(\cdot)$, on the other hand, can be found in a similar manner to (5.15). Namely, since $\mathcal{F}(s):=x_{s}^{\prime}(s)$ can be written as

$$
\begin{equation*}
\mathcal{F}(s)=\operatorname{col}\left(\mathcal{F}_{1}(s), \mathcal{F}_{2}(s)\right):=\operatorname{col}\left(\Phi^{\prime}(s), \Phi^{\prime}(s) \rho^{\prime}(s)+\Phi^{\prime \prime}(s) \rho(s)\right) \tag{5.43}
\end{equation*}
$$

one can find $u_{s}=u_{s}(s)$ from

$$
\begin{equation*}
u_{s}=\mathbf{B}_{u}^{\dagger} \mathbf{B}_{u} u_{s}=\mathbf{B}_{u}^{\dagger}\left[\mathbf{M}(\Phi) \mathcal{F}_{2} \rho+\mathbf{C}\left(\Phi, \mathcal{F}_{1}\right) \mathcal{F}_{1} \rho^{2}+\mathbf{D}(\Phi) \mathcal{F}_{1} \rho+\mathbf{G}(\Phi)\right] \tag{5.44}
\end{equation*}
$$

where we have omitted the $s$-argument as to shorten the notation.
Our main aim in this section will be to harness the specific structure of the equations of motion of the mechanical system (5.2) as to derive general
expressions for the transverse linearization corresponding of the excessive transverse coordinates we have previously introduced in Section 4.6. Specifically, we provide will explicit expressions for the transverse linearization, thus avoiding having to solve a matrix equation as in [38] (see Thm. 4 therein). This in fact allows one to obtain expressions for the transverse linearization of any set of transverse coordinates, including those in [34].

### 5.4.1 Structure of the transverse dynamics

Suppose $x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}$ traces out a non-trivial periodic orbit $\mathcal{O}$. Further suppose that a $\mathcal{C}^{2}$-smooth projection operator $p=p(x)$ for this orbit is known (see Definition 4.5). Since the system (5.42) is of second order, the excessive transverse coordinates

$$
e_{\perp}=x-\left(x_{s} \circ p\right)(x)
$$

can be written as $e_{\perp}=\operatorname{col}\left(e_{1}, e_{2}\right)$, where

$$
\begin{align*}
& e_{1}:=q-\Phi(p)  \tag{5.45a}\\
& e_{2}:=\dot{q}-\Phi^{\prime}(p) \rho(p) \tag{5.45b}
\end{align*}
$$

Clearly

$$
\begin{equation*}
\dot{e}_{1}=\dot{q}-\Phi^{\prime}(p) \dot{p}=\mathcal{F}_{1}(p)[\rho(p)-\dot{p}]+e_{2} \tag{5.46}
\end{equation*}
$$

whereas by adding and subtracting $\mathbf{M}(q) \mathbf{F}(q, \dot{q}, p)$ on the right-hand side of (5.2), with

$$
\begin{equation*}
\mathbf{F}(q, \dot{q}, s):=\mathbf{M}(q) \mathcal{F}_{2}(s) \rho(s)+\mathbf{C}(q, \dot{q}) \dot{q}+\mathbf{D}(q) \dot{q}+\mathbf{G}(q) \tag{5.47}
\end{equation*}
$$

one obtains

$$
\begin{equation*}
\dot{e}_{2}=\ddot{q}-\mathcal{F}_{2}(p) \dot{p}=\mathcal{F}_{2}(p)[\rho(p)-\dot{p}]+\mathbf{M}^{-1}(q)\left[\mathbf{B}_{u} u-\mathbf{F}(q, \dot{q}, p)\right] . \tag{5.48}
\end{equation*}
$$

Consider now a control law of the following form:

$$
\begin{equation*}
u=\mathbf{U}(x, p(x))+v \tag{5.49}
\end{equation*}
$$

Here $v=v(x) \in \mathbb{R}^{m}$ is some orbitally stabilizing feedback to be defined, while the $\mathcal{C}^{1}$-smooth mapping $\mathbf{U}: \mathbb{R}^{2 n_{q}} \times \mathcal{S} \rightarrow \mathbb{R}^{m}$ consists of two parts:

$$
\begin{equation*}
\left.\mathbf{U}(x, s)=\mathbf{U}_{0}(q, s)\right)+\mathbf{U}_{e_{2}}(x, s)\left(\dot{q}-\Phi^{\prime}(s) \rho(s)\right) \tag{5.50}
\end{equation*}
$$

Here $\mathbf{U}_{0}$ and $\mathbf{U}_{e_{2}}$ are such that, for all $s \in \mathcal{S}$ and any $x \in \mathbb{R}^{n_{q}}$, it holds that

$$
\begin{equation*}
\left.\mathbf{U}_{0}(\Phi(s), s) \equiv u_{s}(s) \quad \text { and } \quad\left\|\mathbf{U}_{e_{2}}(x, s)\right\| \leq c_{1}+c_{2} \| \dot{q}-\Phi^{\prime}(s) \rho(s)\right) \| \tag{5.51}
\end{equation*}
$$

for some real numbers $c_{1}, c_{2}>0$. Using the vector function $\mathbf{F}(\cdot)$ defined in (5.47), some possible candidates for $\mathbf{U}(\cdot)$ are the following:

$$
\begin{align*}
\mathbf{U}_{s}(s) & =\mathbf{B}_{u}^{\dagger} \mathbf{F}\left(\Phi(s), \Phi^{\prime}(s) \rho(s), s\right)=u_{s}(s),  \tag{5.52a}\\
\mathbf{U}_{q}(q, s) & =\mathbf{B}_{u}^{\dagger} \mathbf{F}\left(q, \Phi^{\prime}(s) \rho(s), s\right),  \tag{5.52b}\\
\mathbf{U}_{x}(x, s) & =\mathbf{B}_{u}^{\dagger} \mathbf{F}(q, \dot{q}, s) \tag{5.52c}
\end{align*}
$$

Here (5.52a) and (5.52a) both correspond to $\mathbf{U}_{e_{2}}=\mathbf{0}_{m \times 1}$, whereas (5.52c) corresponds to

$$
\begin{align*}
\mathbf{U}_{0}(q, s) & =\mathbf{B}_{u}^{\dagger} \mathbf{F}\left(q, \Phi^{\prime}(s) \rho(s), s\right)  \tag{5.53a}\\
\mathbf{U}_{e_{2}}(x, s) & =\mathbf{B}_{u}^{\dagger}\left[2 \mathbf{C}\left(q, \Phi^{\prime}(s)\right) \rho(s)+\mathbf{C}\left(q,\left(\dot{q}-\Phi^{\prime}(s) \rho(s)\right)+\mathbf{D}(q)\right]\right. \tag{5.53b}
\end{align*}
$$

Note that the above expressions for $\mathbf{U}_{e_{2}}$ are easily derived from Property $i i$ ) in Assumption 5.1. Indeed, for any projection operator $p=p(x)$, we may in a vicinity of $\mathcal{O}$ write

$$
\mathbf{C}(q, \dot{q})=\mathbf{C}\left(q, \Phi^{\prime}(p)\right) \Phi^{\prime}(p) \rho^{2}(p)+2 \mathbf{C}\left(q, \Phi^{\prime}(p)\right) \rho(p) e_{2}+\mathbf{C}\left(q, e_{2}\right) e_{2}
$$

We now define
$A_{e_{2}}(x, s):=\left[\begin{array}{c}\mathbf{I}_{n_{q}} \\ \mathbf{M}^{-1}(q)\left[\mathbf{B}_{u} \mathbf{U}_{e_{2}}(x, s)-2 \mathbf{C}\left(q, \Phi^{\prime}(p)\right) \rho(p)-\mathbf{C}\left(q, e_{2}(x)\right)-\mathbf{D}(q)\right]\end{array}\right.$,
as well as

$$
\begin{align*}
f_{0}(q, s) & :=\left[\begin{array}{c}
\mathbf{0}_{n_{q} \times 1} \\
\mathbf{M}^{-1}(q)\left[\mathbf{B}_{u} \mathbf{U}_{0}(q, s)-\mathbf{F}\left(q, \Phi^{\prime}(s) \rho(s), s\right)\right]
\end{array}\right],  \tag{5.55a}\\
B(q) & :=\left[\begin{array}{c}
\mathbf{0}_{n_{q} \times m} \\
\mathbf{M}^{-1}(q) \mathbf{B}_{u}
\end{array}\right] . \tag{5.55b}
\end{align*}
$$

Note here that, by Assumption 5.1 and (5.51), there exist a pair of constant real numbers $a_{0}, a_{1}>0$ such that

$$
\left\|A_{e_{2}}(x, p(x)) e_{2}\right\| \leq a_{0}\left\|e_{2}\right\|+a_{1}\left\|e_{2}\right\|^{2}
$$

for all $x \in \mathbb{R}^{n}$ and all $e_{2} \in \mathbb{R}^{n_{q}}$. Moreover, both $f_{0}(\cdot)$ and $B(\cdot)$ are everywhere bounded, $B(\cdot)$ has full rank, and $f_{0}(\Phi(s), s) \equiv 0$ for all $s \in \mathcal{S}$.

Using the above, the equations governing the system's dynamics can then be written in the following form:

Lemma 5.21. Let $p: \mathfrak{X} \rightarrow \mathcal{S}$ be a $\mathcal{C}^{2}$-smooth projection operator (see Def. 4.5) which is well defined in a neighborhood $\mathfrak{X} \subset \mathbb{R}^{n}$ of the orbit $\mathcal{O}$. Suppose $u$ is taken according to (5.49) for some $\mathbf{U}(\cdot)$ of the form (5.50) satisfying (5.51). Then, within $\mathfrak{X}$, the system (5.42) can be written as

$$
\dot{x}=\mathcal{F}(p) \rho(p)+f_{0}(q, \rho)+A_{e_{2}}(x, p) e_{2}+B(q) v
$$

where $A_{e_{2}}(\cdot)$ is defined in (5.54), while $f_{0}(\cdot)$ and $B(\cdot)$ are defined in (5.55).

Consider now the Jacobian matrix of $e_{\perp}$ :

$$
D e_{\perp}(x)=\mathbf{I}_{n}-\mathcal{F}(p) D p(x) .
$$

Using Lemma 5.21, the time derivative of $e_{\perp}$ is

$$
\begin{equation*}
\dot{e}_{\perp}=D e_{\perp}(x) \dot{x}=D e_{\perp}(x)\left[\mathcal{F}(p) \rho(p)+f_{0}(q, \rho)+A_{e_{2}}(x, p) e_{2}+B(q) v\right] \tag{5.56}
\end{equation*}
$$

Note here that if the projection operator only depends on the generalized coordinates, not their velocities, i.e. $\frac{\partial}{\partial \dot{q}} p(x) \equiv 0$ for all $x \in \mathbb{R}^{n}$, then

$$
D e_{\perp}(x) B(x)=\left[\begin{array}{c}
\mathbf{0}_{n_{q} \times m} \\
D_{q} p(q) \mathbf{M}^{-1}(q) \mathbf{B}_{u}
\end{array}\right]
$$

where $D_{q} p(q)=\frac{\partial}{\partial q} p(x)$. Moreover,

$$
\begin{aligned}
\dot{e}_{1} & =\mathcal{F}_{1}(p)\left[\rho(p)-D_{q} p(q)\right]+e_{2} \\
& =\mathcal{F}_{1}(p)\left[1-D_{q} p(q) \mathcal{F}_{1}(p)\right] \rho(p)+\left(\mathbf{I}_{n_{q}}-\mathcal{F}_{1}(p) D_{q} p(q)\right) e_{2}
\end{aligned}
$$

can then also be easily deduced from (5.46).

### 5.4.2 Transverse linearization

Using the structure of the transverse dynamics (5.56), we will now derive explicit expressions for the transverse linearization associated with $e_{\perp}$ about the maneuver's orbit.

To this end, we define

$$
A_{e_{1}}(q, s):=\left[\begin{array}{c}
\mathbf{0}_{n_{q} \times 1}  \tag{5.57}\\
\mathbf{M}^{-1}(q) \frac{\partial}{\partial q}\left[\mathbf{B}_{u} \mathbf{U}_{0}(q, s)-\mathbf{F}\left(q, \Phi^{\prime}(s) \rho(s), s\right)\right]
\end{array}\right]
$$

and

$$
A_{p}(q, s)=\frac{\partial}{\partial s}[\mathcal{F}(s) \rho(s)]+\left[\begin{array}{c}
\mathbf{0}_{n_{q} \times 1}  \tag{5.58}\\
\mathbf{M}^{-1}(q) \frac{\partial}{\partial s}\left[\mathbf{B}_{u} \mathbf{U}_{0}(q, s)-\mathbf{F}\left(q, \Phi^{\prime}(s) \rho(s), s\right)\right]
\end{array}\right]
$$

Recall the definition of $A_{e_{2}}(\cdot)$ given in (5.54), and denote $B_{s}(s)=B(\Phi(s))$. Let $A_{s}(s):=A_{p}(\Phi(s), s) \mathcal{P}(s)+\hat{A}_{\perp}(s)$ where $\mathcal{P}(s)=D p\left(x_{s}(s)\right)$ and

$$
\begin{equation*}
\hat{A}_{\perp}(s):=\left[A_{e_{1}}(\Phi(s), s), A_{e_{2}}\left(x_{s}(s), s\right)\right] \tag{5.59}
\end{equation*}
$$

The first-order variational system about the orbit is then given by

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{x}=A_{s}(s) \boldsymbol{\delta}_{x}+B_{s}(s) v \tag{5.60}
\end{equation*}
$$

where $s=s(t) \in \mathcal{S}$ again is a solution to $\dot{s}=\rho(s)$. Moreover, by recalling the notation $\mathcal{E}_{\perp}(s):=D e_{\perp}\left(x_{s}(s)\right)$, the following can be deduced from (4.56):

Proposition 5.22. Suppose the conditions in Lemma 5.21 hold. Then the matrix-valued functions $A_{\perp}(\cdot)$ and $B_{\perp}(\cdot)$, defined by

$$
\begin{aligned}
& A_{\perp}(s):=\mathcal{E}_{\perp}(s) \hat{A}_{\perp}(s)-\mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \rho(s) \\
& B_{\perp}(s):=\mathcal{E}_{\perp}(s) B(\Phi(s))
\end{aligned}
$$

with $\hat{A}_{\perp}(s)$ defined in (5.59), correspond to the transverse linearization associated with $e_{\perp}$ (see Corollary 4.31). That is,

$$
\begin{align*}
\dot{\boldsymbol{\delta}}_{e_{\perp}} & =A_{\perp}(s) \boldsymbol{\delta}_{e_{\perp}}+B_{\perp}(s) v  \tag{5.61a}\\
0 & =\mathcal{P}(s) \boldsymbol{\delta}_{e_{\perp}} \tag{5.61b}
\end{align*}
$$

with $s=s(t)$.
Note that one can use the above expression to compute the transverse linearization for any other set of transverse coordinates for this class of mechanical systems. Indeed, denote by $z_{\perp}: \mathbb{R}^{2 n_{q}} \rightarrow \mathbb{R}^{2 n_{q}-1}$ a set of transverse coordinates as by Definition 4.11. According to Lemma 4.15, we may then write $e_{\perp}(x)=\mathcal{E}_{\perp}(p) \mathcal{Z}_{\perp}^{\dagger}(p) z_{\perp}+\left(\left\|z_{\perp}\right\|^{2}\right)$, where $\mathcal{Z}_{\perp}(s):=D z_{\perp}\left(x_{s}(s)\right)$. Conversely, $z_{\perp}(x)=\mathcal{Z}_{\perp}(p) e_{\perp}+\left(\left\|e_{\perp}\right\|^{2}\right)$ by Lemma 4.29. Hence, if $\boldsymbol{\delta}_{e_{\perp}}(t)$ solves (5.61) and $\boldsymbol{\delta}_{z_{\perp}}(t)$ is the state of the first-order approximation system of the dynamics of $z_{\perp}$ about the desired orbit $\mathcal{O}$, then

$$
\boldsymbol{\delta}_{e_{\perp}}(t)=\mathcal{E}_{\perp}(s(t)) \mathcal{Z}_{\perp}^{\dagger}(s(t)) \boldsymbol{\delta}_{z_{\perp}}(t) \quad \text { and } \quad \boldsymbol{\delta}_{z_{\perp}}(t)=\mathcal{Z}_{\perp}(s(t)) \boldsymbol{\delta}_{e_{\perp}}(t)
$$

Consequently,

$$
\begin{align*}
\dot{\boldsymbol{\delta}}_{z_{\perp}} & =\left[\mathcal{Z}_{\perp}(s) A_{\perp}(s)+\mathcal{Z}_{\perp}^{\prime}(s) \rho(s) \mathcal{E}_{\perp}(s)\right] \mathcal{Z}_{\perp}^{\dagger}(s) \boldsymbol{\delta}_{z_{\perp}}+\mathcal{Z}_{\perp}(s) B_{\perp}(s) v \\
& =\left[\mathcal{Z}_{\perp}(s) \hat{A}_{\perp}(s)+\mathcal{Z}_{\perp}^{\prime}(s) \rho(s) \mathcal{E}_{\perp}(s)\right] \mathcal{Z}_{\perp}^{\dagger}(s) \boldsymbol{\delta}_{z_{\perp}}+\mathcal{Z}_{\perp}(s) B_{s}(s) v \tag{5.62}
\end{align*}
$$

Note also that, unlike the transverse linearization derived in Section 4.4, which we recall was completely independent of the choice of projection operator, the above does in fact have such a dependence through $\mathcal{E}_{\perp}(s)=$ $\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s)$. This, however, is simply due to the factorization of $A_{s}(s)$, which allowed us to omit the matrix-valued function $A_{p}(s)$ in the transverse linearization (5.61). Thus, if $\mathbf{U}(\cdot)$ does not depend on a particular choice of projection operator, then one can simply set $\mathcal{P}(s)=\mathcal{F}^{\top}(s) /\|\mathcal{F}(s)\|^{2}$ such that $\mathcal{E}_{\perp}(s) \mathcal{Z}_{\perp}^{\dagger}(s)=\mathcal{Z}_{\perp}^{\dagger}(s)$ in the above.

## Transverse linearization for VHC-based coordinates

Let an s-parameterized maneuver be known, and suppose there exists a smooth scalar function $\theta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$, as well as a smooth vector-valued function $\mathcal{Q}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n_{q}}$, such that $\mathcal{Q}(\theta(t)) \equiv \Phi(s(t))$ for all $t \geq 0$. For simplicity's sake, we will assume that the last element of $\mathcal{Q}(\theta)$ is equal to $\theta$. Thus, the function $y=y(q)$ and its derivative, which are defined by

$$
\begin{equation*}
y:=L_{y}\left(q-\mathcal{Q}\left(q_{n_{q}}\right)\right), \quad \dot{y}:=L_{y}\left(\dot{q}-\mathcal{Q}^{\prime}\left(q_{n_{q}}\right) \dot{q}_{n_{q}}\right), \quad L_{y}:=\left[\mathbf{I}_{n_{q}-1}, \mathbf{0}_{n_{q} \times 1}\right], \tag{5.63}
\end{equation*}
$$

both vanish on the desired orbit. Since the zero-level set of the function $y(q)$ corresponds to a specific relation between the generalized coordinates of the system, it is commonly referred to as a vector of virtual holonomic constraints.

We associate with $\mathcal{Q}(\cdot)$ the two-dimensional zero-dynamics set

$$
\mathfrak{C}=\left\{(q, \dot{q}) \in \mathbb{R}^{n_{q}} \times \mathbb{R}^{n_{q}}: y(q)=0, \dot{y}(q, \dot{q})=0\right\}
$$

some times referred to as the constraint manifold [31]. For any solution remaining entirely within $\mathfrak{C}$, there must necessarily be some function $\theta(t)$ that solves the reduced dynamics (5.21) associated with $\mathcal{Q}(\theta)$, that is

$$
\alpha_{i}(\theta) \ddot{\theta}+\beta_{i}(\theta) \dot{\theta}^{2}+\gamma_{i}(\theta)=0, \quad i=1,2, \ldots, m
$$

Suppose that $\alpha_{i}(\theta) \neq 0$ holds everywhere for some $j \in\{1,2, \ldots, m\}$. For this particular equation, we then omit the $j$-subscript in the following and write $\alpha(\theta)=\alpha_{j}(\theta)$ etc. As was demonstrated in Section 5.3.2 (see also [33, 105]), the function

$$
\begin{equation*}
I\left(\theta_{0}, \theta, \dot{\theta}_{0}, \dot{\theta}\right):=\Psi\left(\theta_{0}, \theta\right) \alpha^{2}(\theta) \dot{\theta}^{2}-\alpha^{2}\left(\theta_{0}\right) \dot{\theta}_{0}^{2}+2 \int_{\theta}^{\theta} \Psi\left(\theta_{0}, \tau\right) \alpha(\tau) \gamma(\tau) d \tau \tag{5.64}
\end{equation*}
$$

retains its zero value along such a solution.

In light of the above, consider the following vector of transverse coordinates:

$$
\begin{equation*}
z_{\perp}=\operatorname{col}\left(y, \dot{y}, I\left(\theta_{0}, q_{n_{q}}, \dot{\theta}_{0}, \dot{q}_{n_{q}}\right)\right) \tag{5.65}
\end{equation*}
$$

with $y$ and $\dot{y}$ defined in (5.63) and $I(\cdot)$ in (5.64). Clearly $\left\|z_{\perp}(x)\right\| \equiv 0$ for all $x \in \mathcal{O}$, while the Jacobian matrix

$$
D z_{\perp}(x)=\left[\begin{array}{cccc}
\mathbf{I}_{n_{q}-1} & -L_{y} \mathcal{Q}^{\prime}\left(q_{n_{q}}\right) & \mathbf{0}_{n_{q}-1} & \mathbf{0}_{\left(n_{q}-1\right) \times 1} \\
\mathbf{0}_{n_{q}-1} & -L_{y} \mathcal{Q}^{\prime \prime}\left(q_{n_{q}}\right) \dot{q}_{n_{q}} & \mathbf{I}_{n_{q}-1} & -L_{y} \mathcal{Q}^{\prime}\left(q_{n_{q}}\right) \\
\mathbf{0}_{1 \times\left(n_{q}-1\right)} & \partial_{\theta} I\left(q_{n_{q}}, \dot{q}_{n_{q}}\right) & \mathbf{0}_{1 \times\left(n_{q}-1\right)} & \alpha^{2}\left(q_{n_{q}}\right) \dot{q}_{n_{q}}
\end{array}\right]
$$

with $\partial_{\theta} I(\theta, \dot{\theta})=\alpha(\theta)\left(\beta(\theta) \dot{\theta}^{2}+\gamma(\theta)\right)-\frac{2 \delta(\theta)}{\alpha(\theta)} I$, has (full) rank equal to $2 n_{q}-$ $1=n-1$ when evaluated along $\mathcal{O}$; indeed

$$
D z_{\perp}\left(x_{\star}(t)\right)=\left[\begin{array}{cccc}
\mathbf{I}_{n_{q}-1} & -L_{y} \Phi^{\prime}(\theta) & \mathbf{0}_{n_{q}-1} & \mathbf{0}_{\left(n_{q}-1\right) \times 1}  \tag{5.66}\\
\mathbf{0}_{n_{q}-1} & -L_{y} \Phi^{\prime \prime}(\theta) \dot{\theta} & \mathbf{I}_{n_{q}-1} & -L_{y} \Phi^{\prime}(\theta) \\
\mathbf{0}_{1 \times\left(n_{q}-1\right)} & -\alpha^{2}(\theta) \ddot{\theta} & \mathbf{0}_{1 \times\left(n_{q}-1\right)} & \alpha^{2}(\theta) \dot{\theta}
\end{array}\right]
$$

where $x_{\star}(t):=\operatorname{col}\left(\mathcal{Q}(\theta(t)), \mathcal{Q}^{\prime}(\theta(t)) \dot{\theta}(t)\right) \equiv x_{s}(s(t))$.
It is important to note that the above function $\theta=\theta(t)$ does not necessarily correspond to an $s$-parameterization. For example, it may instead correspond to a $T$-periodic solution encircling an equilibrium of type center. Nevertheless, since we have assumed knowledge of an $s$-parameterization, there necessarily exists a function $\vartheta: \mathcal{S} \rightarrow \mathbb{R}^{n_{q}}$ such that $\vartheta(s(t)) \equiv \theta(t)$ for all $t \geq 0$ and $\dot{s}=\rho(s)$ if the orbit is closed. That is, $\Phi(s)=\mathcal{Q}(\vartheta(s))$ and $x_{s}(s)=\operatorname{col}\left(\mathcal{Q}(\vartheta(s)), \mathcal{Q}^{\prime}(\vartheta(s)) \vartheta^{\prime}(s) \rho(s)\right)$, such that $\mathcal{Z}_{\perp}(s)=D z_{\perp}\left(x_{s}(s)\right)$. Hence, for some control law of the form (5.49), the resulting transverse linearization associated with $z_{\perp}(\cdot)$ can be obtained from (5.62).

### 5.5 Example: Upright oscillations of the CartPendulum System

Consider the cart-pendulum system shown Figure 5.3. The system has two degrees of freedom, corresponding to the generalized coordinates $q=$ $\operatorname{col}\left(x_{c}, \varphi\right) \in \mathbb{R}^{2}$. The cart is actuated, whereas the pendulum is not, meaning that the system has one degree of underactuation. To keep the derivations short, we consider unit masses, as well as consider the pendulum bob to be a point mass, while its rod is considered to be massless and of unit length.

With the coordinate convention shown in Figure 5.3, the system's dynamic equations of motion are

$$
\begin{align*}
2 \ddot{x}_{c}+\cos (\varphi) \ddot{\varphi}-\sin (\varphi) \dot{\varphi}^{2} & =u  \tag{5.67a}\\
\ddot{\varphi}+\cos (\varphi) \ddot{x}_{c}-g \sin (\varphi) & =0 \tag{5.67b}
\end{align*}
$$



Figure 5.3: Schematic of the cart-pendulum system. It consists of an unactuated pendulum attached to an actuated cart, which can be controlled in the horizontal direction by an external force $u_{f}$.
where $g=9.81 \mathrm{~m} \mathrm{~s}^{-2}$ is the gravitational acceleration. Thus
$\mathbf{M}(q)=\left[\begin{array}{cc}2 & \cos (\varphi) \\ \cos (\varphi) & 1\end{array}\right], \mathbf{C}(q, \dot{q})=\left[\begin{array}{cc}0 & -\sin (\varphi) \dot{\varphi} \\ 0 & 0\end{array}\right], \mathbf{G}(q)=\left[\begin{array}{c}0 \\ -g \sin (\varphi)\end{array}\right]$,
and $\mathbf{B}_{u}=\operatorname{col}(1,0)$ corresponds to (5.2) for (5.67).
The task we will consider is the following: To generate (asymptotically) orbitally stable oscillations about the unstable upright equilibrium of the pendulum. In addition to solving this problem using the methods we considered so far in this chapter, we will first demonstrate how this can be done using a similar approach as a means of comparison. More specifically, we will utilize the virtual holonomic constraints (VHC) approach of [33] to generate such an orbit, and then the utilize the VHC-based transverse coordinates considered in Section 5.4.2 as to construct an orbitally stabilizing feedback controller. Note that, in addition to highlight the subtle differences between these approaches, the VHC-based method will also be utilized in an example in Chapter 8, where we will build from it a robust orbitally stabilizing control law using ideas within the realm of sliding mode control.

### 5.5.1 Virtual holonomic constraints-based approach

## Orbit generation

As in Reference [33], we are looking to generate an orbit of (5.67a) upon which the virtual holonomic constraints $y(q):=x_{c}+a \sin (\varphi)$ vanishes for some $a \in \mathbb{R}$. As we did towards the end of Section 5.4.2, we will, for some
smooth function $\theta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$, associate with $y(q)$ a vector-valued function

$$
\mathcal{Q}(\theta)=\left[\begin{array}{c}
-a \sin (\theta)  \tag{5.68}\\
\theta
\end{array}\right]
$$

Obviously, $y(\mathcal{Q}(\theta)) \equiv 0$ for all $\theta \in \mathbb{R}$. The task at hand will therefore be to search for a $T$-periodic function $\theta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$, i.e. $\theta(t+T)=\theta(t)$, of minimal periodicity $T>0$, such that $q_{\star}(t)=\mathcal{Q}(\theta(t))$ is a solution to (5.67a) under some continuous control input $u_{f}^{\star}(t)$.

Let us begin by assuming the invariance of $q_{\star}=\mathcal{Q}(\theta)$, such that $\dot{q}_{\star}=$ $\mathcal{Q}^{\prime}(\theta) \dot{\theta}$ and $\ddot{q}_{\star}(t)=\mathcal{Q}^{\prime}(\theta) \ddot{\theta}+\mathcal{Q}^{\prime \prime}(\theta) \dot{\theta}^{2}$, with $\mathcal{Q}^{\prime}(\theta)=\frac{d}{d \theta} \mathcal{Q}(\theta)$. From (5.67a) it is then clear that

$$
\begin{align*}
(1-2 a) \cos (\theta) \ddot{\theta}+(2 a-1) \sin (\theta) \dot{\theta}^{2} & =u_{f}^{\star}  \tag{5.69a}\\
\left(1-a \cos ^{2}(\theta)\right) \ddot{\theta}+a \cos (\theta) \sin (\theta) \dot{\theta}^{2}-g \sin (\theta) & =0 \tag{5.69b}
\end{align*}
$$

must hold for all $t \in \mathbb{R}_{\geq 0}$ along any solution of the form $q_{\star}(t)=\mathcal{Q}(\theta(t))$. Specifically, the $\mathcal{C}^{2}$-smooth function $\theta=\theta(t)$ must satisfy (5.69b), with the corresponding nominal control input $u_{f}^{\star}(t)$ found from (5.69a). Since (5.69b) is the reduced dynamics (see (5.22)) associated with $\mathcal{Q}(\theta)$, we recall from Lemma 5.5 that the equilibrium point $\theta=\theta_{e}=0$ is a center if $a>1$.

Moreover, in a similar manner to Proposition 5.12 (see also [33, Thm. $1]$ ), the function $I(\cdot)$ defined by (5.64), which here is given by

$$
\begin{align*}
I\left(\theta, \dot{\theta}, \theta_{0}, \dot{\theta}_{0}\right)=\frac{1}{2}\left(1-a \cos ^{2}(\theta)\right) & {\left[\left(1-a \cos ^{2}(\theta)\right) \dot{\theta}^{2}\right.}  \tag{5.70}\\
& \left.-\left(1-a \cos ^{2}\left(\theta_{0}\right)\right) \dot{\theta}_{0}^{2}+2 g\left(\cos (\theta)-\cos \left(\theta_{0}\right)\right)\right]
\end{align*}
$$

retains its zero value along any solution of (5.69b) with initial conditions $\left(\theta_{0}, \dot{\theta}_{0}\right)$. Hence, by taking $a>1$, we can, for some $\theta_{0}<0$ sufficiently close to the center equilibrium, set $\dot{\theta}_{0}=0$ and find the velocity $\dot{\theta}(t)$ of the corresponding solution from $I\left(\theta, \dot{\theta}, \theta_{0}, 0\right)=0$ until we possibly again have, for some $\theta \in \mathbb{R}$, that $\dot{\theta}=0$. Due to the solutions of the reduced dynamics being mirrored across the horizontal axis in the phase plane, any such found $T$-periodic solution is therefore given by $(\theta(t), \dot{\theta}(t))$ for $t \in[0, T / 2)$, and by $(\theta(t),-\dot{\theta}(t))$ for $t \in[T / 2, T)$.

## Choosing an $s$-parameterization and a projection operator

Suppose now that such a nontrivial, $T$-periodic solution $\theta_{\star}(t)=\theta_{\star}(t+T)$ of (5.69b) which encircles its (center) equilibrium point $(0,0)$ has been found. The next step is then to obtain an $s$-parameterization and a projection
operator ${ }^{5}$. In this regard, first note that we cannot use $\theta$ to parameterize the curve as $\dot{\theta}(t)$ will not be strictly positive everywhere along the orbit. Instead, we observe that the time derivative of $s(t)=\operatorname{atan} 2(-\dot{\theta}(t), \theta(t))$, with atan $2(\cdot)$ denoting the four-quadrant arctangent function, is given by

$$
\dot{s}(t)=\frac{\dot{\theta}^{2}(t)-\theta(t) \ddot{\theta}(t)}{\theta^{2}(t)+\dot{\theta}^{2}(t)}
$$

If $\dot{s}(t)>0$ for all $t \in[0, T)$, then we can always find the unique function $\rho:[0,2 \pi) \rightarrow \mathbb{R}_{\geq 0}$ satisfying $\dot{s}(t) \equiv \rho(s(t))$. Moreover, we can then find a pair of functions, $(\vartheta(s), \dot{\vartheta}(s))$, satisfying $\vartheta(s(t)) \equiv \theta(t)$ and $\dot{\vartheta}(s(t)) \equiv \dot{\theta}(t)$, such that

$$
x_{s}(s)=\left[\begin{array}{c}
\mathcal{Q}(\vartheta(s))  \tag{5.71}\\
\mathcal{Q}^{\prime}(\vartheta(s)) \dot{\vartheta}(s)
\end{array}\right] \quad \text { and } \quad p(x)=\operatorname{atan} 2(-\dot{\varphi}, \varphi)
$$

correspond, respectively, to an $s$-parameterization and a projection operator (see Def. 3.2 and Def. 4.5, respectively) for the target motion.

## Feedback transformation and transverse coordinates

Given a periodic solution to $\left(5.69\right.$ b) with initial condition $\left(\theta_{0}, \dot{\theta}_{0}\right)$, we have the following candidates for transverse coordinates: $z_{\perp}=\operatorname{col}(y, \dot{y}, I)$ where

$$
\left[\begin{array}{c}
y  \tag{5.72}\\
\dot{y} \\
I
\end{array}\right]:=\left[\begin{array}{c}
x_{c}+a \sin (\varphi) \\
\dot{x}_{c}+a \cos (\varphi) \dot{\varphi} \\
\frac{1}{2} \alpha(\varphi)\left[\alpha(\varphi) \dot{\varphi}^{2}-\alpha\left(\varphi_{0}\right) \dot{\varphi}_{0}^{2}+2 g\left(\cos (\varphi)-\cos \left(\varphi_{0}\right)\right)\right]
\end{array}\right]
$$

with $\alpha(\varphi):=1-a \cos ^{2}(\varphi)$. Indeed, by (5.70) one has $\left\|z_{\perp}\left(x_{s}(s)\right)\right\| \equiv 0$ for all $s \in \mathcal{S}$, while both $z_{\perp}$ and its Jacobian matrix (see (5.66)) are locally well defined if $a \cos ^{2}(\vartheta(s)) \neq 1$ for all $s \in[0,2 \pi)$.

Before linearizing the dynamics of these coordinates along the periodic orbit, we first introduce the following feedback transformation:

$$
\begin{equation*}
u_{f}=\frac{\sin (\varphi)(2 a-1)}{1-a \cos ^{2}(\varphi)}\left(\dot{\varphi}^{2}-g \cos (\varphi)\right)+\frac{1+\sin ^{2}(\varphi)}{1-a \cos ^{2}(\varphi)} u, \quad u \in \mathbb{R} \tag{5.73}
\end{equation*}
$$

It is well defined close to $\varphi=0$, but grows unboundedly when $\varphi \rightarrow$ $\arccos (1 / \sqrt{a})$. Note that this transformation is partially feedback linearizing [13], in the sense that it results in $\ddot{y}=u .{ }^{6}$ Thus the transverse dynamics

[^30]can be written as $\frac{d}{d t} z_{\perp}=\hat{A}_{\perp}(\varphi(t), \dot{\varphi}(t)) z_{\perp}+\hat{B}_{\perp}(\varphi(t), \dot{\varphi}(t)) u$, where
\[

\hat{A}_{\perp}(\varphi, \dot{\varphi}):=\left[$$
\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & \dot{\varphi} \frac{2 a \cos (\varphi) \sin (\varphi)}{1-a \cos ^{2}(\varphi)}
\end{array}
$$\right]
\]

and $\hat{B}_{\perp}(\varphi, \dot{\varphi}):=\operatorname{col}\left(0,1,-\dot{\varphi}\left(1-a \cos ^{2}(\varphi)\right) \cos (\varphi)\right)$. The transverse linearization can then, in turn, be obtained by simply using the previously found parameterization $s \mapsto(\vartheta(s), \dot{\vartheta}(s))$; namely,

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{z_{\perp}}=\mathcal{A}_{\perp}(s) \boldsymbol{\delta}_{z_{\perp}}+\mathcal{B}_{\perp}(s) K(s) u \tag{5.74}
\end{equation*}
$$

where $s=s(t), \mathcal{A}_{\perp}(s)=\hat{A}_{\perp}(\vartheta(s), \dot{\vartheta}(s))$ and $\mathcal{B}_{\perp}(s)=\hat{B}_{\perp}(\vartheta(s), \dot{\vartheta}(s))$.

## Designing an orbitally stabilizing feedback

We will consider a periodic orbit similar to the one constructed in [33]. Specifically, we consider the orbit corresponding to (5.68) with $\theta(t)=\theta(t+$ $T)$ the solution to (5.69b) for

$$
\begin{equation*}
a=1.5 \quad \text { and } \quad\left(\theta_{0}, \dot{\theta}_{0}\right)=(0,0.5) \tag{5.75}
\end{equation*}
$$

Using (5.70), one can find that the amplitude of the induced oscillations of the pendulum is approximately 0.113 rad , such that the transverse coordinates are well defined when $|\varphi|<\sqrt{(1 / a)} \approx 0.62 \mathrm{rad}$ as then $a \cos ^{2}(\varphi)>1$.

Using the transverse coordinates (5.72) and the feedback transformation (5.73), as well as using the parameterization and projection operator given by (5.71) (note that these are then also locally well defined), a nominal LQRbased feedback controller was designed for the system using Proposition 4.23 for the found transverse linearization. Specifically, the PRDE (4.35) with $\mathcal{Q}_{\perp}=\mathbf{I}_{3}, \Gamma_{\perp}=10$ and $\kappa=0$ was solved using Gusev's SDP method [177] which we considered in Chapter. 4.4.2, in which $\mathcal{R}_{\perp}(s)$ was approximated by a truncated Fourier series of order 100 for 500 evenly spaced sampling points. The elements of the resulting feedback matrix

$$
K_{\perp}(s)=\left[K_{y}(s), K_{\dot{y}}(s), K_{I}(s)\right]=-\Gamma_{\perp}(s) \mathcal{B}_{\perp}^{\top}(s) \mathcal{R}_{\perp}(s)
$$

are shown in Figure 5.4. The results from simulating the closed-loop system with initial conditions $x_{0}=\operatorname{col}(-1,0,0,0)$ are shown in Figure 5.5.

### 5.5.2 Suggested approach using synchronization functions

We will now again consider the task of generating orbitally stabilizing oscillations of the cart-pendulum system. Rather than using the VHC-based


Figure 5.4: Elements of the nominal feedback matrix $K_{\perp}(s)$ found by solving the PRDE (4.35).
method as in the previous section, we will instead attempt to generate an $s$-parameterized orbit; specifically, one which is similar to the orbit induced by VHC-based method using the theory outlined in Section 5.3. We will then design an orbitally stabilizing control law based on the excessive transverse coordinates introduced in Section 4.5, using the specific structure of an underactuated mechanical system as we derived in Section 5.4.

## Generating an $s$-parameterized periodic orbit

Consider the following vector of synchronization functions:

$$
\Phi(s)=\operatorname{col}(X(s), \Theta(s))
$$

Here both $X: \mathcal{S} \rightarrow \mathbb{R}$ and $\Theta: \mathcal{S} \rightarrow \mathbb{R}$ are smooth, while $\mathcal{S}=[0,2 \pi)$. The resulting reduced dynamics (5.22) associated with $\Phi$ is given by

$$
\begin{equation*}
\underbrace{\left(\Theta^{\prime}+X^{\prime} \cos (\Theta)\right)}_{\alpha(s)} \ddot{s}+\underbrace{\left(X^{\prime \prime}+\Theta^{\prime \prime} \cos (\Theta)\right)}_{\beta(s)} \dot{s}^{2} \underbrace{-g \sin (\Theta)}_{\gamma(s)}=0 \tag{5.76}
\end{equation*}
$$

Our aim will now be choose the pair $(X(s), \Theta(s)))$ such that: 1) there exists a strictly positive, $\mathcal{C}^{1}$ function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{>0}$, which is the unique positive solution to (5.23), i.e.

$$
\alpha(s) \rho^{\prime}(s) \rho(s)+\beta(s) \rho^{2}(s)+\gamma(s)=0
$$

and 2), the resulting orbit, i.e.

$$
\mathcal{O}=\left\{x \in \mathbb{R}^{4}: x=\operatorname{col}\left(\Phi(s), \Phi^{\prime}(s) \rho(s)\right), \quad s \in \mathcal{S}\right\}
$$



(b) Phase portraits.

Figure 5.5: Response of the cart-pendulum system under the VHC-based orbitally stabilizing feedback constructed in Section 5.5.1.
is similar to the one we generated in Section 5.5.1. Note that if such a function $\rho(\cdot)$ is found, then we have by (5.15) that the control curve of the corresponding maneuver is traced out by

$$
\begin{equation*}
u_{s}(s)=\left(2 X^{\prime}+\Theta^{\prime} \cos (\Theta)\right) \rho^{\prime} \rho+\left(2 X^{\prime \prime}+\Theta^{\prime \prime} \cos (\Theta)-\left(\Theta^{\prime}\right)^{2} \sin (\Theta)\right) \rho^{2} \tag{5.77}
\end{equation*}
$$

where the $s$-arguments on the right-hand side has been omitted as to shorten the notation.


Figure 5.6: Phase portrait of the reduced dynamics (5.76) with (5.78). The red curve represents the positive solution $\dot{s}=\rho(s)$ over the interval $[0,2 \pi)$ for $a_{2}=0.5$.

Choosing synchronization functions: In order to find an orbit similar to the one constructed using the VHC-based approach in the previous section, we will consider

$$
\begin{equation*}
X(s)=-1.5 \sin \left(a_{2} \cos (s)\right) \quad \text { and } \quad \Theta(s)=a_{2} \cos (s) \tag{5.78}
\end{equation*}
$$

Comparing it to the VHC (5.68), i.e. $\mathcal{Q}(\theta)=\operatorname{col}(-1.5 \sin (\theta), \theta)$ ), it is clear that we are attempting to find a constant parameter $a_{2} \in \mathbb{R}$ such that $\theta(t) \approx$ $a_{2} \cos (s(t))$, with $\theta(t)$ the solution to (5.69b) and $s(t)$ the solution to (5.76). Essentially, we want to pick $a_{2}$ to get the appropriate amplitude of the oscillations of the pendulum, as compared to VHC approach of [33] in which the amplitude is instead determined by the initial conditions $\left(\theta_{0}, \dot{\theta}_{0}\right)$. Hence, whereas the VHC-based approach provided a family of periodic solutions around the equilibrium, there can exist only one (positive) function $\rho(\cdot)$ for each choice of $a_{2}$ which simultaneously solves the reduced dynamics and ensures that $s(t)$ evolves from $s_{0}=0$ to $s_{T}=2 \pi$. For example, the red curve highlighted in Fig. 5.6 is the unique (positive) solution for the case when $a_{2}=0.5$. Note here that, even though

$$
\alpha(s)=a_{2} \sin (s)\left(1.5 \cos \left(a_{2} \cos (s)\right)-1\right)
$$

vanishes for $s=s_{s} \in\{0, \pi, 2 \pi\}$, the function $\rho(s)$ nevertheless crosses the vertical asymptotes that are visible in Fig. 5.6. Indeed, these singular points are all simple (see Def. 5.11), as $\lim _{s \rightarrow s_{s}} \delta(s) / \alpha(s)=0$ since $\delta(s)=\beta(s)-$ $\alpha^{\prime}(s)=-1.5 a_{2}^{2} \sin ^{2}(s) \sin (\Theta(s))$ and $-\gamma\left(s_{s}\right) / \beta\left(s_{s}\right)>0$.

## Orbitally stabilizing feedback design

We found that the periodic orbit corresponding to $a_{2}=0.1129$ was very close to the periodic orbit which was constructed using the VHC approach.


Figure 5.7: Elements of the nominal feedback matrix $K(s)$ found by solving the projected PRDE (4.96) using the SDP formulation (4.99).

Our aim will therefore now be to construct an orbitally stabilizing feedback for this orbit using the excessive transverse coordinates introduced in Section 4.5. To this end, we will begin by choosing a projection operator for this orbit.

Choosing a projection operator: Observe that upon the desired orbit, the angle of the pendulum and its angular velocity must evolve in time according to $\varphi_{\star}(t)=\Theta(s(t))=a_{2} \cos (s(t))$ and $\dot{\varphi}_{*}(t)=\Theta^{\prime}(s(t)) \rho(s)=$ $-a_{2} \sin (s(t)) \rho(s(t))$. Hence, sufficiently close to the orbit, we can find $s$ as the root of the following implicit equation:

$$
\begin{equation*}
h(x, s)=s-\arctan 2(\dot{\varphi},-\varphi \rho(s))=0 \tag{5.79}
\end{equation*}
$$

Here $\arctan 2(\cdot)$ denotes the four-quadrant arctangent function. We can therefore utilize Lemma 4.8 in order to obtain a projection operator, $p=$ $p(x)$, which only depends on $\varphi$ and $\dot{\varphi}$. Moreover, for this operator we have $D p(x)=\rho(p)[\dot{\varphi},-\varphi] /\left(\dot{\varphi}^{2}+\varphi^{2} \rho^{2}(p)-\varphi \dot{\varphi} \rho^{\prime}(p)\right)$.
Designing a PrjPRDE-based control law: Consider the control law (5.49) with $\mathbf{U}(\cdot)$ taken as (5.52a), that is $u_{f}=u_{s}(p(x))+v$. We will utilize Proposition 4.44 in order to design an LQR-based feedback of the form (4.97), i.e. $v=K(p) e_{\perp}$. In order to find an approximate solution to the the projected periodic Riccati differential equation (PrjPRDE) (4.96) we used the semidefinite programming (SDP) problem formulation (4.99), by taking the matrix function $R(s)$ as a trigonometric polynomial of order 50 and by using 500 evenly spaced grid points over the interval $[0,2 \pi)$. In the $\operatorname{PrjPRDe}$ we took with $\mathcal{Q}=\mathbf{I}_{4}, \Gamma=10$ and $\kappa=0.2$. The resulting SDP was
solved using the YALMIP toolbox [200] and the SDPT3 solver [201]. The resulting solution satisfied (4.96) within a maximum error norm of less than $1 \times 10^{-7}$ for all $s \in[0,2 \pi)$. The elements of the resulting feedback matrix $K(s)=\left[K_{1}(s), K_{2}(s), K_{3}(s), K_{4}(s)\right]$ are shown in Figure 5.7.
Results from numerical simulation: In order to implement the control law, the projection operator was found by searching for the root of the implicit equation (5.79) using MATLAB's fzero function, which is based on an algorithm similar to Brent's method [165]. Note that a naive implementation of Newton's method was also tested for this purpose, and was found to have a similar convergence rate to the desired root, and resulted in the closed-loop system having almost the exact same response.

The results from simulating the system with the initial conditions $x_{0}=$ $\operatorname{col}(-1,0,0,0)$ are shown in Figure 5.5.2. The obtained response can be seen to be more aggressive than the response under the VHC-based feedback shown in Figure 5.5. This is likely due to both the large control gains (see Fig. 5.7) and that the magnitude of transverse coordinate $I(\cdot)$ used in the VHC approach is generally less than the magnitude of $e_{2}=\operatorname{col}\left(e_{2,1}, e_{2,2}\right)$.

(a) Transverse coordinates and control inputs vs. time.

(b) Phase portraits.

Figure 5.8: Response of the cart-pendulum system under the orbitally stabilizing feedback constructed in Section 5.5.2.

## Chapter 6

## Orbital Stabilization of Point-to-Point Maneuvers


#### Abstract

In this chapter, we consider the problem of stabilizing, via continuous static state-feedback, heteroclinic orbits corresponding to so-called point-to-point (or rest-to-rest) maneuvers. This is achieved by defining a projection operator which allows one to "merge" the Jacobian linearization at the equilibrium points on the orbit's boundaries with a transverse linearization along it.


### 6.1 Introduction

A point-to-point ( PtP ) motion is perhaps the most fundamental of all motions in robotics: Starting from rest at a certain configuration (point), the task is to steer the system to rest at a different goal configuration. Often it can also be beneficial, or even necessary, to know a smooth maneuver which connects the two configurations. Indeed, it provides guarantees that the controls remain within the admissible range along the nominal motion, and that neither any kinematic- nor dynamics constraints are violated along it.

We have already seen in Chapter 5 a possible approach for solving the nontrivial task of planning such (open-loop) PtP maneuvers in an underactuated mechanical system. Assume, therefore, that such an open-loop maneuver is known. The task we are looking to solve in this chapter is therefore that of designing an orbitally stabilizing feedback controller for this motion.

By definition, the boundaries (or end points) of any PtP motion must correspond to (forced) equilibrium points of the dynamical system. Hence, as opposed to the (closed) periodic orbits we have mainly considered so far in this thesis, we now also have to take into consideration these equilibria
on the boundaries of the maneuver when designing an orbitally stabilizing feedback for it. This directly excludes regular transverse coordinates-based methods such as $[33,34,56]$, which would then require some form of control switching and/or orbit jumping à la [202, 203]. This of course does not mean that such methods cannot be modified in some (switching- or jumping-free) manner as to solve such tasks. Rather, it means that one must detect, in some continuous fashion, when one should only stabilize the transverse direction and when one should also stabilize the tangential direction to account for the equilibria.

Regarding this latter point, the idea of using projections onto the orbit as proposed in $[22,47]$ can, as we will later see, be modified for this purpose. Indeed, through the use of an $s$-parameterization for such maneuvers together with the an appropriate projection operator, stabilizing the origin of the projection-based error function first introduced in Section 4.3 in fact corresponds to stabilizing the desired orbit (together with its boundary points). The novel approach we propose in this chapter for stabilizing the zero-level set of this error function combines a transverse linearization, similar to that in [26], with the standard Jacobian linearization about the equilibrium points on the boundaries.

Outline. The chapter is organized as follows. In Section 6.2, the problem statement is given and the concept of an $s$-parameterized point-to-point maneuver is introduced. In Section 6.3 we define projection operators for this type of maneuvers. Conditions upon an orbitally stabilizing feedback for a PtP maneuver, as well as how to design one are stated in Section 6.3.4. A nonprehensile manipulation example is then considered in Section 6.4.

### 6.2 Problem formulation

Consider again a nonlinear control-affine system

$$
\begin{equation*}
\dot{x}=f(x)+B(x) u \tag{6.1}
\end{equation*}
$$

with state $x \in \mathbb{R}^{n}$ and with $(m<n)$ controls $u \in \mathbb{R}^{m}$. It is assumed that both $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and the columns of the full-rank matrix function $B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$, denoted $b_{i}(\cdot)$, are twice continuously differentiable $\left(\mathcal{C}^{2}\right)$.

Let the pair $\left(x_{e}, u_{e}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ correspond to an equilibrium of (6.1), i.e., $f\left(x_{e}\right)+B\left(x_{e}\right) u_{e} \equiv \mathbf{0}_{n \times 1}$. If we denote

$$
\begin{equation*}
A(x, u):=D f(x)+\sum_{i=1}^{m} D b_{i}(x) u_{i} \tag{6.2}
\end{equation*}
$$

then the (forced) equilibrium point $x_{e}$ is said to be linearly stabilizable if there exists some $K \in \mathbb{R}^{m \times n}$ such that $A\left(x_{e}, u_{e}\right)+B\left(x_{e}\right) K$ is Hurwitz [40].

That is, the full-state feedback $u=u_{e}+K\left(x-x_{e}\right)$ then renders $x_{e}$ a locally exponentially stable equilibrium of (6.1).

## The concept of $s$-parameterized point-to-point maneuvers

Suppose $\left(x_{\alpha}, u_{\alpha}\right)$ and $\left(x_{\omega}, u_{\omega}\right), x_{\alpha} \neq x_{\omega}$, are linearly stabilizable equilibrium points of (6.1). For $\mathcal{S}:=\left[s_{\alpha}, s_{\omega}\right] \subset \mathbb{R}, s_{\alpha}<s_{\omega}$, we will assume knowledge of three functions,

$$
\begin{equation*}
x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}, \quad u_{s}: \mathcal{S} \rightarrow \mathbb{R}^{m}, \quad \text { and } \rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0} \tag{6.3}
\end{equation*}
$$

which correspond to an $s$-parameterization (cf. Asm. 3.1 and Def. 3.2) of a point-to-point ( PtP ) maneuver

$$
\mathcal{M}:=\left\{(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: x=x_{s}(s), u=u_{s}(s), s \in \mathcal{S}\right\}
$$

of (6.1), whose boundaries are $\left(x_{\alpha}, u_{\alpha}\right)$ and $\left(x_{\omega}, u_{\omega}\right)$.
Definition 6.1. The triplet $\left(x_{s}, u_{s}, \rho\right)$ in (6.3) is an s-parameterization of the PtP maneuver $\mathcal{M}$ of (6.1) if:

P1 $x_{s}(\cdot)$ is $\mathcal{C}^{2}$, while $u_{s}(\cdot)$ and $\rho(\cdot)$ are $\mathcal{C}^{1} ;$
P2 $\rho\left(s_{\alpha}\right)=\rho\left(s_{\omega}\right) \equiv 0$, as well as $\rho(s)>0$ for all $s \in \operatorname{int} \mathcal{S}$;
P3 $\|\mathcal{F}(s)\|>0$ for all $s \in \mathcal{S}$, where $\mathcal{F}(s):=x_{s}^{\prime}(s)$;
$\mathbf{P} 4 x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}$ is one-to-one;
P5 $\mathcal{F}(s) \rho(s)=f\left(x_{s}(s)\right)+B\left(x_{s}(s)\right) u_{s}(s)$ for all $s \in \mathcal{S}$;
P6 $\left(x_{s}\left(s_{i}\right), u_{s}\left(s_{i}\right)\right)=\left(x_{i}, u_{i}\right)$ for both $i \in\{\alpha, \omega\}$.
Comparing the above definition to Definition 3.2, it is clear that Definition 6.1 further specifies that $\rho\left(s_{\omega}\right)=\rho\left(s_{\alpha}\right) \equiv 0$, as well as the additional boundary condition P6. Due to the properties $\mathbf{P 1}-\mathbf{P 6}$, it follows that the maneuver's projection upon state space, that is

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n}: x=x_{s}(s), \quad s \in \mathcal{S}\right\} \tag{6.4}
\end{equation*}
$$

is compact and consist of a (forced) heteroclinic orbit of (6.1) and its limit points. For simplicity's sake, we will therefore refer to the set $\mathcal{O}$ as the maneuver's orbit. As before, P5 ensures that it is a controlled invariant set of (6.1), with the evolution of curve parameter as a function of time, $s=s(t)$, governed by the autonomous differential equation

$$
\begin{equation*}
\dot{s}=\rho(s) \tag{6.5}
\end{equation*}
$$

By the chain rule we have

$$
\dot{x}_{\star}(s(t))=x_{s}^{\prime}(s(t)) \dot{s}(t)=\mathcal{F}(s(t) \rho(s(t))
$$

which inserted into the left-hand side of the expression in P5 demonstrates that $\mathcal{M}$ is consistent with the dynamics (6.1). Hence, whereas $\left\|\dot{x}_{\star}(s(t))\right\| \equiv$ 0 for $s(t) \in\left\{s_{\alpha}, s_{\omega}\right\}$, the key aspect of such an $s$-parameterization is that Property P3 holds for $x_{s}(\cdot)$, as $\rho(\cdot)$ instead vanishes at the boundaries. Notice, however, that as we assume $\rho(\cdot)$ to be $\mathcal{C}^{1}$ and $\rho\left(s_{\alpha}\right)=\rho\left(s_{\omega}\right) \equiv 0$, the rate at which $s(\cdot)$ convergence to $s_{\omega}$ (resp. $s_{\alpha}$ ) in positive (resp. negative) time from within $\mathcal{S}$ can be at most exponential, which would correspond to $\rho^{\prime}\left(s_{\omega}\right)<0$ (resp. $\rho^{\prime}\left(s_{\alpha}\right)>0$ ).

By comparing the nominal state curve's arc length computed using a time-parameterization and the $s$-parameterization, that is

$$
\mathfrak{L}_{\mathcal{O}}=\int_{-\infty}^{\infty}\left\|\dot{x}_{\star}(s(\tau))\right\| d \tau=\int_{s_{\alpha}}^{s_{\omega}}\|\mathcal{F}(\sigma)\| d \sigma
$$

it is also clear this is a compact representation of such a point-to-point motion.

For our purpose, however, the key property of such an $s$-parameterization is that it allows one to construct a projection operator for the maneuver's orbit, which by P1 and $\mathbf{P} 4$ is well-defined in a vicinity of $\mathcal{O}$.

## The orbital stabilization problem and a reduction principle

The resulting orbital stabilization problem we are looking to solve in this chapter is essentially equivalent to Problem 3.3. For the reader's convenience, we nevertheless restate in here. For this purpose, recall the notation $\operatorname{dist}(\mathcal{O}, x):=\inf _{y \in \mathcal{O}}\|x-y\|$.

Problem 6.2. (Orbital Stabilization) Find a mapping $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, which is locally Lipschitz in a neighborhood of $\mathcal{O}$ and satisfies $k\left(x_{s}(s)\right) \equiv u_{s}(s)$ for all $s \in \mathcal{S}$, such that the orbit $\mathcal{O}$ is asymptotically stable with respect to (6.1) under the control law $u=k(x)$. Namely, for every $\epsilon>0$, there is a $\delta>0$, such that for any solution $x(\cdot)$ of the closed-loop system satisfying $\operatorname{dist}\left(\mathcal{O}, x\left(t_{\alpha}\right)\right)<\delta$, it is implied that $\operatorname{dist}(\mathcal{O}, x(t))<\epsilon$ for all $t \geq t_{\alpha}$ (stability), and that $\operatorname{dist}(\mathcal{O}, x(t)) \rightarrow 0$ as $t \rightarrow \infty$ (attractivity).

Recall also that the asymptotic stability of $\mathcal{O}$ is equivalent to the asymptotic orbital stability (see Def. 2.2) of all the solutions upon it. Hence it is still well justified to refer to the above problem as an orbital stabilization problem even though the boundaries of $\mathcal{O}$ correspond to equilibrium points.

Observe also that since we are looking to stabilize a heteroclinic orbit upon which all solutions converge to $x_{\omega}$, it follows that $x_{\omega}$ is necessarily asymptotically stable relative to $\mathcal{O}$. We need therefore only apply a reduction theorem [108-110] to arrive at the following conclusion:

Proposition 6.3. A solution to Problem 6.2 implies the (local) asymptotic stability of $x_{\omega}$ with respect to the closed-loop system (6.1) under $u=k(x)$.

Proof. The statement follows directly from, e.g., Corollary 7 in [110].

### 6.3 A projection-based orbital stabilization scheme

### 6.3.1 Projection operators for point-to-point maneuvers

So far in this thesis, the definition of a projection operator which has been used (see Def. 4.5) is only applicable to non-vanishing orbits, such as periodic orbits. The following definition therefore provides additional conditions in order to also account for the equilibrium points on the boundaries of $\mathcal{O}$ in the case of point-to-point maneuvers. ${ }^{1}$

Definition 6.4. (Projection operators for PtP maneuvers) Let $\mathfrak{X} \subset \mathbb{R}^{n}$ denote a simply-connected domain containing a neighborhood of $\mathcal{O}$, whose interior can partitioned into three disjoint, open subsets, $\mathcal{H}_{\alpha}, \mathcal{T}, \mathcal{H}_{\omega}$, such that $\operatorname{cl}(\mathfrak{X})=\operatorname{cl}\left(\mathcal{H}_{\alpha} \cup \mathcal{T} \cup \mathcal{H}_{\omega}\right)$. Here

- $\mathcal{T}$ is an open tubular neighborhood of $\mathcal{O}$;
- $\mathcal{B}_{\epsilon}\left(x_{\alpha}\right) \backslash \mathcal{T} \subset \operatorname{cl} \mathcal{H}_{\alpha}$ and $\mathcal{B}_{\epsilon}\left(x_{\omega}\right) \backslash \mathcal{T} \subset \operatorname{cl} \mathcal{H}_{\omega}$, for some $\epsilon>0$;
- $\operatorname{cl}(\mathcal{T}) \cap \operatorname{cl}\left(\mathcal{H}_{i}\right) \neq \emptyset \forall i \in\{\alpha, \omega\}, \operatorname{cl}\left(\mathcal{H}_{\alpha}\right) \cap \operatorname{cl}\left(\mathcal{H}_{\omega}\right)=\emptyset$.

A map $p: \mathfrak{X} \rightarrow \mathcal{S}$ is said be to a projection operator for $\mathcal{O}$ if it Lipschitz continuous and well defined within $\mathfrak{X}$, as well as satisfies
$\mathbf{C 1} p\left(x_{\star}(s)\right) \equiv s$ for all $s \in \mathcal{S} ;$
$\mathbf{C 2} p\left(\mathcal{H}_{\alpha}\right) \equiv s_{\alpha}, p\left(\mathcal{H}_{\omega}\right) \equiv s_{\omega}$, and $p(\operatorname{int} \mathcal{T}) \in \operatorname{int} \mathcal{S} ;$
C3 $p(\cdot)$ is $\mathcal{C}^{r}, r \geq 1$, within $\mathcal{H}_{\alpha}, \mathcal{T}$ and $\mathcal{H}_{\omega}$.
In order to shed some light on the necessity of these requirements, we consider again the set

$$
\begin{equation*}
\Pi(s):=\{x \in \mathfrak{X}: p(x)=s\} \tag{6.6}
\end{equation*}
$$

[^31]

Figure 6.1: Illustration of the moving Poincaré section $\Pi(s)$ defined in (6.6) traveling along the orbit $\mathcal{O}$ which begins and terminates at $x_{\alpha}$ and $x_{\omega}$, respectively. The gradient of the projection operator is assumed to be nonzero and well defined within the blue-shaded tubular neighborhood $\mathcal{T}$. Within darkly shaded hemispheres $\mathcal{H}_{\alpha}$ and $\mathcal{H}_{\omega}$, on the other hand, the gradient vanishes as the projection operator projects the states onto the respective equilibrium therein. The aim of this chapter is the construction of a positively invariant neighborhood $\mathfrak{T}$ within which all solutions converge to $\mathcal{O}$.
which we previously considered in Section 4.3. As is illustrated in Figure 6.1, for some $s \in \operatorname{int} \mathcal{S}$, it corresponds to a moving Poincaré section [54] as before, that is $(n-1)$-dimensional hypersurface whose tangent space at $x_{s}(s)$, denoted $\mathbf{T} \Pi(s)$, is orthogonal to

$$
\begin{equation*}
\mathcal{P}(s):=D p\left(x_{s}(s)\right) \tag{6.7}
\end{equation*}
$$

Thus by Condition C1 (which also appeared in Def. 4.5), it follows that $\mathcal{P}(s) \mathcal{F}(s) \equiv 1$ for all $s \in \mathcal{S}$, from which, in turn, one can deduce that the surface $\Pi(s)$ is locally transverse to the direction of the nominal orbit's flow given by $\mathcal{F}(s)$. The tubular neighborhood $\mathcal{T}$ in the definition (consider the blue-shaded tube in Figure 6.1) is guaranteed to everywhere have a nonzero radius due Property $\mathbf{P} 4$ in Definition 6.1. It can be taken as any connected subset of $\bigcup_{s \in \operatorname{int} \mathcal{S}} \Pi(s)$ such that the surfaces $\Pi\left(s_{1}\right) \cap \mathcal{T}$ and $\Pi\left(s_{2}\right) \cap \mathcal{T}$ are locally disjoint for any $s_{1}, s_{2} \in \operatorname{int} \mathcal{S}, s_{1} \neq s_{2}$. Thus, for any $x$ within $\mathcal{T}$, $D p(x)$ is nonzero, bounded, continuous, and normal to $\Pi(p(x))$ at $x$.

The main additions to Definition 6.4 compared to Definition 4.5 are therefore conditions C2 and C3. These two conditions are needed in order to guarantee the existence of the two half-ball-like regions, $\mathcal{H}_{\alpha}$ and $\mathcal{H}_{\omega}$, which have nonzero measure and correspond to $\Pi\left(s_{\alpha}\right)$ and $\Pi\left(s_{\omega}\right)$, respectively (consider the darkly shaded semi-ellipsoids in Figure 6.1). As a consequence, $\|D p(x)\| \equiv 0$ for all $x \in \operatorname{int} \mathcal{H}_{\alpha} \cup \operatorname{int} \mathcal{H}_{\omega}$, and hence $p(\cdot)$ is
$\mathcal{C}^{r}$ almost everywhere within $\mathfrak{X}$, except at $\mathfrak{X}_{\alpha}:=\lim _{s \rightarrow s_{\alpha}^{+}} \Pi(s)$ and $\mathfrak{X}_{\omega}:=$ $\lim _{s \rightarrow s_{\bar{\omega}}^{-}} \Pi(s)$, which correspond to the intersections $\mathcal{H}_{\alpha} \cap \mathcal{T}$ and $\mathcal{T} \cap \mathcal{H}_{\omega}$.

Recall the notation for the line segment, $\mathfrak{L}(a, b):=\{a+(b-a) \iota, \iota \in$ $[0,1]\}$, which connects two points $a, b \in \mathbb{R}^{n}$. In regard to finding a projection operator satisfying the above definition, the following statement shows that the type of operators considered in Proposition 4.9 also provides a large family of such operators for this type of orbits as well.

Proposition 6.5. Let the smooth matrix-valued function $\Lambda: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n}$ be such that $\mathfrak{h}(s):=\Lambda(s) \mathcal{F}(s)$ is of class $\mathcal{C}^{r}$ on $\mathcal{S}$, and $\mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)>0$ holds for all $s \in \mathcal{S}$. Then there is an $\epsilon$ and a neighborhood $\mathfrak{X} \subset \mathbb{R}^{n}$ of $\mathcal{O}$, with $\mathcal{B}_{\epsilon}\left(x_{s}(s)\right) \subset \mathfrak{X}$ for all $s \in \mathcal{S}$, such that

$$
\begin{equation*}
p(x)=\underset{\substack{s \in \mathcal{S} \\ \mathfrak{L}\left(x_{s}(s), x\right) \subset \mathcal{B}_{\epsilon}\left(x_{s}(s)\right)} \underset{\arg \min }{ }}{ }\left[\left(x-x_{s}(s)\right)^{\top} \Lambda(s)\left(x-x_{s}(s)\right)\right] \tag{6.8}
\end{equation*}
$$

is a projection operator for the s-parameterized PtP maneuver corresponding to $\mathcal{O}$ which is $\mathcal{C}^{r}$-smooth within $\mathcal{T}$. Moreover,

$$
\begin{equation*}
\mathcal{P}(s):=D p\left(x_{\star}(s)\right)=\frac{\mathcal{F}^{\top}(s) \Lambda(s)}{\mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)} \tag{6.9}
\end{equation*}
$$

holds for its Jacobian matrix $D p(\cdot)$ evaluated inside $\mathcal{T}$.
Proof. Even though the first part of the proof is essentially equivalent to that of Proposition 4.9, we repeat it here for completeness' sake.

Differentiating the terms inside the brackets in (6.8) with respect to $s$, we obtain the function

$$
J(x, s):=\left(x-x_{s}(s)\right)^{\top}\left[\Lambda^{\prime}(s)\left(x-x_{s}(s)\right)-2 \Lambda(s) \mathcal{F}(s)\right]
$$

Since $\left.\frac{\partial}{\partial s} J(x, s)\right|_{x=x_{s}(s)}=2 \mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)>0$, the function to be minimized is locally convex, implying that Condition C1 in Definition 6.4, i.e. $s \equiv p\left(x_{s}(s)\right)$ for all $s \in \mathcal{S}$, is satisfied. Note from Definition 6.1 that the curve $x_{s}(\cdot)$ has bounded curvature (Property P1) and is not self-intersecting (Property P4). Thus the implicit function theorem (see, e.g., [160, Thm. 3.1.10]) ensures that there exists, in a certain vicinity of each point on $\mathcal{O}$, a unique function $p(x)$ satisfying $J(x, p(x)) \equiv 0$, which in turn implies that $p(x)$ solves (6.8). Thus, for $\mathfrak{X} \subset \mathbb{R}^{n}$ a sufficiently small neighborhood of $\mathcal{O}$, the requirement $\mathfrak{L}\left(x_{s}(p(x)), x\right) \subset \mathcal{B}_{\epsilon}\left(x_{s}(s)\right) \subset \mathfrak{X}$ ensures the uniqueness of a solution to (6.8) within $\mathcal{T}:=\{x \in \mathfrak{X}: J(x, p(x))=0\}$.

Denoting $e:=x-x_{s}(p)$, then for $x \in \mathcal{T}$ [160, Cor. 3.1.11]

$$
D p(x)=\frac{\mathcal{F}^{\top} \Lambda-e^{\top} \Lambda^{\prime}}{\mathcal{F}^{\top} \Lambda \mathcal{F}+e^{\top}\left[\frac{1}{2} \Lambda^{\prime \prime} e-2 \Lambda^{\prime} \mathcal{F}-\Lambda \mathcal{F}^{\prime}\right]} .
$$

Here we have omitted the $p$-arguments to shorten the notation, i.e. $\mathcal{F}=$ $\mathcal{F}(p)$ etc. Hence $D p(\cdot)$ is nonzero and of class $\mathcal{C}^{r}$ (as $\Lambda \mathcal{F}^{\prime}$ is) within $\mathcal{T} \subset \mathbb{R}^{n}$, with $\mathcal{P}(s):=D p\left(x_{\star}(s)\right)$ given by (6.9) therein.

What remains is therefore to show the parts of C2 and C3 in Definition 6.4 relating to the sets $\mathcal{H}_{\alpha}$ and $\mathcal{H}_{\omega}$, within which $p(x)=s_{\alpha}$ and $p(x)=s_{\omega}$. Denote by $\mathfrak{X}_{\alpha}=\operatorname{cl}\left(\mathcal{H}_{\alpha}\right) \cap \operatorname{cl}(\mathcal{T})$ and $\mathfrak{X}_{\omega}=\operatorname{cl}(\mathcal{T}) \cap \operatorname{cl}\left(\mathcal{H}_{\omega}\right)$, respectively. Due to the expression for $D p(\cdot)$ above, which is valid within $\mathcal{T}$, together with $\mathcal{P F}=1$, it follows that sufficiently close to $x_{\omega}$ the states will leave $\mathcal{T}$ if they go in the direction $\mathcal{F}\left(s_{\omega}\right)$ when on $\mathfrak{X}_{\omega}$, but the unique minimizer of (6.8) will nevertheless still be $s_{\omega}$ if $x$ remains sufficiently close to $\mathfrak{X}_{\omega}$, even if $\Lambda(\cdot)$ is not positive definite, as long as $\mathfrak{X}$ is a sufficiently small neighborhood of $\mathcal{O}$. In order to show this, consider a point $x \in \mathfrak{X} \backslash \mathcal{T}$ lying sufficiently close to $x_{\omega}$ such that it can written as $x=x_{\Pi(s)}+c_{s} \mathcal{F}(s)$ for some $x_{\Pi(s)} \in \Pi(s) \subset \mathcal{T}$ and $c_{s}(x)>0$. We are therefore looking for an $s$ which minimizes the nonnegative function

$$
\begin{aligned}
& {\left[\left(x_{\Pi(s)}-x_{s}(s)\right)^{\top} \Lambda(s)\left(x_{\Pi(s)}-x_{s}(s)\right)\right.} \\
& \left.\quad+2 c_{s}(x)\left(x_{\Pi(s)}-x_{s}(s)\right)^{\top} \Lambda(s) \mathcal{F}\left(s_{\omega}\right) c_{s}(x)+c_{s}(x) \mathcal{F}^{\top}\left(s_{\omega}\right) \Lambda(s) \mathcal{F}(s)\right]
\end{aligned}
$$

subject to $s \in \mathcal{S}$ and $\mathfrak{L}\left(x_{s}(s), x\right) \subset \mathfrak{X}$. Not considering the latter constraint, we have by the the Karush-Kuhn-Tucker (KKT) conditions [164, Theorem 12.1] that the following is necessary for $s$ to be a minimizer to this constrained optimization problem: $J(x, s)-\mu_{\alpha}+\mu_{\omega}=0$. Here $\mu_{\alpha}, \mu_{\omega} \geq 0$ are the Lagrange multipliers associated with the inequality constraints $s-s_{\alpha} \geq 0$ and $s_{\omega}-s \geq 0$, which must satisfy the complementary slackness conditions: $\mu_{i}\left(s-s_{i}\right)=0$ for $i \in\{\alpha, \omega\}$. Since $J\left(x_{\Pi(s)}, s\right)=0$, it is therefore necessary that

$$
c_{s} \mathcal{F}^{\top}(s)\left[c_{s} \Lambda^{\prime}(s)-\Lambda(s)\right] \mathcal{F}(s)+2 c_{s} \tilde{x}_{\Pi(s)}^{\top}\left[\Lambda^{\prime}(s)-\Lambda(s)\right] \mathcal{F}(s)-\mu_{\alpha}+\mu_{\omega}=0
$$

where $\tilde{x}_{\Pi(s)}:=x_{\Pi(s)}-x_{s}(s)$. One can easily show that $s_{\omega}$ satisfies this equation for some $\mu_{\omega}>0$. Moreover, for $\mathfrak{X}$ a sufficiently small neighborhood of $\mathcal{O}$, there cannot be a solution $s \in \operatorname{int} \mathcal{S}$ which does not violate $\mathfrak{L}\left(x_{s}(s), x\right) \subset \mathfrak{X}$. Indeed, by making $\mathfrak{X}$ small enough, one can guarantee that $-c_{s} \mathcal{F}^{\top}(s) \Lambda(s) \mathcal{F}(s)$ is the dominant term, which cannot be canceled by the Lagrange multipliers as $\mu_{\alpha}=\mu_{\omega}=0$ if $s \in \operatorname{int} \mathcal{S}$. Using the same arguments about $x_{\alpha}$ with then $c_{s}(x)<0$, the existence of $\mathcal{H}_{\alpha}$ and $\mathcal{H}_{\omega}$ in

Condition C2 is therefore implied, and the requirements of $\mathbf{C 3}$ are met. Thus all the conditions of Definition 6.4 are satisfied, which concludes the proof.

### 6.3.2 Implicit representation of the orbit

Given a projection operator $p: \mathfrak{X} \rightarrow \mathcal{S}$ as by Definition 6.4 which is at least $\mathcal{C}^{2}$-smooth within $\mathcal{T}$, let the corresponding projection onto $\mathcal{O}$ be denoted $x_{p}(x):=\left(x_{s} \circ p\right)(x)$, and consider the function $e=e(x)$ previously considered in Section 4.3, defined by

$$
\begin{equation*}
e:=x-x_{p}(x) \tag{6.10}
\end{equation*}
$$

From the properties of $x_{s}(\cdot)$ and $p(\cdot)$ (see Def. 6.1 and Def. 6.4, respectively), it follows that $e$ is well defined for $x \in \mathfrak{X}$, locally Lipschitz in a neighborhood of $\mathcal{O}$, and therefore $r$-times continuously differentiable almost everywhere therein. Most importantly, however, is the fact that the zero-level set of this function corresponds to the nominal orbit $\mathcal{O}$ which we aim to stabilize, while, locally, its magnitude is nonzero away from it.

Similarly to the previous chapters, our goal will therefore be to design a control law which (locally) drives the value of $e$ to zero. In order to achieve this, the linearization of the dynamics of $e$ about the orbit will again be our tool of choice. Yet, obtaining the linearization of $e$ is not as straightforward for a PtP maneuver as it were for trivial- or periodic orbits. In fact, due to how we have defined projection operators, it will be a combination of these two linearization techniques. To better illustrate this fact, consider the half-balls $\left(\mathcal{H}_{\alpha}, \mathcal{H}_{\omega}\right)$ and the tube $\mathcal{T}$ introduced in Section 6.3.1. Clearly, whenever $x \in \operatorname{int} \mathcal{H}_{i}$ for a fixed $i \in\{0, f\}$, one has $e=x-x_{i}$ as $p(x) \equiv s_{i}$, and thus $D e(x)=\mathbf{I}_{n}$ therein. For $x \in \mathcal{T}$, on the other hand, the function $e(\cdot)$ corresponds to a vector of excessive transverse coordinates (see Sec. 4.5). Hence its Jacobian matrix evaluated along the orbit inside $\mathcal{T}$ is given by

$$
\begin{equation*}
\mathcal{E}_{\perp}(s):=D e\left(x_{s}(s)\right)=\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s) \tag{6.11}
\end{equation*}
$$

with $\mathcal{P}$ defined in (6.7). Recall from Lemma 4.28 that $\mathcal{E}_{\perp}(s)$ is a projection matrix which can be used to project any vector $x \in \mathbb{R}^{n}$ onto $\mathbf{T} \Pi(s)$. Our aim will therefore be to "merge" the regular (Jacobian) linearization about the equilibria on the boundaries of $\mathcal{O}$ with the a transverse linearization, corresponding to the first-order components of $e$ which evolve upon $\mathbf{T} \Pi(s)$.

### 6.3.3 Merging two linearization techniques

In order to solve our current goal, namely the stabilization of the zero-level set of the function $e=e(x)$ defined by some projection operator $p=p(x)$
which is $\mathcal{C}^{2}$-smooth within $\mathcal{T}$, we will consider for (6.1) a control law of the form

$$
\begin{equation*}
u=u_{s}(p)+K(p) e \tag{6.12}
\end{equation*}
$$

Here the function $u_{s}(\cdot)$ provides the nominal control input upon the $s$ parameterized maneuver (see Def. 6.1) and $K: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$ is smooth. Note that, due to $p(\cdot)$ being locally Lipschitz in $\mathfrak{X}$, the (local) existence and uniqueness of a solution $x(t)$ to (6.1) is guaranteed by the Picard-Lindelöf theorem (see, e.g. [74, Thm. 2.2]) if $u$ is taken according to (6.12), as the right-hand side of (6.1) is then locally Lipschitz in a neighborhood of $\mathcal{O}$.

Note that whenever $D p(\cdot)$ is well defined, we have by the chain rule that the time derivative of $e$ under (6.12) is given by

$$
\begin{equation*}
\dot{e}=D e(x)\left(f(x)+B(x)\left[u_{s}(p)+K(p) e\right]\right), \tag{6.13}
\end{equation*}
$$

where $p=p(x)$. As we have narrowed our scope to the control law (6.12), Problem 6.2 is therefore equivalent to the following:

Problem 6.6. Find a smooth, matrix-valued function $K: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$ such that the origin of (6.13) is locally asymptotically stable.

In order to attempt to find a solution to this problem, we will extract the first-order components of the right-hand side of (6.13) with respect to $e$. To this end, let

$$
\begin{equation*}
A_{s}(s):=A\left(x_{s}(s), u_{s}(s)\right) \text { and } B_{s}(s):=B\left(x_{s}(s)\right) \tag{6.14}
\end{equation*}
$$

where $A(\cdot)$ is given by (6.2), as well as

$$
\begin{equation*}
A_{c l}(s):=A_{s}(s)+B_{s}(s) K(s) \tag{6.15}
\end{equation*}
$$

We may then state the following.
Proposition 6.7. Let $p: \mathfrak{X} \rightarrow \mathcal{S}$ be a projection operator as by Definition 6.4 which is $\mathcal{C}^{2}$-smooth within $\mathcal{T}$. Then there exists a neighborhood $\mathcal{N}(\mathcal{O})$ of $\mathcal{O}$, such that the time derivative of $e=e(x)$ can be written in the following forms within three specific subsets of $\mathcal{N}(\mathcal{O})$ : If $x \in \mathcal{H}_{i} \cap \mathcal{N}(\mathcal{O})$ with $i \in\{\alpha, \omega\}$ fixed, then

$$
\begin{equation*}
\dot{e}=A_{c l}\left(s_{i}\right) e+O\left(\|e\|^{2}\right) \tag{6.16}
\end{equation*}
$$

whereas if $x(t) \in \mathcal{T} \cap \mathcal{N}(\mathcal{O})$, then

$$
\begin{equation*}
\dot{e}=\left[\mathcal{E}_{\perp}(p) A_{c l}(p)-\mathcal{F}(p) \mathcal{P}^{\prime}(p) \rho(p)\right] \mathcal{E}_{\perp}(p) e+O\left(\|e\|^{2}\right) \tag{6.17}
\end{equation*}
$$

where $p=p(x)$ and $\mathcal{P}^{\prime}(s)=\mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right)$.

Proof. Recall that $D e(x)=\mathbf{I}_{n}$ whenever $x$ is within the interior of either $\mathcal{H}_{\alpha}$ or $\mathcal{H}_{\omega}$, whereas $D e(x)=\mathbf{I}_{n}-\mathcal{F}(p) D p(x)$ within $\mathcal{T}$. Hence, by assuming $p=s_{i}$ to be fixed, (6.16) follows by applying Taylor's theorem [160] to the right-hand side of (6.13) about $x_{i}$.

In order to obtain (6.17), we can artificially extend the curve $x_{s}(\cdot)$ at its boundaries in the appropriate direction along $\mathcal{F}(\cdot)$, thus allowing us to use Proposition 4.30 (note that this artificial extension is only needed if the curvature of $\mathfrak{X}_{i} \cap \mathcal{N}(\mathcal{O})$ is non-zero, as the line segment $\mathfrak{L}\left(x, x_{p}(x)\right)$ might then cross it). Considering, for instance, $s_{\omega}$, this extended curve can be of the form $x_{s}^{e}(s)=x_{\omega}+\mathcal{F}\left(s_{\omega}\right)\left(s-s_{\omega}\right)+\frac{1}{2} \mathcal{F}^{\prime}\left(s_{\omega}\right)\left(s-s_{\omega}\right)^{2}$, as well as $u_{s}^{e}(s)=u_{s}\left(s_{\omega}\right)+u_{s}^{\prime}\left(s_{\omega}\right)\left(s-s_{\omega}\right)$, for $s \geq s_{\omega}$. Hence, due to the criteria imposed on the orbit (see Def. 6.1), there always exists an $\epsilon>0$ allowing for a natural concatenation of the chosen projection operator in the appropriate direction, specifically onto the right-open interval $\left[s_{\omega}, s_{\omega}+\epsilon\right)$, that preserves its smoothness.

Denote by $p^{e}$ such an extended ( $\mathcal{C}^{2}$-smooth) projection operator. It is such that $p(x) \equiv p^{e}(x) \forall x \in \mathcal{T}$, while associated with any point on $\left[s_{\omega}, s_{\omega}+\right.$ $\epsilon$ ) there is a moving Poincaré section (see (6.6)) of dimension $n-1$. This implies the existence of a (tubular) neighborhood enveloping the extended curve, within which, for all states satisfying $p^{e}(x)=s_{\omega}$, the line segment $\mathfrak{L}\left(x,\left(x_{s} \circ p^{e}\right)(x)\right)$ remains within this neighborhood. Denote by $F_{\perp}(x)$ the right-hand side of (6.13), and by $F_{\perp}^{e}(x)$ the corresponding function for the extended curves $\left(x_{s}^{e}, u_{s}^{e}\right)$ with the projection operator $p^{e}$. Note that $F_{\perp} \equiv F_{\perp}^{e}$ for all $x$ in $\mathcal{T}$. Hence the statement follows from the fact that the right-hand side of (6.17) is equivalent to that obtained by applying Proposition 4.30 to $F_{\perp}^{e}$ within a sufficiently small open subset of $\mathcal{T}$ containing the orbit. ${ }^{2}$

Consider the linear, time-invariant system

$$
\begin{equation*}
\dot{y}=A_{c l}\left(s_{i}\right) y, \quad y \in \mathbb{R}^{n} \tag{6.18}
\end{equation*}
$$

for some fixed $i \in\{\alpha, \omega\}$. It corresponds to the first-order approximation system of (6.16). Clearly it is also equivalent to the linearized system obtained from the Jacobian linearization of (6.1) under the linear control law $u=u_{s}\left(s_{i}\right)+K\left(s_{i}\right)\left(x-x_{i}\right)$ about the respective equilibrium point. By Corollary 4.31 , the first-order approximation system of (6.17) about $\mathcal{O}$ (i.e.

[^32]the transverse linearization associated with $e$ inside $\mathcal{T}$ ), on the other hand, is equivalent to the following system of differential-algebraic equations:
\[

$$
\begin{align*}
\dot{z} & =\left[\mathcal{E}_{\perp}(s) A_{c l}(s)-\mathcal{F}(s) \mathcal{P}^{\prime}(s) \rho(s)\right] z  \tag{6.19a}\\
0 & =\mathcal{P}(s) z \tag{6.19b}
\end{align*}
$$
\]

where $z \in \mathbb{R}^{n}$ and with $s=s(t)$ a solution to (6.5).
As is well known (see, e.g., [44, Theorem 4.6]), the origin of (6.18) is exponentially stable at both $s_{\alpha} s_{\omega}$ if, and only if, for any $Q_{\alpha}, Q_{\omega} \in \mathbb{M}_{\succ 0}^{n}$, there exist unique $L_{\alpha}, L_{\omega} \in \mathbb{M}_{\succ 0}^{n}$ satisfying a pair of the algebraic Lyapunov equations (ALEs):

$$
\begin{align*}
& A_{c l}^{\top}\left(s_{\alpha}\right) L_{\alpha}+L_{\alpha} A_{c l}\left(s_{\alpha}\right)=-Q_{\alpha}  \tag{6.20a}\\
& A_{c l}^{\top}\left(s_{\omega}\right) L_{\omega}+L_{\omega} A_{c l}\left(s_{\omega}\right)=-Q_{\omega} . \tag{6.20b}
\end{align*}
$$

A similar statement can also be readily obtained for (6.19) using the exact same arguments as we used to prove Theorem 4.41 in Section 4.6.2:

Lemma 6.8. Suppose there exist smooth matrix-valued functions $L, Q_{\perp}$ : $\mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ such that the projected Lyapunov differential equation (PrjLDE)

$$
\begin{align*}
\mathcal{E}_{\perp}^{\top}(s) & {\left[A_{c l}^{\top}(s) \mathcal{E}_{\perp}^{\top}(s) L(s)+L(s) \mathcal{E}_{\perp}(s) A_{c l}(s)+Q_{\perp}(s)\right] \mathcal{E}_{\perp}(s) }  \tag{6.21}\\
& +\rho(s) \mathcal{E}_{\perp}^{\top}(s)\left[L^{\prime}(s)-\left(\mathcal{P}^{\prime}(s)\right)^{\top} \mathcal{F}^{\top}(s) L(s)-L(s) \mathcal{F}(s) \mathcal{P}^{\prime}(s)\right] \mathcal{E}_{\perp}(s)=\mathbf{0}_{n}
\end{align*}
$$

is satisfied for all $s \in \mathcal{S}$. Then the time derivative of the scalar function $V_{\perp}=z^{\top} L(s(t)) z$, with $z=z(t)$ governed by (6.19), is $\dot{V}_{\perp}=-z^{\top} Q_{\perp}(s(t)) z$.

Note here that by (6.19b) we have $z^{\top} L(s) z=z^{\top} L_{\perp}(s) z$ where $L_{\perp}(s):=$ $\mathcal{E}_{\perp}^{\top}(s) L(s) \mathcal{E}_{\perp}(s)$. Recall that, similarly to the ALEs, a solution of the form $L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L_{\perp}(s) \mathcal{E}_{\perp}(s)$ satisfying the $\operatorname{PrjLDE}$ in the periodic case is unique (see Theorem 4.41). As the following statement demonstrates, the uniqueness of such a solution also holds whenever $\rho$ vanishes on the boundaries of $\mathcal{S}$.

Proposition 6.9. Let $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ be $\mathcal{C}^{1}$, as well as satisfy $\rho\left(s_{\alpha}\right)=\rho\left(s_{\omega}\right) \equiv$ $0, \rho^{\prime}\left(s_{\alpha}\right)>0$ and $\rho(s)>0$ for all $s \in \operatorname{int} \mathcal{S}$. Then there exists a $\mathcal{C}^{1}$ solution $L: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ to (6.21) for some smooth $Q_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ if, and only if, there exists a unique, $\mathcal{C}^{1}$-smooth solution $L_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n}$ to

$$
\begin{equation*}
\mathcal{E}_{\perp}^{\top}(s)\left[\rho(s) L_{\perp}^{\prime}(s)+A_{c l}^{\top}(s) L_{\perp}(s)+L_{\perp}(s) A_{c l}(s)+Q_{\perp}(s)\right] \mathcal{E}_{\perp}(s)=\mathbf{0}_{n} \tag{6.22}
\end{equation*}
$$

satisfying $L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L_{\perp}(s) \mathcal{E}_{\perp}(s)$ for all $s \in \mathcal{S}$.

Proof. Note that we will sometimes omit the $s$-arguments in the following as to shorten the notation.

Given a solution $L(s)$ to (6.21), let $L_{\perp}:=\mathcal{E}_{\perp}^{\top} L \mathcal{E}_{\perp}$. Clearly $L_{\perp}=$ $\mathcal{E}_{\perp}^{\top} L_{\perp} \mathcal{E}_{\perp}$ then holds as $\mathcal{E}_{\perp}^{2}=\mathcal{E}_{\perp}$ by Lemma 4.28. Differentiating $L_{\perp}(s)$ with respect to $s$ yields $L_{\perp}^{\prime}=\left(\frac{d}{d s} \mathcal{E}_{\perp}^{\top}\right) L \mathcal{E}_{\perp}+\mathcal{E}_{\perp}^{\top} L^{\prime} \mathcal{E}_{\perp}+\mathcal{E}_{\perp}^{\top} R\left(\frac{d}{d s} \mathcal{E}_{\perp}\right)$. By then using that $\left(\frac{d}{d s} \mathcal{E}_{\perp}\right) \mathcal{E}_{\perp}=-\mathcal{F} \mathcal{F}^{\top} D^{2} p\left(x_{s}\right)$, and inserting the above expression for $L_{\perp}^{\prime}$ into (6.22), one finds that (6.22) holds if $L(s)$ satisfies (6.21).

To show that the converse holds as well, let $L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L_{\perp}(s) \mathcal{E}_{\perp}(s)$ solve (6.21). Taking then $L(s):=L_{\perp}(s)+h_{L}(s) \mathcal{P}^{\top}(s) \mathcal{P}(s)$, with $h_{L}: \mathcal{S} \rightarrow$ $\mathbb{R}_{>0}$ an arbitrary smooth function, one can easily show, using the properties stated in Lemma 4.28, that $L(s)$ satisfies (6.21).

What remains is therefore to show that a solution

$$
L_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L_{\perp}(s) \mathcal{E}_{\perp}(s)
$$

to (6.21) is unique. In this regard, let $N_{\perp}: \mathcal{S} \rightarrow \mathbb{R}^{n \times n-1}$ be defined by (4.88). Following the exact same steps as in the proof of Theorem 4.41, one can show that a solution $L(s)$ to (6.22) implies that there is a solution to

$$
\begin{equation*}
\mathcal{L}_{\perp}^{\prime}(s) \rho(s)=-\mathcal{A}^{\top}(s) \mathcal{L}_{\perp}(s)-\mathcal{L}_{\perp}(s) \mathcal{A}(s)-\mathcal{Q}_{\perp}(s) \tag{6.23}
\end{equation*}
$$

where where $\mathcal{A}(s):=N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s) A_{c l}(s) N_{\perp}(s)$, while the matrix functions $\mathcal{L}_{\perp}(s):=N_{\perp}^{\top}(s) L(s) N_{\perp}(s)$ and $\mathcal{Q}_{\perp}(s):=N_{\perp}^{\top}(s) Q(s) N_{\perp}(s)$ are both sufficiently smooth and positive definite. In order to show uniqueness, we use the fact that $\rho\left(s_{\alpha}\right)=0$. Hence, due to both $\mathcal{L}_{\perp}\left(s_{\alpha}\right)$ and $\mathcal{Q}_{\perp}\left(s_{\alpha}\right)$ being members of $\mathbb{M}_{\succ 0}^{n-1}$ and satisfying the algebraic Lyapunov equation (6.23) for $s=s_{\alpha}$, it follows that the constant matrix $\mathcal{A}\left(s_{\alpha}\right)$ must necessarily be Hurwitz, which in turn implies that $\mathcal{L}_{\perp}\left(s_{\alpha}\right)$ is unique [44, Theorem 4.6]. Since the right-hand side of (6.23) is continuously differentiable, and the derivative of the left-hand side evaluated at $s=s_{\alpha}$ equals $\mathcal{L}_{\perp}^{\prime}\left(s_{\alpha}\right) \rho^{\prime}\left(s_{\alpha}\right)$, it follows that it has a unique solution $\mathcal{L}_{\perp}(s)$. Consequently

$$
\hat{L}_{\perp}(s)=\mathcal{E}_{\perp}^{\top}(s) L(s) \mathcal{E}_{\perp}(s)=\left(N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)\right)^{\top} \mathcal{L}_{\perp}(s) N_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)
$$

is also unique, which concludes the proof.

### 6.3.4 Conditions upon an orbitally stabilizing feedback

In Chapter 4 we saw that the (local) exponential stability of a closed orbit could be determined by finding a suitable Lyapunov function. Specifically, a positive (semi-) definite function $V=V(x)$ which could be written in a quadratic-like form. Take, for instance, the function

$$
\begin{equation*}
V=e^{\top}(x) L(p(x)) e(x) \tag{6.24}
\end{equation*}
$$

In the case of a trivial orbit (an equilibrium point) $x_{e} \in \mathbb{R}^{n}$, such that $L(p(x))=L_{e}$ and $e=x-x_{e}$, then $V$ is a Lyapunov function for the trivial orbit if $L_{e}$ is a solution to an ALE as (6.20). For a periodic orbit, on the other hand, recall from Theorem 4.41 that $L(\cdot)$ then instead had to be a solution to some PrjLDE. Using (6.24) together with the fact that the orbit was closed, we could prove its local exponential stability (see Thm. 4.41).

In order to stabilize the type of orbits we consider in this chapter, specifically the compact set $\mathcal{O}$, we will provide additional conditions to ensure its stability. The main idea is simple: to look for a (smooth) matrix-valued function $L: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ which solves both the ALEs (6.20) and the PrjLDE (6.21) (or (6.22)), without necessarily requiring that $L\left(s_{\omega}\right) \succeq L\left(s_{\alpha}\right)$. Intuitively, by using Figure 6.1, such a solution would imply the following: First, due to (6.20a), any solution starting within a sufficiently small subset of $\mathcal{H}_{\alpha}$ containing $x_{\alpha}$ will either convergence onto $x_{\alpha}$ or be fed into the tube $\mathcal{T}$. Second, by (6.21), there is a sufficiently small tubular neighborhood of $\mathcal{O}$ contained within $\mathcal{T}$ which is positively invariant, such that the solutions within it either converge onto $\mathcal{O}$ or are funneled into $\mathcal{H}_{\omega}$. Third, due to (6.20b), there is a subset of $\mathcal{H}_{\omega}$ within which all solutions either converge directly to $x_{\omega}$ at an exponential rate, or back into a subset of $\mathcal{T}$. Lastly, all of these subsets can be taken as level sets of the function (6.24), which locally is strictly decreasing at an exponential rate. Hence (6.24) is a strict Lyapunov function for $\mathcal{O}$, ensuring its exponential stability.

With this in mind, the main contribution of this chapter follows:
Theorem 6.10. Given a projection operator $p: \mathfrak{X} \rightarrow \mathcal{S}$ satisfying Definition 6.4 which is $\mathcal{C}^{2}$-smooth within $\mathcal{T}$, consider the closed-loop system (6.1) under the (locally Lipschitz) control law (6.12). If there exists a $\mathcal{C}^{1}$-smooth matrix-valued function $L: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ such that

1. For some $Q_{\alpha}, Q_{\omega} \in \mathbb{M}_{\succ 0}^{n}, L_{\alpha}=L\left(s_{\alpha}\right)$ and $L_{\omega}=L\left(s_{\omega}\right)$ satisfy the algebraic Lyapunov equations (6.20);
2. For some smooth $Q_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}, L_{\perp}(s):=\mathcal{E}_{\perp}^{\top}(s) L(s) \mathcal{E}_{\perp}(s)$ satisfies the projected Lyapunov differential equation (6.22) for all $s \in \mathcal{S}$.

## Then

a) The final equilibrium, $x_{\omega}$, is asymptotically stable;
b) The set $\mathcal{O}$, defined in (6.4), is exponentially stable;
c) There exists a pair of numbers, $\mu, v \in \mathbb{R}_{>0}$, such that the time derivative of the locally Lipschitz function $V(\cdot)$, defined in (6.24), satisfies $\dot{V}(x) \leq-\mu V(x)$ for almost all $x$ in $\mathfrak{T}=\left\{x \in \mathbb{R}^{n}: V(x)<v\right\}$.

Proof. By the reduction principle stated in Corollary 11 in [110], a) is implied by $b$ ). Moreover, since the (forward) invariance of $\mathcal{O}$ holds due to the existence of the maneuver (see Property P5 in Def. 6.1) and the properties of projection operators (see Def. 6.4), we also claim that $c$ ) implies b). Thus, before showing that the theorem's hypotheses imply $c$ ), we will validate this claim.

To this end, let us first note that $x \mapsto V(x)$ is not differentiable at the hypersurfaces $\mathfrak{X}_{\alpha}:=\lim _{s \rightarrow s_{\alpha}^{+}} \Pi(s)$ and $\mathfrak{X}_{\omega}:=\lim _{s \rightarrow s_{\omega}^{-}} \Pi(s)$ (see (6.6) for the definition of $\Pi$ ), but it is locally Lipschitz everywhere else in the projections operator's domain $\mathfrak{X}$. Since $V$ is locally Lipschitz in $\mathfrak{X}$ (as $p$ is), we have that the hypersurfaces $\mathfrak{X}_{\alpha}$ and $\mathfrak{X}_{\omega}$ have Lebesgue measure zero by Rademacher's theorem (see, e.g., [204]). This fact will allow us to validate the previously stated claim by utilizing Clarke's generalized directional derivative (based on his generalized gradient [204, Thm. 8.1]) and the comparison lemma [44] (see also Theorems 3.1 and 3.2 in [112]).

Denote $V_{*}(t)=V(x(t))$ and consider the upper-right (Dini) derivative $V_{*}^{+}(t)$ of $V_{*}(t)$, defined by $V_{*}^{+}(t):=\lim \sup _{h \rightarrow 0^{+}} \frac{1}{h}\left[V_{*}(t+h)-V_{*}(t)\right]$. At any $x=x(t)$, this is equivalent to (see, e.g., [169]):

$$
V^{+}(x)=\limsup _{h \rightarrow 0^{+}} \frac{1}{h}\left[V\left(x+h f_{c l}(x)\right)-V(x)\right]
$$

Here $f_{c l}(x):=f(x)+B(x)\left[u_{s}(p)+K(p) e\right]$ corresponds to the right-hand side of the closed-loop system (6.1), which, as we recall, is locally Lipschitz and thus guaranteeing (local) existence and uniqueness of solutions. Note, moreover, that $\left\|V^{+}(x)\right\| \leq l_{V}\left\|f_{c l}(x)\right\|$ for some Lipschitz constant $l_{V}>0$. It is known that Clarke's generalized gradient [204] can be used to show that the following holds:

$$
V^{+}(x) \leq V^{\circ}(x)=\limsup _{y \rightarrow x}\left\{D V(y) f_{c l}(x): y \notin \mathfrak{X}_{\alpha} \cup \mathfrak{X}_{\omega}\right\}
$$

Hence $c$ ) implies $V_{*}^{+}(t) \leq-\mu V_{*}(t)$ holding for all $t \geq t_{0}$ if the system is initialized within some neighborhood $\mathcal{T} \subset \mathfrak{X}$ of $\mathcal{O}$ at time $t_{0}$. Thus $c) \Longrightarrow b$ ) follows from the comparison lemma (see, e.g., [44, 169]).

What remains is therefore to show that the theorem's hypotheses imply $c)$. Under the assumption that $V$ is differentiable at some $x$ in $\mathfrak{X}$, one finds, using the shorthand notation $p=p(x)$, that its time derivative is equal to

$$
\begin{equation*}
\dot{V}=\dot{e}_{\perp}^{\top} R(p) e_{\perp}+e_{\perp}^{\top}\left[R^{\prime}(p) D p(x) \dot{x}\right] e_{\perp}+e_{\perp}^{\top} R(p) \dot{e}_{\perp} \tag{6.25}
\end{equation*}
$$

Hence, whenever $x$ is within the interior of either of the sets int $\mathcal{H}_{i}, i \in$ $\{\alpha, \omega\}$, where $\|D p(x)\|=0$, one has by (6.16) and the ALEs (6.20) that the
following holds therein:

$$
\begin{equation*}
\dot{V}=-e_{\perp}^{\top} Q_{i} e_{\perp}+O\left(\left\|e_{\perp}\right\|^{3}\right) . \tag{6.26}
\end{equation*}
$$

Whenever $x$ is in $\mathcal{T}$, one instead has $D p(x) \dot{x}=\rho(p(x))+O\left(\left\|e_{\perp}\right\|\right)$ (this follows from the first-order Taylor expansion about $x_{\star}(p(x))$ and by using (6.5)). Thus by (6.17), (4.47) and (6.25) we obtain, for $x \in \mathcal{T}$ :

$$
\begin{aligned}
\dot{V}= & e_{\perp}^{\top} \mathcal{E}_{\perp}^{\top}\left[A_{c l}^{\top} \mathcal{E}_{\perp}^{\top} R+R \mathcal{E}_{\perp} A_{c l}\right. \\
& \left.+\rho\left[R^{\prime}-\left(\mathcal{P}^{\prime}\right)^{\top} \mathcal{F}^{\top} R-R \mathcal{F} \mathcal{P}^{\prime}\right]\right] \mathcal{E}_{\perp} e_{\perp}+O\left(\left\|e_{\perp}\right\|^{3}\right)
\end{aligned}
$$

Since a solution $R_{\perp}(s)$ to (6.22) implies a solution to (6.21) (see Prop. 6.9), we thus obtain, using also (4.47), that

$$
\begin{equation*}
\dot{V}=-e_{\perp}^{\top} Q_{\perp}(p) e_{\perp}+O\left(\left\|e_{\perp}\right\|^{3}\right) \tag{6.27}
\end{equation*}
$$

Thus, by (6.26) and (6.27), there exists some constant $\mu>0$ such that the differential inequality $\dot{V} \leq-\mu V$ holds almost everywhere within a neighbor$\operatorname{hood} \mathcal{N}$ of $\mathcal{O}$ where $\left\|e_{\perp}\right\|$ is sufficiently small. This concludes the proof

Recall from Proposition 4.43 that if (6.21), or equivalently (6.22), is satisfied for one projection operator $p(\cdot)$, then for any other projection operator $\hat{p}$ the resulting PrjLDE (6.21) corresponding to $u=u_{s}(\hat{p})+K(\hat{p})\left[\mathbf{I}_{n}-\right.$ $\mathcal{F}(\hat{p}) \mathcal{P}(\hat{p})+\mathfrak{F}(\hat{p}) \hat{\mathcal{P}}(\hat{p})] \hat{e}$ will also be satisfied. Here $\mathcal{P}(s)=D p\left(x_{s}(s)\right)$, $\hat{\mathcal{P}}(s)=D \hat{p}\left(x_{s}(s)\right)$ and $\hat{e}=x-x_{s}(\hat{p})$, while $\mathfrak{F}: \mathcal{S} \rightarrow \mathbb{R}^{n}$ is some arbitrary smooth function. Hence, in addition to the linear stabilizability of the two equilibrium points, it is necessary that the non-vanishing part of the orbit $\mathcal{O}$ is linearly transversely stabilizable for a solution to Theorem 6.10 to exist. However, given such a solution for one projection operator, an equivalent solution might not necessarily exist for another due to the boundary equilibria. Thus, before we move on to showing how such a feedback can be constructed, we will apply the method to a simple fully-actuated, one-degree-of-freedom system as to highlight the effect of the projection operator upon the resulting feedback controller.

Example 6.1. Consider the double integrator

$$
\ddot{q}=u, \quad q(t), u(t) \in \mathbb{R}
$$

with state vector $x=\operatorname{col}(q, \dot{q})$. Starting from rest at $q_{\alpha}$, the task is to drive the system to rest at $q_{\omega}\left(>q_{\alpha}\right)$ along the curve $x_{s}(s)=\operatorname{col}(s, \rho(s))$. Here $s \in \mathcal{S}:=\left[q_{\alpha}, q_{\omega}\right]$ and $\rho(s):=\kappa\left(s-q_{\alpha}\right)\left(q_{\omega}-s\right)^{2}$ for some constant
$\kappa>0$. As $\|\mathcal{F}(s)\|^{2}=1+\left(\rho^{\prime}(s)\right)^{2} \geq 1$, this is an $s$-parameterization as by Definition 6.1.

Suppose $p(\cdot)$ is a projection operator in line with Def. 6.4 (we will provide some candidates for this operator shortly). Using $p=p(x)$, we define

$$
e_{1}:=q-p, \quad e_{2}:=\dot{q}-\rho(p) \quad \text { and } \quad u_{s}(p):=\rho^{\prime}(p) \rho(p)
$$

such that $u=u_{s}(p)-k_{1} e_{1}-k_{2} e_{2}$ is of the form of (6.12). Let us therefore check when this feedback, corresponding to a constant $K=\left[-k_{1},-k_{2}\right]$, satisfies the conditions in Theorem 6.10 for a given $p(\cdot)$

We begin by considering the ALEs (6.20). Their solutions necessarily correspond to the constant matrices $A_{c l}\left(s_{\alpha}\right)$ and $A_{c l}\left(s_{\omega}\right)$ being Hurwitz, which is the case only if $k_{1}, k_{2}>0$ as

$$
A_{c l}:=\left[\begin{array}{cc}
0 & 1 \\
-k_{1} & -k_{2}
\end{array}\right]
$$

Suppose, therefore, in the following that $k_{1}, k_{2}>0$ and let $L \in \mathbb{M}_{\succ 0}^{2}$ be the corresponding unique solution to $A_{c l}^{\top} L+L A_{c l}=-2 \mathbf{I}_{2}$. We may then consider the (locally Lipschitz) Lyapunov function candidate $V=2^{-1} e^{\top} L e$, with $e=\operatorname{col}\left(e_{1}, e_{2}\right)$, whose origin evidently corresponds to the desired orbit. Within the interiors of $\Pi\left(q_{\alpha}\right)$ and $\Pi\left(q_{\omega}\right)$, with $\Pi(\cdot)$ defined in (6.6), where $\|D p\|=0$, we then have $\dot{V}=-\|e\|^{2}$. To determine the stability of the orbit as a whole, we therefore need to check that we also have contraction within some tubular neighborhood contained in $\mathcal{T}$ for the chosen projection operator. We consider two different such operators next.

By taking inspiration from [22], let us first consider the projection operator corresponding to taking $\Lambda=L$ in (6.8). Using (6.9), we then observe that $\mathcal{E}_{\perp}^{\top}(s) L \mathcal{F}(s)=\mathbf{0}_{1 \times 2}$ for all $s \in \mathcal{S}$. Hence (6.22) is everywhere satisfied for $L_{\perp}=L$ and $Q=\mathbf{I}_{2}$ (see [22] for further details). Moreover, we have $\dot{V}=-\|e\|^{2}$ for all $x$ such that $p(x) \in\left(q_{\alpha}, q_{\omega}\right)$.

Consider now instead the operator obtained by taking $\Lambda=\operatorname{diag}(1,0)$ in (6.8). This is equivalent to $p(x)=\operatorname{sat}_{q_{\alpha}}^{q_{\omega}}(q)$, where $\operatorname{sat}_{a}^{b}(\cdot)$ is the saturation function with lower- and upper bound $a$ and $b$, respectively. (A specific example of using this operator is shown in Figure 6.2.) Clearly then $e_{1} \equiv 0$ for $q \in\left[q_{\alpha}, q_{\omega}\right]$, while it can be shown that $\dot{e}_{2}=-\left(k_{2}+\rho^{\prime}(p)\right) e_{2}$. Thus, the time derivative of the above Lyapunov function candidate now satisfies

$$
\dot{V}=-L_{22}\left(k_{2}+\rho^{\prime}(p)\right) e_{2}^{2}=-L_{22}\left(k_{2}+\rho^{\prime}(p)\right)\|e\|^{2}
$$

whenever $q \in\left(q_{\alpha}, q_{\omega}\right)$, with $L_{22}>0$ the bottom-right element of $L$. We can therefore ensure that $V$ will be strictly decreasing everywhere inside the tube


Figure 6.2: Phase portrait of $\ddot{q}=u$, with $u$ corresponding to Example 6.1 for $q_{\alpha}=-1, q_{\omega}=2, \kappa=1, p(x)=\operatorname{sat}_{q_{\alpha}}^{q_{\omega}}(q)$ and $k_{1}=k_{2}=4$. The level curve $\dot{q}+2(q+1)=0$ crossing $\left(q_{\alpha}, 0\right)$ is illustrated by the yellow, dotted line.
(except, of course, on the nominal orbit) by taking, e.g., $k_{2}>\sup _{s \in \mathcal{S}}\left|\rho^{\prime}(s)\right|$. This is nevertheless in contrast to the previous operator (i.e. $\Lambda=L$ ) where $k_{2}>0$ could be taken arbitrarily small and still ensure contraction, thus highlighting the dependence of the feedback $K(\cdot)$ upon the choice of $p(\cdot)$.

## Avoiding solutions getting "trapped" about the initial equilibrium

Under a control law (6.12) satisfying the conditions in Theorem 6.10, any solution of (6.1) initialized in vicinity of $\mathcal{O}$ will converge either directly to the initial equilibrium $x_{\alpha}$, which is rendered partially unstable (a "saddle"), or onto $\mathcal{O} \backslash\left\{x_{\alpha}\right\}$ and then onward to $x_{\omega}$. However, since we have assumed $\rho$ to be continuously differentiable on the whole of $\mathcal{S}$, the divergence away from $x_{\alpha}$ on $\mathcal{M}$ is at most exponential. Moreover, it implies that the system's states can get "trapped" if they enter the region of attraction of $x_{\alpha}$. Indeed, they will then converge toward $x_{\alpha}$ at an exponential rate, but never enter into the tube $\mathcal{T}$ from within which they can converge to $x_{\omega}$. An example of this behavior can be observed in Figure 6.2, where the solutions which either start or enter into the region $\mathcal{H}_{\alpha}$ (shaded in red) and lie below the curve $\dot{q}+2(q+1)=0$ (highlighted in yellow) cannot enter into the tube $\mathcal{T}$.

Both of these issues can, however, be resolved by some ad hoc modification to the controller (6.12). For example, one can simply limit the
codomain of the projection operator used in (6.12). For an operator of the form (6.8), this would correspond to

$$
p(x)=\underset{\substack{s \in\left[s_{\alpha}+\epsilon, s_{\omega}\right] \\ \mathfrak{L}\left(x_{\star}(s), x\right) \subset \mathfrak{X}}}{\arg \min }\left[\left(x-x_{s}(s)\right)^{\top} \Lambda(s)\left(x-x_{s}(s)\right)\right]
$$

for some sufficiently small $\epsilon>0$. Here $\epsilon$ may be taken as a constant (static approach); or, alternatively, one can let $\epsilon \in\left[0, \epsilon_{M}\right]$ be a bounded dynamic variable, e.g. $\dot{\epsilon}=\lambda_{\epsilon} \cdot \operatorname{sign}\left(\delta_{\epsilon}-\left\|x-x_{\alpha}\right\|\right)$ for small $\epsilon_{M}, \delta_{\epsilon}, \lambda_{\epsilon}>0$ (dynamic approach). Note that if the latter dynamic option is chosen, then the resulting control law will necessarily no longer be truly static in a neighborhood of $x_{\alpha}$. Such a scheme can always be justified, as it may be considered as a bounded, vanishing disturbance which can be made as small as one likes through the choice of $\epsilon\left(\right.$ or $\left.\epsilon_{M}\right)$.

## Finite-time PtP maneuvers

As an alternative way of handling the issue of solutions getting "trapped" about $x_{\alpha}$, especially the slow convergence away from it when confined to $\mathcal{O}$, one can instead consider maneuvers where $x_{\alpha}$ is finite-time repellent with respect to $\mathcal{O}$. If also $x_{\omega}$ is finite-time attractive, then we refer to such a maneuver as a finite-time PtP maneuver. Similarly to the terminal sliding mode controller considered in Chapter $3, \rho(\cdot)$ of course cannot be Lipschitz about $s_{\alpha}$ and/or $s_{\omega}$ for such a maneuver (see, e.g., [112, 117, 118]). For instance, taking $\rho(s)=\kappa\left|s-q_{\alpha}\right|^{a}\left|q_{\omega}-s\right|^{b}$ in Example 6.1, one has

$$
\rho^{\prime}(s)=\kappa\left(a\left\lceil s-q_{\alpha}\right\rfloor^{a-1}\left|q_{\omega}-s\right|^{b}+b\left\lceil q_{\omega}-s\right\rfloor^{b-1}\left|s-q_{\alpha}\right|^{a}\right) .
$$

where $\lceil x\rfloor^{a}=\operatorname{sgn} x|x|^{a}$. Hence, if $a, b \in(0.5,1)$, then $\rho^{\prime}(\cdot)$ discontinuous at $q_{\alpha}$ and $q_{\omega}$, whereas
$u_{s}(s)=\rho^{\prime}(s) \rho(s)=\kappa^{2}\left(a\left\lceil s-q_{\alpha}\right\rfloor^{2 a-1}\left|q_{\omega}-s\right|^{2 b}+b\left\lceil q_{\omega}-s\right\rfloor^{2 b-1}\left|s-q_{\alpha}\right|^{2 a}\right)$
is not. Note, however, that similarly to the control law (3.34), if $p(x)=$ $\operatorname{sat}_{q_{\alpha}}^{q_{\omega}}(q)$, then any orbitally stabilizing feedback cannot be Lipschitz (in terms of $e$ ) about $x_{\omega}$ either. This is due to the fact that $\rho^{\prime}(s) \rightarrow-\infty$ as $s \rightarrow s_{\omega}$, which can result in additional attractive equilibrium points if not compensated for by an appropriately chosen feedback controller.

Note also that for such a maneuver to exist in the solution space of an underactuated mechanical system (see Chapter 5), the reduced dynamics (5.22) must a have certain type of singular point at the respective boundaries. Take, for example, $s \ddot{s}+(1-a) \dot{s}^{2}-b s(s-c)=0$ with $a>3 / 2$ and
$b, c>0$. It has a heteroclinic orbit connecting $s_{\alpha}=0$ and $s_{\omega}=c$. Here $s_{\alpha}$ is not only an equilibrium point, but also a singular point of the type considered in [193] which we briefly discussed in Section 5.3.2, making it finite-time repellent with respect to the heteroclinic orbit.

### 6.3.5 Constructing an orbitally stabilizing feedback

As shown in Example 6.1, one can combine Theorem 6.10 with a specific projection operator as in [22].

Corollary 6.11. If there exist $\mathcal{C}^{1}$-smooth, matrix-valued functions $L, Q$ : $\mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ satisfying, for all $s \in \mathcal{S}$,

$$
\begin{equation*}
\rho(s) L^{\prime}(s)+A_{c l}^{\top}(s) L(s)+L(s) A_{c l}(s)=-Q(s) \tag{6.28}
\end{equation*}
$$

Then $L(s)$ satisfies the conditions in Theorem 6.10 if $x_{s}(\cdot)$ is of class $\mathcal{C}^{3}$ and $p(\cdot)$ is taken as in Proposition 6.5 with $\Lambda(s)=L(s)$.

Corollary 6.11 clearly shows the possibility of finding a matrix $K(\cdot)$ of feedback gains that solves Problem 6.6 by solving a differential Riccati equation. However, it also forces one to use a particular projection operator (see Proposition 6.5), which generally requires one to solve an optimization problem at each iteration. Meanwhile, Example 6.1 showed that it also can be possible to find projection operators which are very simple, e.g. operators only depending on the configuration variables of the system. This motivates the need for a method which allows one to attempt to find a solution for any choice of projection operator. Thus, let $B_{\perp}(s):=\mathcal{E}_{\perp}(s) B_{s}(s)$ and

$$
A_{\perp}(s):=\mathcal{E}_{\perp}(s) A_{s}(s)-\rho(s) \mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \mathcal{E}_{\perp}(s)
$$

The following statement, which is a slight modification of the differential linear matrix inequality approach (differential LMI) of Proposition 4.46, can be used to obtain such a method.

Proposition 6.12. Given a projection operator $p(\cdot)$ which is $\mathcal{C}^{2}$-smooth within $\mathcal{T}$, suppose that for some strictly positive, smooth function $\lambda: \mathcal{S} \rightarrow$ $\mathbb{R}_{>0}$, there exists a pair of smooth matrix-valued functions

$$
Y: \mathcal{S} \rightarrow \mathbb{R}^{m \times n} \quad \text { and } \quad W: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}
$$

which, for all $s \in \mathcal{S}$, satisfy the matrix inequality

$$
\begin{align*}
\rho(s) W^{\prime}(s) & -W(s) A_{\perp}^{\top}(s)-A_{\perp}(s) W(s)-Y^{\top}(s) B_{\perp}^{\top}(s) \\
& -B_{\perp}(s) Y(s)-\lambda(s)\left[\mathcal{E}_{\perp}(s) W(s)+W(s) \mathcal{E}_{\perp}^{\top}(s)\right] \succeq \mathbf{0}_{n} . \tag{6.29}
\end{align*}
$$

Further suppose that for some $K_{\alpha}, K_{\omega} \in \mathbb{R}^{m \times n}$, which are such that $\left(A_{s}\left(s_{\alpha}\right)+\right.$ $\left.B_{s}\left(s_{\alpha}\right) K_{\alpha}\right)$ and $\left(A_{s}\left(s_{\omega}\right)+B_{s}\left(s_{\omega}\right) K_{\omega}\right)$ are both Hurwitz, one has

$$
\begin{equation*}
K_{\alpha} W\left(s_{\alpha}\right)=Y\left(s_{\alpha}\right) \quad \text { and } \quad K_{\omega} W\left(s_{\omega}\right)=Y\left(s_{\omega}\right) \tag{6.30}
\end{equation*}
$$

Then by taking $K(s)=Y(s) W^{-1}(s)$, the matrix function $L(s)=W^{-1}(s)$ satisfies all the conditions in Theorem 6.10.

Proof. That there exist a smooth matrix-valued function $Q_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ such that $L=W^{-1} \in \mathbb{M}_{\succ 0}^{n}$ solves the PLDE (6.21) follows from the proof of Proposition 4.46. Thus we only need to demonstrate that the ALEs (6.20) are also satisfied. To this end, we note that the constant matrix $A_{c l}\left(s_{\alpha}\right)=A_{s}\left(s_{\alpha}\right)+B_{s}\left(s_{\alpha}\right) Y\left(s_{\alpha}\right) W^{-1}\left(s_{\alpha}\right)$ is Hurwitz. Thus by Theorem 1 in [183], there exists a matrix $\hat{Q}_{\alpha} \in \mathbb{M}_{\succ 0}^{n}$ such that $\operatorname{sym}\left[A_{s}\left(s_{\alpha}\right) W\left(s_{\alpha}\right)+\right.$ $\left.B_{s}\left(s_{\alpha}\right) Y\left(s_{\alpha}\right)\right]=-2^{-1} \hat{Q}_{\alpha}$, where $\operatorname{sym}[A]=2^{-1}\left(A+A^{\top}\right)$. For $L\left(s_{\alpha}\right)=$ $W^{-1}\left(s_{\alpha}\right)$ we may therefore take $Q_{\alpha}=W^{-1}\left(s_{\alpha}\right) \hat{Q}_{\alpha} W^{-1}\left(s_{\alpha}\right)$ in (6.20a). Since the exact same arguments can be used for the point $s_{\omega}$, the statement follows.

In order to find a solution pair $(W, Y)$ to Proposition 6.12, one can use some transcription method as to discretize the differential LMI (6.29) into a finite set of LMIs. One can then attempt to find an approximate solution using semi-definite programming (SDP). In regard to handling the constant stabilizing matrices $K_{\alpha}$ and $K_{\omega}$ in the resulting SDP formulation, there are two main options:

1) Add, for both $s \in\left\{s_{\alpha}, s_{\omega}\right\}$, the LMI constraints

$$
W(s) A_{s}^{\top}(s)+A_{s}(s) W(s)+Y^{\top}(s) B_{s}(s)+B_{s}(s) Y(s) \prec \mathbf{0}_{n}
$$

2) Add the equality constraints (6.30), in which some stabilizing matrices $K_{\alpha}$ and $K_{\omega}$ have already been found.

In case of the latter option, one can for example use LQR: Take, for both $i \in\{0, f\}$,

$$
K_{i}=-\Gamma_{i}^{-1} B_{s}^{\top}\left(s_{i}\right) R_{i},
$$

where $R_{i} \in \mathbb{M}_{\succ 0}^{n}$ solves the algebraic Riccati equation

$$
\begin{equation*}
A_{s}^{\top}\left(s_{i}\right) R_{i}+R_{i} A_{s}\left(s_{i}\right)-R_{i} B_{s}\left(s_{i}\right) \Gamma_{i}^{-1} B_{s}^{\top}\left(s_{i}\right) R_{i}=-Q_{i} \tag{6.31}
\end{equation*}
$$

given some $\Gamma_{i} \in \mathbb{M}_{\succ 0}^{m}$ and $Q_{i} \in \mathbb{M}_{\succ 0}^{n}$.


Figure 6.3: The coordinate convention used in Section 6.4.1, with frame having the form of the "butterfly" robot.

### 6.4 Application to non-prehensile manipulation

We will now apply the feedback design approach outlined in Section 6.3.4 as to solve the following non-prehensile manipulation [5] problem: Generate an asymptotically orbitally stable PtP maneuver corresponding to a ball rolling between any two points upon an actuated planar frame. ${ }^{3}$ In order construct such a maneuver, we will utilize the synchronization functionbased approach we considered in Chapter 5, specifically Theorem 5.18. To this end, we begin by describing the system model and provide some necessary assumptions.

### 6.4.1 System description and mathematical model

Consider a rigid ball of (effective) radius $r_{b}$ rolling without slipping upon the boundary of a solid, actuated frame as seen in Figure 6.3. The edge of the frame is traced out by the polar coordinates $\left(\vartheta, r_{f}(\vartheta)\right)$, that is $\vec{r}_{f}(\vartheta)=$ $r_{f}(\vartheta) \operatorname{col}(\sin (\vartheta), \cos (\vartheta))$, with $\vartheta \in \mathcal{I} \subseteq \mathbb{S}^{1}$ and where the scalar function $r_{f}: \mathcal{I} \rightarrow \mathbb{R}_{>0}$ is smooth. Note that this representation can be used to describe several well-known nonlinear systems, including the following three systems which are depicted in Figure 6.4:

- the ball-and-beam [205] $\left(r_{f}(\vartheta)=\frac{\text { const. }}{\cos (\vartheta)}\right)$;
- the disk-on-disk [206] $\left(r_{f}(\vartheta)=\right.$ const. $)$;
- as well as the so-called butterfly robot [4, 144].

[^33]

Figure 6.4: Examples of underactuated, nonlinear systems within the class of systems considered in Section 6.4.1, in which a yellow ball can be indirectly controlled through its contact with an actuated (gray) frame.

For later, we note that the frame of the butterfly robot, which is a smooth figure-of-eight-shaped Jordan curve, for example can be of the following form [144]:

$$
\begin{equation*}
r_{f}(\vartheta)=a-b \cos (2 \vartheta), \quad a, b \in \mathbb{R}_{>0} \tag{6.32}
\end{equation*}
$$

In order to derive the equations governing the dynamics of these types of systems, we will make the following assumptions, for which the validity of the latter two must be checked for any found motion of the system:

A1. The ball's center traces out a smooth curve when it traverses the frame, i.e., there are no cusps (see, e.g., [207];

A2. The ball is always in contact with the frame;

A3. The ball always rolls without slipping.
Let $\theta$ and $\varphi$ be defined as shown in Figure 6.3, such the position of the ball's center in the frame's body-fixed frame is given by the vector $\vec{\sigma}=\vec{\sigma}(\varphi)$ depicted in Figure 6.3. Given the arc length $\zeta_{f}(\vartheta)=\int_{\alpha}^{\vartheta}\left\|\vec{r}_{f}^{\prime}(\mu)\right\| d \mu$, we denote by $\vec{\tau}_{f}(\vartheta)=\frac{d \vec{r}_{f}}{d \zeta_{f}}(\vartheta)$ the unit tangent vector to $\vec{r}_{f}$ at $\vartheta$, and by $\vec{n}_{f}(\vartheta)=$ $\vec{k} \times \vec{\tau}_{f}(\vartheta), \vec{k}:=\operatorname{col}(0,0,1)$, the corresponding unit normal vector. Note that if Assumption A1 holds, then there exists a diffeomorphism $\vartheta=h(\varphi)$. Hence the unit tangent and normal vectors to $\vec{\sigma}(\varphi)$ (see Figure 6.3) are found by $\vec{n}(\varphi)=\left(\vec{n}_{f} \circ h\right)(\varphi)$ and $\vec{\tau}(\varphi)=\left(\vec{\tau}_{f} \circ h\right)(\varphi)$. Moreover, since clearly $\vec{\sigma}(\varphi)=\left(\vec{r}_{f} \circ h\right)(\varphi)+r_{b} \vec{n}(\varphi)$, the arc length is

$$
\left.\zeta(\varphi)=\int_{\alpha}^{\varphi}\left\|\vec{\sigma}^{\prime}(\mu)\right\| d \mu=\int_{\alpha}^{\varphi} \|\left(\frac{d \vec{r}_{f}}{d \vartheta} \circ h\right)(\mu)+r_{b}\left(\frac{d \vec{n}_{f}}{d \vartheta} \circ h\right)(\mu)\right) \|\left|h^{\prime}(\mu)\right| d \mu .
$$

Using the Frenet formula [207], i.e. $\vec{n}_{f}(\vartheta)=-\kappa_{f}(\vartheta) \vec{\tau}_{f}\left(\vartheta\right.$, where $\kappa_{f}$ is the signed curvature of $\vec{r}_{f}$ at $\vartheta$, this can be written as

$$
\zeta=\int_{0}^{\vartheta}\left|1-r_{b} \kappa_{f}(\mu)\right|\left\|\vec{r}_{f}^{\prime}(\mu)\right\| d \mu
$$

which clearly shows the need for Assumption A1 to hold.
As in [144], we take $q=\operatorname{col}(\theta, \varphi)$ as generalized coordinates. Assuming A1-A3 holds, one finds, by using the above derivations, that the mechanical system's kinetic- and potential energy can be completely determined from $q$ and $\dot{q}$. By using the Euler Lagrange equations and the procedure outlined in Section 5.2, one therefore finds that the system's dynamic equations of motion can be written in the form (5.2), i.e.,

$$
\begin{equation*}
\mathbf{M}(q) \ddot{q}+\mathbf{C}(q, \dot{q}) \dot{q}+\mathbf{G}(q)=\mathbf{B}_{u} u \tag{5.2}
\end{equation*}
$$

where $\mathbf{B}_{u}=\operatorname{col}(1,0)$, as well as

$$
\begin{aligned}
\mathbf{M}(q) & =\left[\begin{array}{cc}
J_{f}+J_{b}+m\|\vec{\sigma}\|^{2} & -\left(m \vec{\sigma} \cdot \vec{n}+\frac{J_{b}}{r_{b}}\right) \zeta^{\prime} \\
-\left(m \vec{\sigma} \cdot \vec{n}+\frac{J_{b}}{r_{b}}\right) \zeta^{\prime} & \left(\frac{J_{b}}{r_{b}^{2}}+m\right) \zeta^{\prime 2}
\end{array}\right] \\
\mathbf{C}(q, \dot{q}) & =\left[\begin{array}{cc}
c_{11} \dot{\varphi} & c_{11} \dot{\theta}-c_{12} \dot{\varphi} \\
-c_{11} \dot{\theta} & \left(\frac{J_{b}}{r_{b}^{2}}+m\right) \zeta^{\prime} \zeta^{\prime \prime} \dot{\varphi}
\end{array}\right] \\
\mathbf{G}(q) & =\operatorname{col}\left(m \vec{g} \cdot\left(\left(\frac{d}{d \theta} \operatorname{Rot}(\theta)\right) \vec{\sigma}\right), m \vec{g} \cdot\left(\operatorname{Rot}(\theta) \vec{\tau} \zeta^{\prime}\right)\right) .
\end{aligned}
$$

Here $c_{11}:=m \zeta^{\prime} \vec{\sigma} \cdot \vec{\tau}, c_{12}:=\left(m \vec{\sigma} \cdot \vec{n}+\frac{J_{b}}{r_{b}}\right) \zeta^{\prime \prime}+c_{11} \kappa \zeta^{\prime}$ and $\vec{g}=\operatorname{col}(0, g) ; m$ denotes the ball's mass; $J_{f}$ and $J_{b}$ are the the moments of inertia of the frame and ball, respectively; $\kappa(\varphi)$ is the signed curvature of $\vec{\sigma}(\varphi) ; g=9.81 \mathrm{~m} \mathrm{~s}^{-2}$ is the gravitational acceleration; and $\operatorname{Rot} \in \mathbf{S O}(2)$ is the counterclockwise planar rotation matrix.

### 6.4.2 Maneuver design

We will now utilize the procedure outlined in Section 5.3.4 to plan PtP maneuvers for such systems. For this purpose, let $\psi(\varphi)$ denote the tangential angle of the polar curve at $\varphi$. Namely, the angle such that the unit tangent vector $\vec{\tau}$ at $\varphi$ can be written as $\vec{\tau}=\operatorname{col}(\cos (\psi), \sin (\psi))$; or equivalently, the angle such that $\frac{\partial \psi}{\partial \zeta}=\kappa$ (recall that $\zeta$ is the arc length and $\kappa=\kappa(\varphi)$ is the signed curvature of $\vec{\sigma}(\varphi))$. Hence $\psi$ is trivial for systems with constant curvature, e.g., $\psi \equiv 0$ for the ball-and-beam system and $\psi=-\varphi$ for the disk-on-disk.

With this in mind, consider

$$
\begin{equation*}
\Phi(s)=\operatorname{col}(\Theta(s)-\psi(s), s), \quad s \in \mathcal{S} \subseteq \mathbb{S} \tag{6.33}
\end{equation*}
$$

for some smooth, scalar function $\Theta(\cdot)$. Simply put, if one takes $\Theta=0$, then the vector of synchronization functions (6.33) aligns $\vec{\tau}$ with the fixed horizontal axis (see Figure 6.3), such that the ball can be consider as to be rolling on a horizontal surface. The function $\Theta(\cdot)$ can therefore be used to slow down or speed up the rolling motion by altering the artificial "slope" upon which the ball rolls.

For this vector of synchronization functions $\Phi(\cdot)$, one finds that the scalar functions $\alpha(\cdot)$ and $\gamma(\cdot)$ which appear in corresponding reduced dynamics (5.22), that is

$$
\begin{equation*}
\alpha(s) \ddot{s}+\beta(s) \dot{s}^{2}+\gamma(s)=0 \tag{6.34}
\end{equation*}
$$

are given by

$$
\begin{align*}
& \alpha(s)=\left(\frac{J_{b}}{R}\left(\kappa+\frac{1}{R}\right)+m(1+\vec{\sigma} \cdot \vec{\kappa})\right) \zeta^{\prime 2}-\left(m \vec{\sigma} \cdot \vec{n}+\frac{J_{b}}{R}\right) \zeta^{\prime} \Theta^{\prime}  \tag{6.35a}\\
& \gamma(s)=m g \zeta^{\prime} \sin (\Theta(s)) \tag{6.35b}
\end{align*}
$$

From this and Lemma 5.5, the following can be deduced:
Proposition 6.13. A point $s_{e} \in \mathcal{S}$, for which $\alpha\left(s_{e}\right) \neq 0$, is an equilibrium point of (6.34) if $\Theta\left(s_{e}\right) \equiv 0$. Moreover, it is a center if $\Theta^{\prime}\left(s_{e}\right) / \alpha\left(s_{e}\right)>0$, or a saddle if $\Theta^{\prime}\left(s_{e}\right) / \alpha\left(s_{e}\right)<0$.

One can therefore choose the equilibrium points of (6.34) freely through the choice of $\Theta$. This, in turn, can be utilized to find a solution satisfying the conditions in Theorem 5.18 for the existence of a heteroclinic orbit in the second-order system (6.34). More specifically, let $\Theta$ be taken such that: $\alpha(s) \neq 0$ on $\mathcal{S} ; \Theta^{\prime}\left(s_{\alpha}\right) / \alpha\left(s_{\alpha}\right) \leq 0$ and $\Theta^{\prime}\left(s_{\omega}\right) / \alpha\left(s_{\omega}\right) \leq 0$; as well as $\Theta\left(s_{e}\right)=0$ and $\Theta^{\prime}\left(s_{e}\right) / \alpha\left(s_{e}\right)>0$ for some $s_{e} \in \operatorname{int} \mathcal{S}$. Then Condition (5.41) corresponds to the existence of a separatrix connecting $s_{\alpha}$ and $s_{\omega}$, for which the corresponding function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ can be found from (5.32). We utilize this procedure in the following example.

### 6.4.3 Simulation example: The butterfly robot

As an example, we will consider the "butterfly" robot (BR) given by (6.32), with the values of the system parameters given in Table 6.1. The specific task we will consider is to steer the ball from $\varphi_{\alpha}=0 \mathrm{rad}$ to $\varphi_{\omega}=2 \mathrm{rad}{ }^{4}$

[^34]Table 6.1: Parameter values of the butterfly robot used in the simulations.

| $m[\mathrm{~kg}]$ | $r_{b}[\mathrm{~m}]$ | $J_{b}\left[\mathrm{~kg} \mathrm{~m}^{2}\right]$ | $J_{f}\left[\mathrm{~kg} \mathrm{~m}^{2}\right]$ | $a[\mathrm{~m}]$ | $b[\mathrm{~m}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $3.0 \times 10^{-3}$ | $1.09 \times 10^{-2}$ | $5.8 \times 10^{-7}$ | $8.9 \times 10^{-4}$ | $1.14 \times 10^{-1}$ | $3.9 \times 10^{-2}$ |



Figure 6.5: Phase portrait of (6.34), with the red curve $\dot{s}=\rho(s)$ the unique solution of (6.34) satisfying P2 in Definition 6.1.

Motion planning: In light of Proposition 6.13 , we will consider the synchronization functions (6.33) with

$$
\begin{equation*}
\Theta(s)=k\left(s-s_{\alpha}\right)\left(s-s_{e}\right)\left(s_{\omega}-s\right)^{2} \tag{6.36}
\end{equation*}
$$

where $s_{\alpha}=0, s_{e} \approx 0.707, s_{\omega}=2$, and $k=0.01$. The corresponding unique (positive) solution to (6.34) of the form $\dot{s}=\rho(s)$ found using the integrability of the reduced dynamics, i.e. (5.27), and satisfying Property $\mathbf{P 2}$ in Definition 6.1, is the red curve in Figure 6.5. The corresponding nominal control input found from (5.15) can be seen in Figure 6.6, where it is measured relative to the right vertical axis.

Projection operator: We took $\Lambda=\operatorname{diag}(0,1,0,0)$ in (6.8) with $\mathcal{S}:=$ $\left[s_{\alpha}, s_{\omega}\right]$, which is equivalent to $p(x)=\operatorname{sat}_{s_{\alpha}}^{s_{\omega}}(\varphi)$, with $\operatorname{sat}_{a}^{b}: \mathbb{R} \rightarrow[a, b]$ the saturation function. Following the discussion in Section 6.3.4, it was implemented as $p(x)=\operatorname{sat}_{s_{\alpha}+\epsilon}^{s_{\omega}}(\varphi)$, where the dynamic variable $\epsilon \in\left[0, \epsilon_{M}\right]$ was governed by $\dot{\epsilon}=\epsilon_{M} \operatorname{sign}\left(\epsilon_{M}-\left\|x-x_{\alpha}\right\|\right)$ with $\epsilon_{M}=10^{-3}$ (similar results were obtained with a constant $\left.\epsilon=\epsilon_{M}\right)$.
point mass that is sliding. The crucial difference, however, is that, as opposed to our method, their approach is limited to a very specific orbit, and it uses an energy-based control strategy with separate "swing-up" and "balance" controllers.


Figure 6.6: Found elements of $K(s)=\left[k_{1}(s), k_{2}(s), k_{3}(s), k_{4}(s)\right]$ (left axis) and the nominal control input $u_{s}(s)$ (right axis).

Control design: Since the Jacobian linearization is controllable (and therefore stabilizable) at both $x_{\alpha}=x_{s}\left(s_{\alpha}\right)$ and $x_{\omega}=x_{s}\left(s_{\omega}\right)$, we computed a pair of constant LQR-based feedback matrices $K_{\alpha}, K_{\omega} \in \mathbb{R}^{m \times n}$ by solving the algebraic Riccati equations (6.31) using the CARE command in MATLAB with $\Gamma_{\alpha}=\Gamma_{\omega}=10^{5}$ and $Q_{\alpha}=Q_{\omega}=\mathbf{I}_{4}$. Note that the magnitude of $\Gamma_{\alpha}$ and $\Gamma_{\omega}$ here simply reflects the small parameter values (see Table 6.1). We then took $\lambda=0.5$, and formulated a semidefinite programming (SDP) problem following Proposition 6.12 with the equality constraints (6.30). In order to transcribe the differential LMI (6.29) into a finite number of LMIs, we took the elements of the matrix functions $W$ and $Y$ as sixth-order Beziér polynomials, and took (6.29) evaluated at 200 evenly spaced points as LMI constraints in the SDP. The resulting SDP was then solved using the YALMIP toolbox for MATLAB [200] together with the SDPT3 solver [201]. Figure 6.6 shows the elements of the obtained $K(s)=Y(s) W^{-1}(s) \in \mathbb{R}^{1 \times 4}$.

Simulation results: The response of the system when starting with the initial conditions $x(0)=x_{\alpha}+\operatorname{col}(0.1,-0.3,0,0)$ is shown in Figure 6.7, with some snapshots of the system's configuration shown in Figure 6.8. As the states are initially within the half-ball corresponding to $x_{\alpha}$, it can be seen that the controller therefore first brings the states close to $x_{\alpha}$, after which they then follow the nominal orbit to $x_{\omega}$. Notice also that the normal force $F_{n}$ between the ball and the frame is everywhere positive, meaning that the previously made assumption that the ball does not depart from the frame is not violated.

Figure 6.9 shows the system response for the initial conditions $x(0)=$ $x_{\omega}+\operatorname{col}(0.1,0.1,0,0)$. Interestingly, these initial conditions do not lie in


Figure 6.7: Response of the BR system initialized close to $x_{\alpha}$.


Figure 6.8: Snapshots of the configuration of the "butterfly" robot system corresponding to the response shown in Fig. 6.7.


Figure 6.9: Response of the BR system initialized close to $x_{\omega}$.
the region of attraction of the linear feedback $u=u_{s}\left(s_{\omega}\right)+K\left(s_{\omega}\right)\left(x-x_{\omega}\right)$. Notice also that $\varphi$ becomes less than $2 \operatorname{rad}$ just before $t=1 \mathrm{~s}$, at which the gradient of the projection operator has a discontinuity. It can be seen that the smoothness of the control signal is violated at this time instant, but it is clear from the highlighted rectangle that Lipschitz continuity is preserved.

To test the sensitivity of the closed-loop system to noise and perturbations, we again simulated the system with the initial conditions $x(0)=$ $x_{\alpha}+\operatorname{col}(0.1,-0.3,0,0)$ but with a small amount of white noise added to the measurements passed to the controller, with the actual mass of the ball, $m_{b}$, being $10 \%$ larger than that assumed, as well as with the matched disturbances $10^{-4} \sin (t)$ added to the right-hand side of (5.2). The resulting system response is shown in Figure 6.10. As seen in Figure 6.11, even with a $90 \%$ reduction in the ball's mass, as well as noise and a matched disturbance, the control law is still able to bring the states close to $x_{\omega}$ (ensuring its practical stability), although it is clear that the controller's maneuver-following capabilities have significantly deteriorated.


Figure 6.10: Response of the BR system initialized close to $x_{\alpha}$, with white noise added to all the state measurements, with the mass of the ball increased by $10 \%$ and subject to a small matched disturbance.


Figure 6.11: Response of the "butterfly" robot when the mass of the ball is $90 \%$ smaller, with noise and a matched disturbance.

## Chapter 7

## Orbital Stabilization of Cycles in Hybrid Systems

The problem of stabilizing (hybrid) periodic orbits of a class of hybrid dynamical systems is considered in this chapter. A numerical framework for finding such orbits for a class of hybrid underactuated mechanical systems is also presented.

### 7.1 Introduction

There are a variety of dynamical systems whose behaviors cannot be descried by a single set of ordinary differential equations with a locally Lipschitz continuous right-hand side. An example is an oscillatory system subject to dry friction due to the discrete nature of dry (Coulomb) friction. Other examples include systems which can experience short-lived events resulting in either an abrupt change (jump) in the system's states or a complete change of its mode. The latter case may for instance correspond to the time instant at which a loss of contact occurs between two rigid bodies (e.g. the ball departing from the frame of the butterfly robot; see Sec. 6.4); whereas the former may correspond to certain systems experiencing collisions or impacts. If such abrupt changes occur on a sufficiently small time interval, then idealizing these events as instantaneous, discrete transitions between different phases (modes) of the dynamical system might be justified. Such an idealization gives rise to a hybrid dynamical system [209, 210], where the system's dynamics are represented by a series of continuous-time dynamics which can be interconnected by discrete jump events. These events are triggered when the system's states (in the given mode) hits certain switching surfaces while simultaneously satisfying certain transitioning laws (guards).

A solution of a hybrid dynamical system, a hybrid trajectory, may therefore consist of a series of sub-arcs, each corresponding to a different mode with its own set of differential equations. If the continuous-time dynamics in each mode are sufficiently smooth, then a linearization about the trajectory's sub-arcs can be carried out in the usual manner to obtain the first-order variational system (see Sec. 2.3). Moreover, if two sub-arcs of a trajectory, each governed by its own set of differential equations, are connected by a continuous transition, then the two linearizations in each sub-arc can be concatenated together using the so-called Saltation matrix [211], thus possibly allowing for characterization of the stability of a hybrid trajectory from the first-order approximation. Indeed, by using the concept of Saltation matrices, Aizerman and Gantmakher [90] obtained a generalization of the Andronov-Vitt theorem (Thm. 2.8) in the case of a hybrid periodic trajectory consisting only of such continuous transitions; see also [26]. Furthermore, as to also allow for discrete jumps in the value of the states at the transitions, a similar construction to the Saltation matrix was proposed by Müller [212].

Our aim in this chapter is to utilize constructions similar to the Saltation matrix and its extension by Müller [212] for the purpose of orbitally stabilizing feedback design. For simplicity's sake, we will limit our studies to hybrid periodic orbits (cycles) along which a single, discrete jump in the values of the states occurs. Note, however, that the approach we suggest in Section 7.2 .1 can readily be extended to orbits along which an order series of such jumps occurs, as well as to those where the continuous-time dynamics change in between the discrete transitions. Note also that the approach is both conceptually similar to- and inspired by the approach proposed in [198, 213], where a specific set of transverse coordinates for hybrid periodic trajectories of underactuated mechanical systems was considered.

In the approach we suggest in this chapter, the same projection-based function considered in Chapter 6 will be utilized. A statement (see Thm. 7.2) will also be provided which allows for the construction of an orbitally stabilizing feedback by solving a semidefinite programming problem (cf. Prop. 4.46 and Thm. 6.12). In addition to the orbital stabilization scheme, we also present a method for planning hybrid cycles of underactuated mechanical systems. Specifically, using the theory of synchronization functions outlined in Chapter 5, we propose a series of steps allowing for an efficient numerical implementation of the motion planning procedure proposed in [198].

Outline: The chapter is organized as follows. We formulate the problem of orbital stabilization of a cycle for a class of hybrid dynamical systems in Section 7.2.1, as well as state the necessary assumptions and define the
notion of an $s$-parameterization for such orbits. In the sections 7.2.2-7.2.3 we introduce and prove the proposed orbital stabilization method. In Section 7.3 we suggest a numerical framework allowing one to search for hybrid cycles using nonlinear programming. The problem of generating an orbitally stabilizing walking gait of a three-link biped robot is considered as an example in Section 7.4.

### 7.2 Projection-based orbital stabilization

### 7.2.1 Problem formulation

Consider a hybrid dynamical system of the form

$$
\begin{array}{rlrl}
\dot{x} & =f(x)+B(x) u, & x \notin \boldsymbol{\Sigma}_{-}, \\
\boldsymbol{\Sigma}_{+} \ni x^{+} & =\mathbf{J}\left(x^{-}\right), & & x^{-} \in \boldsymbol{\Sigma}_{-} . \tag{7.1b}
\end{array}
$$

Here $x \in \mathbb{R}^{n}$ is the state and $u \in \mathbb{R}^{m}$ the controls. Both $f(\cdot)$ and the $B(\cdot)$ are assumed to be of class $\mathcal{C}^{2}$ as in the previous chapters, while the jump $\operatorname{map} \mathbf{J}: \boldsymbol{\Sigma}_{-} \rightarrow \boldsymbol{\Sigma}_{+}$is assumed to be $\mathcal{C}^{1}$ on $\boldsymbol{\Sigma}_{-}$. The switching surfaces $\boldsymbol{\Sigma}_{+}$ and $\boldsymbol{\Sigma}$ - are defined by

$$
\begin{align*}
& \boldsymbol{\Sigma}_{-}=\left\{x \in \mathbb{R}^{n}: \sigma_{-}(x)=0, v(x) \geq 0\right\}  \tag{7.2a}\\
& \boldsymbol{\Sigma}_{+}=\left\{x \in \mathbb{R}^{n}: \sigma_{+}(x)=0\right\} \tag{7.2b}
\end{align*}
$$

with $\sigma_{ \pm} \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}\right.$ ), while $v \in \mathcal{C}^{0}\left(\mathbb{R}^{n}, \mathbb{R}^{l}\right)$ for some positive integer $l$ (commonly $v= \pm \dot{\sigma}_{-}$with $\left\|D \sigma_{-} B\right\|=0$ ). Note that we will use the superscripts "-" and "+" throughout this chapter to denote the values of a function immediately before or after an instantaneous jump, respectively.

## Knowledge of an $s$-parameterized hybrid periodic maneuver

For simplicity's sake, we will only consider maneuvers which undergo a single jump, after which the states are returned to the maneuver's starting point and the motion is repeated. We will refer to a maneuver corresponding such a hybrid cycle as as hybrid periodic maneuver. Specifically, let $x_{a}, x_{b} \in \mathbb{R}^{n}$, $x_{a} \neq x_{b}$, denote two points in state space for which the following hold:

$$
\begin{equation*}
x_{a} \in \boldsymbol{\Sigma}_{+}, \quad x_{b} \in \boldsymbol{\Sigma}_{-}, \quad \text { and } \quad x_{a}=\mathbf{J}\left(x_{b}\right) . \tag{7.3}
\end{equation*}
$$

Similarly to the previous chapter, we will assume that we know an $s$ parameterization of a hybrid periodic maneuver, that is

$$
\mathcal{M}:=\left\{(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: x=x_{s}(s), u=u_{s}(s), s \in \mathcal{S}\right\}
$$

whose boundaries correspond to $x_{a}$ and $x_{b}$. Unlike the point-to-point maneuvers in Chapter 6, however, these boundary points are not (forced) equilibrium points of the dynamical system, and consequently they are not invariant limit points of the corresponding orbit. Thus, rather than the subscripts " $\alpha$ " and " $\omega$ ", we instead use " $a$ " and " $b$ ", which, in regard to the instantaneous jump, may be interpreted as to simply mean "after" and "before", respectively.

We define next the notion of an $s$-parameterization for this type of maneuver:

Definition 7.1. For $\mathcal{S}:=\left[s_{a}, s_{b}\right] \subset \mathbb{R}, s_{a}<s_{b}$, a triplet of functions $\left(x_{s}, u_{s}, \rho\right)$ of the form

$$
\begin{equation*}
x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}, \quad u_{s}: \mathcal{S} \rightarrow \mathbb{R}^{m}, \quad \text { and } \rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0} \tag{7.4}
\end{equation*}
$$

is said to constitute an $s$-parameterization of the hybrid periodic maneuver $\mathcal{M}$ of (6.1) if:
$\mathbf{P 1} x_{s}(\cdot)$ is $\mathcal{C}^{2}$, while $u_{s}(\cdot)$ and $\rho(\cdot)$ are $\mathcal{C}^{1} ;$
P2 $x_{s}\left(s_{a}\right)=x_{a}$ and $x_{s}\left(s_{b}\right)=x_{b}$, with $x_{a}$ and $x_{b}$ satisfying (7.3);
P3 $\rho(s)>0$ for all $s \in \mathcal{S}$;
$\mathbf{P} 4\|\mathcal{F}(s)\|>0$ for all $s \in \mathcal{S}$, where $\mathcal{F}(s):=x_{s}^{\prime}(s)$;
P5 $x_{s}: \mathcal{S} \rightarrow \mathbb{R}^{n}$ is one-to-one;
P6 $\mathcal{F}(s) \rho(s)=f\left(x_{s}(s)\right)+B\left(x_{s}(s)\right) u_{s}(s)$ for all $s \in \mathcal{S}$;
P7 $D \sigma_{+}\left(x_{a}\right) \mathcal{F}\left(s_{a}\right) \neq 0$ and $D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right) \neq 0$.
Thus the differences between an $s$-parameterized point-to-point maneuver (see Def. 6.1) and a hybrid periodic one as we consider it here are mainly threefold: 1) the maneuver's boundaries satisfy the jump condition (7.3) rather than corresponding to equilibrium points; 2) since the timescaling function $\rho$ does not vanish at the boundaries, the orbit's period can be computed by

$$
\begin{equation*}
T_{s}=\int_{s_{a}}^{s_{b}} \frac{1}{\rho(\tau)} d \tau>0 \tag{7.5}
\end{equation*}
$$

3) the additional strong transversality- (or "non-grazing impact-") conditions (see also [56]):

$$
\begin{equation*}
D \sigma_{+}\left(x_{a}\right) \mathcal{F}\left(s_{a}\right) \neq 0 \quad \text { and } \quad D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right) \neq 0 \tag{7.6}
\end{equation*}
$$



Figure 7.1: Illustration of the moving Poincaré section $\Pi(s)$ defined by (6.6) traveling along the orbit $\mathcal{O}$. Unlike the point-to-point maneuvers considered in the previous chapter, the orbit now begins and terminates at points $x_{a} \in \boldsymbol{\Sigma}_{+}$and $x_{b} \in \boldsymbol{\Sigma}_{-}$corresponding to the jump condition $x_{a}=\mathbf{J}\left(x_{b}\right)$. The gradient of the projection operator is assumed to be nonzero and well defined within the blueshaded tubular neighborhood $\mathcal{T}$, but vanishes within darkly shaded hemispheres $\mathcal{H}_{a}$ and $\mathcal{H}_{b}$ if the moving Poincaré section does not align with the switching surfaces.

## The orbital stabilization problem

As in the previous chapters, we will denote by $\mathcal{O} \subset \mathbb{R}^{n}$ the maneuver's orbit:

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n}: x=x_{s}(s), \quad s \in \mathcal{S}\right\} \tag{7.7}
\end{equation*}
$$

The task we will consider is again to solve the orbital stabilization problem for $\mathcal{O}$; see Problem 3.3. Namely, to render $\mathcal{O}$ exponentially stable with respect to (7.1) using some static state-feedback control law $u=k(x)$, with $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ locally Lipschitz in a neighborhood of $\mathcal{O}$.

### 7.2.2 Projection-based coordinates

As in Chapter 6, we will consider the function $e=e(x)$, defined by

$$
\begin{equation*}
e(x):=x-x_{p}(x)=x-\left(x_{s} \circ p\right)(x) \tag{7.8}
\end{equation*}
$$

Here $p: \mathfrak{X} \subset \mathbb{R}^{n} \rightarrow \mathcal{S}$ is a projection operator satisfying Definition 6.4 which is at least $\mathcal{C}^{2}$-smooth within the tubular neighborhood $\mathcal{T} .{ }^{1}$ Recall

[^35]that such an operator $p(\cdot)$ is well defined and locally Lipschitz within the closure of its domain $\operatorname{cl} \mathfrak{X}=\operatorname{cl}\left(\mathcal{H}_{a} \cup \mathcal{T} \cup \mathcal{H}_{b}\right)$ (see Figure 7.1), with $D p(x)$ being nonzero and $\mathcal{C}^{1}$ for all $x \in \mathcal{T}$, while $D p(x) \equiv 0$ when $x$ is within the interior of $\mathcal{H}_{i}:=\left\{x \in \mathfrak{X}: p(x)=s_{i}\right\}$ for both $i \in\{a, b\}$.

## The moving Poincaré section might not align with the switching surfaces

Recall that for any $x \in \mathcal{T} \subset \mathfrak{X}$, the set

$$
\Pi(s)=\{x \in \mathfrak{X}: p(x)=s\}
$$

illustrated in Figure 7.1, corresponds to a moving Poincaré section. Further recall that when the system's states lie upon such a hypersurface, the function (7.8) may be viewed as an excessive set of transverse coordinates upon it. Thus, its "first-order components" lie on $\mathbf{T} \Pi(p)$, with $\mathbf{T} \Pi(s):=\left\{x \in \mathbb{R}^{n}: \mathcal{P}(s) x=0\right\}$ the tangent space of $\Pi(s)$ at $x_{s}(s)$.

This, however, raises the question: How to ensure the stability of the zero-level set of $e$, i.e. the orbit $\mathcal{O}$, if the moving Poincaré section induced by $p(\cdot)$ does not (locally) align with one (or both) of the switching surfaces? Such a scenario is illustrated by the red- and green-shaded regions of $\mathcal{H}_{a}$ and $\mathcal{H}_{b}$ in Figure 7.1, and even more clearly about $x_{b}$ by the red-shaded region in Figure 7.2. Specifically, the issue which arises in such a scenario is how to determine the orbit's stability characteristics from the first-order approximation of the $e$-dynamics if the states leave the tubular neighborhood.

Several methods have been proposed in regard to either handling or avoiding this misalignment issue. For instance, an orthogonal coordinate transformation is utilized in [214] such that the nominal orbit in the new coordinates is orthogonal to the switching surface at the point of intersection. In [56], and more recently [215], one instead defines the projection operator such that its gradient locally aligns with the switching surfaces.

In this chapter, however, we will utilize an approach similar to the one proposed by Freidovich and collaborators in [198, 213], whose development is similar in both its structure and idea to the Saltation matrix mentioned in this chapter's introduction. While their approach is constructed for a specific set of $(n-1)$ transverse coordinates for underactuated mechanical systems, we consider it here for the function $e$ defined in (7.8).
Handling the misalignment between the switching surfaces and the moving Poincaré sections on the orbit's boundaries

Consider a point $\boldsymbol{\delta}_{e}^{-} \in \mathbf{T} \Pi\left(s_{b}\right)$ lying within the red-shaded region in Figure 7.2. We want to find its projection, denoted $\boldsymbol{\delta}_{x}^{-}$, upon $\mathbf{T} \boldsymbol{\Sigma}_{-}$along $\mathcal{F}\left(s_{b}\right)$.


Figure 7.2: Illustrates two different states crossing the switching surface $\Sigma_{-}$, whose tangent space at $x_{b}$ does not align with the tangent space of the final moving Poincaré section $\Pi\left(s_{b}\right)$. Whereas the left crossing point, $x_{l}^{-}$, lies within the blueshaded tube where the gradient of the projection operator is nonzero, the right crossing point, $x_{r}^{-}$, lies in the red zone within which $p(x) \equiv s_{b}$.

That is, we are looking for a number $\kappa$ such that $\boldsymbol{\delta}_{x}^{-}=\boldsymbol{\delta}_{e}^{-}+\kappa \mathcal{F}\left(s_{b}\right) \in \mathbf{T} \boldsymbol{\Sigma}_{-}$. To this end, we note that $D \sigma_{-}\left(x_{b}\right) \boldsymbol{\delta}_{x}^{-}=D \sigma_{-}\left(x_{b}\right)\left[\boldsymbol{\delta}_{e}^{-}+\kappa \mathcal{F}\left(s_{b}\right)\right] \equiv 0$, implying $\kappa=-\left(D \sigma_{-}\left(x_{b}\right) \boldsymbol{\delta}_{e}^{-}\right) /\left(D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right)\right)$. Hence

$$
\boldsymbol{\delta}_{x}^{-}=\left(\mathbf{I}_{n}-\frac{\mathcal{F}\left(s_{b}\right) D \sigma_{-}\left(x_{b}\right)}{D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right)}\right) \boldsymbol{\delta}_{e}^{-} .
$$

By similar arguments, one can easily show that $\boldsymbol{\delta}_{e}^{+}=\mathcal{E}_{\perp}\left(s_{a}\right) \boldsymbol{\delta}_{x}^{+}$is the projection of $\boldsymbol{\delta}_{x}^{+} \in \mathbf{T} \boldsymbol{\Sigma}_{+}$onto $\mathbf{T} \Pi\left(s_{a}\right)$ along $\mathcal{F}\left(s_{a}\right)$.

With this in mind, we define the projection matrix

$$
\begin{equation*}
\mathrm{P}_{\mathbf{T} \Sigma_{-}}:=\left(\mathbf{I}_{n}-\frac{\mathcal{F}\left(s_{b}\right) D \sigma_{-}\left(x_{b}\right)}{D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right)}\right) \tag{7.9}
\end{equation*}
$$

for which clearly $\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{F}\left(s_{b}\right)=\mathbf{0}_{n \times 1}$, and therefore $\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{E}_{\perp}\left(s_{b}\right)=\mathrm{P}_{\mathbf{T} \Sigma_{-}}$. Indeed, if the tangent surface of $\boldsymbol{\Sigma}_{-}$at $x_{b}$ aligns with the tangent of the moving Poincaré section $\Pi\left(s_{b}\right)$ (see Figure 7.2), then $\mathrm{P}_{\mathbf{T} \Sigma_{-}} \equiv \mathcal{E}_{\perp}\left(s_{b}\right)$.

Now note that the Jump condition (7.3), i.e. $x_{a}=\mathbf{J}\left(x_{b}\right)$, implies $\boldsymbol{\delta}_{x}^{+}=$ $D \mathbf{J}\left(x_{b}\right) \boldsymbol{\delta}_{x}^{-}$. Thus by combining this with the projection matrices obtained
above, we find that $\boldsymbol{\delta}_{e}^{+}=\mathbf{J}_{\perp} \boldsymbol{\delta}_{e}^{-}$, where

$$
\begin{equation*}
\mathbf{J}_{\perp}:=\mathcal{E}_{\perp}\left(s_{a}\right) D \mathbf{J}\left(x_{b}\right)\left(\mathbf{I}_{n}-\frac{\mathcal{F}\left(s_{b}\right) D \sigma_{-}\left(x_{b}\right)}{D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right)}\right) \tag{7.10}
\end{equation*}
$$

The matrix (7.10) will be a vital part of the method we will soon propose for designing an orbitally stabilizing control law. Roughly speaking, we will use it to state a condition, specifically a linear matrix inequality, which ensures that the discrete jump will not locally destabilize the cycle.

### 7.2.3 Method for orbitally stabilizing feedback design

In order to stabilize the orbit (7.7), we will again take inspiration from the approach in Chapter 6. We will consider a controller of the form

$$
\begin{equation*}
u=u_{s}(p)+K(p) \mathcal{E}_{\perp}(p) e \tag{7.11}
\end{equation*}
$$

where $p=p(x)$ and with $K: \mathcal{S} \rightarrow \mathbb{R}^{m}$ smooth. Here $\mathcal{E}_{\perp}(s):=\mathbf{I}_{n}-$ $\mathcal{F}(s) \mathcal{P}(s)$ is the projection matrix having the properties previously stated in Lemma 4.28, with $\mathcal{P}(s)$ corresponding to $D p\left(x_{s}(s)\right)$ evaluated within the tube $\mathcal{T}$. The difference between (7.11) and the control law (6.12) considered in Chapter 6 is therefore that we only consider the projection of $e$ onto $\mathbf{T} \Pi(p)$ by passing it through $\mathcal{E}_{\perp}(p)$. Using again Figure 7.2, the following paragraph provides some motivation for this modification:

Suppose the system's solution crosses the last moving Poincaré section, $\Pi\left(s_{b}\right)$, at the end of $\mathcal{T}$ and enters into $\mathcal{H}_{b}$, which is illustrated by the redshaded region in Figure 7.2. If this happens sufficiently close to $x_{b}$, we want the solution to eventually hit the switching surface, which on $\Pi\left(s_{b}\right)$ lies in the direction of $\mathcal{F}\left(s_{b}\right)$. This means that, ideally, the control law should not act on the the parts of $e$ lying in the span of $\mathcal{F}\left(s_{b}\right)$ for $x \in \mathcal{H}_{b}$. Hence we use $\mathcal{E}_{\perp}(p) e$ in the control law (7.11) rather than just $e$, which in fact could end up deteriorating the performance by "forcing" the controller to also act upon perturbation in the direction of $\mathcal{F}\left(s_{b}\right)$ when $x$ is within $\mathcal{H}_{b}$. The same reasoning can be applied in regard to trajectories passing through $\mathcal{H}_{a}$.

Let $A_{s}(s):=A\left(x_{s}(s), u_{s}(s)\right)$ and $B_{s}(s):=B\left(x_{s}(s)\right)$, with $A(x, u):=$ $D f(x)+\sum_{i=1}^{m} D b_{i}(x) u_{i}$, and denote $B_{\perp}(s):=\mathcal{E}_{\perp}(s) B_{s}(s)$ as well as

$$
A_{\perp}(s):=\mathcal{E}_{\perp}(s) A_{s}(s)-\rho(s) \mathcal{F}(s) \mathcal{F}^{\top}(s) D^{2} p\left(x_{s}(s)\right) \mathcal{E}_{\perp}(s)
$$

We will again take inspiration from [183] and suggest an approach utilizing a differential linear matrix inequality (LMI) in order to find a stabilizing feedback. While we have seen the use of such differential LMIs before in Chapter 4 and Chapter 6 (see Prop. 4.46 and Thm. 6.12, respectively), the
addition of an LMI which utilized the constructed jump map $\mathbf{J}_{\perp}$ defined in (7.10) to account for the discrete jump is the main novelty here. ${ }^{2}$

Theorem 7.2. Suppose that for some function $\lambda \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{R}_{>0}\right)$, there exist smooth matrix-valued functions $Y: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$ and $W: \mathcal{S} \rightarrow \mathbb{M}_{\succ 0}^{n}$ satisfying

$$
\begin{align*}
\rho(s) W^{\prime}(s)-W(s) A_{\perp}^{\top}(s) & -A_{\perp}(s) W(s)-Y(s)^{\top} B_{\perp}^{\top}(s)-B_{\perp}(s) Y(s)  \tag{7.12}\\
& -2^{-1} \lambda(s)\left[\mathcal{E}_{\perp}(s) W(s)+W(s) \mathcal{E}_{\perp}^{\top}(s)\right] \succeq \mathbf{0}_{n}
\end{align*}
$$

for all $s \in \mathcal{S}$. Further suppose that

$$
\left[\begin{array}{cc}
W\left(s_{b}\right)(1-\mu) & W\left(s_{b}\right) \mathbf{J}_{\perp}^{\top}  \tag{7.13}\\
\mathbf{J}_{\perp} W\left(s_{b}\right) & W\left(s_{a}\right)
\end{array}\right] \succeq 0
$$

for some $0<\mu \ll 1$ and with $\mathbf{J}_{\perp}$ defined in (7.10). Then, by taking for the hybrid system (7.1) the control law (7.11) with

$$
\begin{equation*}
K(s):=Y(s) W^{-1}(s) \mathcal{E}_{\perp}(s) \tag{7.14}
\end{equation*}
$$

the hybrid periodic orbit (7.7) is rendered asymptotically stable.

## Proof of Theorem 7.2

For the closed-loop system

$$
\begin{equation*}
\dot{x}=f_{c l}(x):=f(x)+B(x)\left[u_{s}(p)+K(p) e\right], \tag{7.15}
\end{equation*}
$$

consider the following Lyapunov-like ${ }^{3}$ function candidate for the orbit $\mathcal{O}$ defined in (7.7):

$$
\begin{equation*}
V_{\perp}:=e^{\top} \mathcal{E}_{\perp}^{\top}(p) W^{-1}(p) \mathcal{E}_{\perp}(p) e \tag{7.16}
\end{equation*}
$$

We will in the following show that: 1 ) the differential LMI (7.12) guarantees that $V_{\perp}$ is strictly decreasing within a subset of the tube $\mathcal{T}$ containing $\mathcal{O}$; 2) the LMI (7.13) both ensures that $V_{\perp}$ is not increasing over the jump if $x_{-}$is sufficiently close to $x_{b}$, and that this is true even if the system's solution enter into either one- or both of $\mathcal{H}_{a}$ and $\mathcal{H}_{b}$. Combined, these claims guarantee the existence of a tubular neighborhood of $\mathcal{O}$ lying entirely between the switching surfaces $\boldsymbol{\Sigma}_{+}$and $\boldsymbol{\Sigma}_{-}$, within which $V_{\perp}$ decays to zero. This, combined with the properties of $V_{\perp}$ listed in the following statement, proves the validity of Theorem 7.2.

[^36]Lemma 7.3. There is a neighborhood of the orbit $\mathcal{O}$ within which the function $V_{\perp}=V_{\perp}(x)$, defined in (7.16), is locally Lipschitz, as well as nonzero everywhere therein expect on the orbit where it vanishes.

Here the local Lipschitz property of $V_{\perp}$ is inherited from the projection operator, whereas the latter property follows from the fact that $V_{\perp}$ can vanish only if $\mathcal{E}_{\perp}(p) e=0$, which we in turn claim can only locally occur on $\mathcal{O}$ for $x \in \mathfrak{X}$. Indeed, let $\epsilon>0$ be some (sufficiently small) number such that $\mathcal{N}_{\epsilon} \backslash\left\{\boldsymbol{\Sigma}_{-} \cup \boldsymbol{\Sigma}_{+}\right\}$, with

$$
\mathcal{N}_{\epsilon}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(\mathcal{O}, x) \leq \epsilon\right\}
$$

consists of three connected regions. Let $\mathfrak{M}_{\epsilon} \subset \mathcal{N}_{\epsilon}$ denote the region lying between $\boldsymbol{\Sigma}_{-}$and $\boldsymbol{\Sigma}_{+}$as well as its intersection with these two surfaces. Thus $\mathfrak{M}_{\epsilon}$ is a tubular neighborhood of $\mathcal{O}$ whose ends align with the switching surfaces. This allows us to state the following statement, from which the above lemma follows.

Claim 7.4. There is an $\epsilon>0$ such that $\left\|\mathcal{E}_{\perp}(p(x)) e(x)\right\| \equiv 0$ within $\mathfrak{M}_{\epsilon}$ only if $x \in \mathcal{O}$.

Proof. From (4.47), we know that $\mathcal{E}_{\perp}(p(x)) e(x)$ does not locally vanish for $x$ in $\mathcal{T}$. What we need to check is therefore what occurs if there are regions within $\mathfrak{M}_{\epsilon}$ where $\|D p\|(x) \equiv 0$, thus corresponding to some subset of $\mathcal{H}_{a}$ or $\mathcal{H}_{b}$. To this end, we note from Claim 4.7 that $\|\mathcal{P}(s)\|=$ $\sqrt{1+\tan ^{2}(\varphi(s))} /\|\mathcal{F}(s)\|$, where $\varphi(s) \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ denotes the angle between $\mathcal{P}^{\top}(s)$ and $\mathcal{F}(s)$ in their common plane. Thus

$$
\begin{aligned}
\mathcal{E}_{\perp}\left(s_{b}\right) e & =e-\mathcal{F}\left(s_{b}\right) \mathcal{P}\left(s_{b}\right) e=e-\mathcal{F}\left(s_{b}\right)\left\|\mathcal{P}\left(s_{b}\right)\right\|\|e\| \cos (\theta) \\
& =e-\frac{\mathcal{F}\left(s_{b}\right)}{\left\|\mathcal{F}\left(s_{b}\right)\right\|} \sqrt{1+\tan ^{2}(\varphi(s))}\|e\| \cos (\theta)
\end{aligned}
$$

where $\theta$ is the angle between $e=x-x_{b}$ and $\mathcal{P}^{\top}\left(s_{b}\right)$ in their common plane. Setting this to equal to zero implies

$$
\frac{e}{\|e\|}=\frac{\mathcal{F}\left(s_{b}\right)}{\left\|\mathcal{F}\left(s_{b}\right)\right\|} \sqrt{1+\tan ^{2}(\varphi(s))} \cos (\theta)
$$

which can only occur when $e$ and $\mathcal{F}\left(s_{b}\right)$ are colinear. This is, however, impossible for sufficiently small $e$ due to the non-grazing condition (7.6) and the fact that $\sigma_{-} \in \mathcal{C}^{2}$ (the curvature of the switching surface is bounded). As we can use the exact same arguments about $x_{a}$, the claim is true.

## Contraction within a tubular neighborhood

Consider now the tube

$$
\mathcal{T}:=\{x \in \mathfrak{X}:\|D p\| \neq 0\} .
$$

Using the same arguments as in the proof of Theorem 6.10, the differential LMI (7.12) implies that there exists a $\zeta>0$, as well as a small tubular neighborhood of $\mathcal{N}$ of $\mathcal{O}$, such that

$$
\dot{V}_{\perp} \leq-\lambda(p) e^{\top} W^{-1}(p) e+O\left(\|e\|^{3}\right) \leq-\zeta V_{\perp}
$$

whenever $x$ is in $\mathcal{T} \cap \mathcal{N}$. Hence, for a solution $x(t)$ of (7.15) remaining in $\mathcal{T} \cap$ $\mathcal{N}$ over some time interval $\left[t_{a}, t\right]$ before eventually either leaving $\mathcal{T}$ or hitting $\boldsymbol{\Sigma}_{-}$, one has $V_{\perp}(t) \leq V_{\perp}\left(t_{a}\right) \exp \left\{-\zeta\left(t-t_{a}\right)\right\}$ by the comparison principle (see, e.g. [169, Theorem 1.1],[44, Lemma 3.4])). In fact, from this and the continuous dependence of the solutions to (7.15) on the initial conditions (see, e.g., [44, Theorem 3.5]) in the absence of any discrete dynamics, it follows that for any $\epsilon>0$, there is a $\delta>0$, such that by taking $x\left(t_{1}\right) \in \mathcal{T}$ satisfying $\left\|x\left(t_{1}\right)-x_{a}\right\|<\delta$, then, for $T_{s}$ as in (7.5), there is a $t_{2} \in\left[T_{s}-\epsilon, T_{s}+\right.$ $\epsilon]$ such that $x(t) \in \mathcal{T}$ for all $t$ in $\left[t_{1}, t_{2}\right], x\left(t_{2}\right) \in \mathcal{T}$ satisfies $\left\|x\left(t_{2}\right)-x_{b}\right\|<\epsilon$, and, moreover, $V_{\perp}\left(t_{2}\right) \leq V_{\perp}\left(t_{1}\right) \exp \{\epsilon-\eta\}$, with $\eta:=\int_{s_{a}}^{s_{b}} \lambda(\tau) / \rho(\tau) d \tau$.

Thus, we need to show that the theorem's hypotheses ensure that the value of $V_{\perp}$ does not increases over a jump even if a solution has entered into either $\mathcal{H}_{a}$ or $\mathcal{H}_{b}$ while remaining sufficiently close to $x_{a}$ and $x_{b}$, respectively.

## Non-increasing jump condition

Lemma 7.5. If the LMI (7.13) holds, then there exists a real number $c>0$ such that if $\left\|x_{b}-x^{-}\right\|<c$, then the function $V_{\perp}=V_{\perp}(x)$, defined in (7.16), is non-increasing over the resulting jump.

Proof. For some continuous function $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{l}, l \geq 1$, which is differentiable at a point $y \in \mathbb{R}^{n}$, we will in the following write

$$
h(x)=h(y)+D h(y)(x-y)+R_{h}^{1}(x-y)
$$

where $\left\|R_{h}^{1}(z)\right\| \in o(\|z\|)$ as $z \rightarrow 0$. If, moreover, $h$ is of class $\mathcal{C}^{2}$, then we replace $R_{h}^{1}(\cdot)$ by $R_{h}^{2}(\cdot)$ which satisfies $\left\|R_{h}^{2}(z)\right\| \in O\left(\|z\|^{2}\right)$.

We begin by noting that as $\mathbf{J}(\cdot)$ has been assumed to be differentiable at $x_{b}=x_{s}\left(s_{b}\right)$, we can, for $x$ in a small neighborhood of $x_{b}$, write

$$
\begin{equation*}
\mathbf{J}(x)=\mathbf{J}\left(x_{b}\right)+D \mathbf{J}\left(x_{b}\right)\left(x-x_{b}\right)+R_{\mathbf{J}}^{1}\left(x-x_{b}\right) . \tag{7.17}
\end{equation*}
$$

For some $\boldsymbol{\Sigma}^{+} \ni x^{+}=\mathbf{J}\left(x^{-}\right)$, with $x^{-} \in \boldsymbol{\Sigma}^{-}$close to $x_{b}$, it follows that

$$
\begin{equation*}
x^{+}-x_{a}=D \mathbf{J}\left(x_{b}\right)\left(x^{-}-x_{b}\right)+R_{\mathbf{J}}^{1}\left(x^{-}-x_{b}\right) . \tag{7.18}
\end{equation*}
$$

Now, since $\sigma_{-} \in \mathcal{C}^{2}$ and $\sigma_{-}\left(x_{b}\right) \equiv 0$, we can write

$$
\sigma_{-}(x)=D \sigma_{-}\left(x_{b}\right)\left(x-x_{b}\right)+R_{\sigma_{-}}^{2}\left(x-x_{b}\right) .
$$

Observe that for any $x^{-} \in \boldsymbol{\Sigma}^{-}$such that $\sigma_{-}\left(x^{-}\right) \equiv 0$, this implies

$$
\begin{equation*}
D \sigma_{-}\left(x_{b}\right)\left(x^{-}-x_{b}\right)=-R_{\sigma_{-}}^{2}\left(x^{-}-x_{b}\right) \tag{7.19}
\end{equation*}
$$

Recall here the projection matrix $\mathrm{P}_{\mathbf{T \Sigma} \Sigma_{-}}$, defined in (7.9), which satisfies $\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{F}\left(s_{b}\right)=\mathbf{0}_{n \times 1}$. Using this property, we can infer that

$$
\begin{equation*}
\mathrm{P}_{\mathbf{T} \Sigma_{-}}\left(x^{-}-x_{b}\right)=\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{E}_{\perp}\left(s_{b}\right)\left(x^{-}-x_{b}\right)=\left(x^{-}-x_{b}\right)+\mathcal{F}\left(s_{b}\right) \hat{R}_{\sigma_{-}}^{2} \tag{7.20}
\end{equation*}
$$

where $\hat{R}_{\sigma_{-}}^{2}:=R_{\sigma_{-}}^{2} /\left(D \sigma\left(x_{b}\right) \mathcal{F}\left(s_{b}\right)\right)$. Inserting this into (7.18) yields

$$
\begin{equation*}
x^{+}-x_{a}=D \mathbf{J}\left(x_{b}\right)\left[\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{E}_{\perp}\left(s_{b}\right)\left(x^{-}-x_{b}\right)-\mathcal{F}\left(s_{b}\right) \hat{R}_{\sigma_{-}}^{2}\right]+R_{\mathbf{J}}^{1}\left(x^{-}-x_{b}\right) \tag{7.21}
\end{equation*}
$$

Let us denote $x_{p}^{ \pm}=x_{p}\left(x^{ \pm}\right)$, such that $x^{ \pm}=e^{ \pm}+x_{p}^{ \pm}$. We have $x^{-}-x_{b}=$ $e^{-}+x_{p}^{-}-x_{b}$. Hence $x^{-}-x_{b}=e^{-}$whenever $x_{p}^{-}=x_{b}$, which corresponds to $x^{-} \in \mathcal{H}_{b}$ (see the red-shaded region in Figure 7.2); if not, then $x^{-} \in \mathcal{T}$ (see the blue-shaded tube).

Now, take note of the fact that for any $x \in \mathfrak{X}$ we can write $x_{b}=x_{p}(x)+$ $\int_{p(x)}^{s_{b}} \mathcal{F}(\tau) d \tau=: x_{p}(x)+F_{b}(x)$. Expanding $F_{b}(x):=\int_{p}^{s_{b}} \mathcal{F}(\tau) d \tau$ about $x_{b}$ yields

$$
F_{b}(x)=-\mathcal{F}\left(s_{b}\right) \mathcal{P}\left(s_{b}\right)\left(x-x_{b}\right)+R_{F_{b}}^{2}\left(x-x_{b}\right)
$$

and hence

$$
x-x_{b}=e-F(x)=e+\mathcal{F}\left(s_{b}\right) \mathcal{P}\left(s_{b}\right)\left(x-x_{b}\right)+R_{F_{b}}^{2}\left(x-x_{b}\right) .
$$

Thus we may by (7.21) write

$$
\begin{equation*}
x^{+}-x_{a}=D \mathbf{J}\left(x_{b}\right) \mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{E}_{\perp}\left(s_{b}\right) e^{-}+\hat{R}_{\mathbf{J}}^{1}\left(x^{-}-x_{b}\right) \tag{7.22}
\end{equation*}
$$

where $\hat{R}_{\mathbf{J}}^{1}\left(x^{-}\right)=R_{\mathbf{J}}^{1}\left(x^{-}\right)-D \mathbf{J}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right) \hat{R}_{\sigma_{-}}^{2}+r^{-}\left(x^{-}\right)$with

$$
r^{-}\left(x^{-}\right)= \begin{cases}\mathbf{0}_{n \times 1}, & \text { if } x_{p}\left(x^{-}\right)=x_{b} \\ D \mathbf{J}\left(x_{b}\right) \mathrm{P}_{\mathbf{T} \Sigma_{-} \mathcal{E}_{\perp}\left(s_{b}\right) R_{F_{b}}^{2}\left(x^{-}-x_{b}\right),} \text { otherwise }\end{cases}
$$

Consider now the left-hand side of (7.21). Similarly to the above analysis about the end of the cycle, we also have at the beginning that $x^{-}+x_{a}=e^{+}$ whenever $x_{p}^{+}=x_{a}$, whereas

$$
\begin{aligned}
x^{+}-x_{a} & =e^{+}+\int_{s_{a}}^{p(x)} \mathcal{F}(\tau) d \tau=: e^{+}+F_{a}(x) \\
& =e^{+}+\mathcal{F}\left(s_{a}\right) \mathcal{P}\left(s_{a}\right)\left(x^{+}-x_{a}\right)+R_{F_{a}}^{2}\left(x^{+}-x_{a}\right) .
\end{aligned}
$$

Hence $\mathcal{E}_{\perp}\left(s_{a}\right)\left(x^{+}-x_{a}\right)=\mathcal{E}_{\perp}\left(s_{a}\right) e^{+}+r_{+}\left(x^{+}\right)$, where

$$
r^{+}\left(x^{+}\right)= \begin{cases}0, & \text { if } x_{p}\left(x^{+}\right)=x_{a} \\ \mathcal{E}_{\perp}\left(s_{a}\right) R_{F_{a}}^{2}\left(x^{+}-x_{a}\right), & \text { otherwise }\end{cases}
$$

If we therefore multiply both sides of (7.22) from the left by $\mathcal{E}_{\perp}\left(s_{a}\right)$ and replace $x^{+}-x_{a}$ using (7.18), we find that

$$
\begin{equation*}
\mathcal{E}_{\perp}\left(s_{a}\right) e^{+}=\mathbf{J}_{\perp} \mathcal{E}_{\perp}\left(s_{b}\right) e^{-}+R_{\mathbf{J}_{\perp}}^{1}\left(x^{-}-x_{b}\right) \tag{7.23}
\end{equation*}
$$

where $R_{\mathbf{J}_{\perp}}^{1}\left(x-x_{b}\right):=\mathcal{E}_{\perp}\left(s_{a}\right)\left[\hat{R}_{\mathbf{J}}^{1}\left(x^{-}-x_{b}\right)-r^{+}\left(x^{+}-x_{a}\right)\right]$ and with $\mathbf{J}_{\perp}$ defined by (7.10).

Now in order to help us compute $V_{\perp}^{+}$and $V_{\perp}^{-}$, we first note that, by the fundamental theorem of calculus, we can, for any $s \in \mathcal{S}$, write
$\mathcal{E}_{\perp}^{\top}(p) W^{-1}(p) \mathcal{E}_{\perp}(p)=\mathcal{E}_{\perp}^{\top}(s) W^{-1}(s) \mathcal{E}_{\perp}(s)+\int_{s}^{p} \frac{d}{d \tau}\left[\mathcal{E}_{\perp}^{\top}(\tau) W^{-1}(\tau) \mathcal{E}_{\perp}(\tau)\right] d \tau$, where the magnitude of the integral term is $O\left(\left\|x-x_{s}(s)\right\|\right)$ as $x \rightarrow x_{s}(s)$. Hence

$$
\begin{aligned}
& V_{\perp}^{-}=\left(e^{-}\right)^{\top} \mathcal{E}_{\perp}^{\top}\left(s_{b}\right) W^{-1}\left(s_{b}\right) \mathcal{E}_{\perp}\left(s_{b}\right) e^{-}+O\left(\left\|x^{-}-x_{b}\right\|^{3}\right) \\
& V_{\perp}^{+}=\left(e^{+}\right)^{\top} \mathcal{E}_{\perp}^{\top}\left(s_{a}\right) W^{-1}\left(s_{a}\right) \mathcal{E}_{\perp}\left(s_{a}\right) e^{+}+O\left(\left\|x^{+}-x_{a}\right\|^{3}\right)
\end{aligned}
$$

By again replacing $x^{+}-x_{a}$ using (7.18), as well as utilizing (7.23) and the fact that $\left\|R_{\mathbf{J}_{\perp}}^{1}\left(x^{-}-x_{b}\right)\right\| \in o\left(\left\|x^{-}-x_{b}\right\|\right)$ as $x^{-} \rightarrow x_{b}$, we can here write

$$
V_{\perp}^{+}=\left(e^{-}\right)^{\top} \mathcal{E}_{\perp}^{\top}\left(s_{b}\right) \mathbf{J}_{\perp}^{\top} W^{-1}\left(s_{a}\right) \mathbf{J}_{\perp}^{\top} \mathcal{E}_{\perp}\left(s_{b}\right) e^{-}+o\left(\left\|x^{-}-x_{b}\right\|^{2}\right)
$$

Noting that, due to the properties of the Schur complement (see, e.g. [181, Thm. 1.12]), the LMI (7.12) implies

$$
\begin{equation*}
W\left(s_{b}\right)(1-\mu)-W\left(s_{b}\right) \mathbf{J}_{\perp}^{\top} W^{-1}\left(s_{a}\right) \mathbf{J}_{\perp} W\left(s_{b}\right) \succeq 0 \tag{7.24}
\end{equation*}
$$

and therefore

$$
V_{\perp}^{+} \leq(1-\mu)\left(e^{-}\right)^{\top} \mathcal{E}_{\perp}^{\top}\left(s_{b}\right) W^{-1}\left(s_{b}\right)^{\top} \mathcal{E}_{\perp}\left(s_{b}\right) e^{-}+o\left(\left\|x^{-}-x_{b}\right\|^{2}\right)
$$

Hence $V_{\perp}^{+} \leq(1-\mu) V_{\perp}^{-}+o\left(\left\|x^{-}-x_{b}\right\|^{2}\right)$. Since $V_{\perp}^{-} \neq 0$ if $\left\|x^{-}-x_{b}\right\| \neq 0$ is sufficiently small by Claim 7.4 , we have that $V_{\perp}^{-}$is $O\left(\left\|x^{-}-x_{b}\right\|^{2}\right)$ but not $o\left(\left\|x^{-}-x_{b}\right\|^{2}\right)$ as $x^{-} \rightarrow x_{b}$. It thus follows that for any $\mu>0$, there is a $c>0$, such that $\left\|x^{-}-x_{b}\right\|<c$ implies $V_{\perp}^{+} \leq V_{\perp}^{-}$. This concludes the proof of Lemma 7.5.

## Handling the red zones

While we have showed so far that the Lyapunov-like function candidate $V_{\perp}$ is decreasing in time when sufficiently close to the orbit within the tube $\mathcal{T}$, as well as non-increasing over the jump, our aim is now to study the behavior when a solution enters into either one or both of the sets

$$
\begin{aligned}
\mathcal{H}_{a} & :=\left\{x \in \mathfrak{X}: p(x)=s_{a},\|D p(x)\|=0\right\} \\
\mathcal{H}_{b} & :=\left\{x \in \mathfrak{X}: p(x)=s_{b},\|D p(x)\|=0\right\} .
\end{aligned}
$$

Note that the red-shaded region Figure 7.2 provides an illustration of $\mathcal{H}_{b}$.
More specifically, let $x(\cdot)$ denote a trajectory of the closed-loop system (7.15) remaining in some small neighborhood of $\mathcal{O}$, which first leaves the tube $\mathcal{T}$, hits $\boldsymbol{\Sigma}_{-}$, then undergoes a jump, and eventually enters into the tube again. We will show that if $x(\cdot)$ was sufficiently close to $x_{b}$ when it left $\mathcal{T}$ (e.g. by entering $\mathcal{H}_{b}$ or hitting $\boldsymbol{\Sigma}_{-}$), then the value of $V_{\perp}$ has not increased the next time it enters $\mathcal{T}$ if the LMI (7.13) holds. Since similar arguments can be used to investigate both $\mathcal{H}_{a}$ and $\mathcal{H}_{b}$, we will mainly focus on $\mathcal{H}_{b}$ for the sake of brevity.

We first note that, due to Lemma 7.5 , such an investigation is only of interest if $\mathcal{H}_{b} \cap \boldsymbol{\Sigma}_{-} \cap \mathcal{B}_{\epsilon}\left(x_{b}\right) \backslash\left\{x_{b}\right\}$ is non-empty for some arbitrarily small $\epsilon>0$. Suppose, therefore, in the following that this is the case, and consider a point $x_{\Pi_{b}} \in \Pi\left(s_{b}\right)$ lying on the boundary between $\mathcal{T}$ and $\mathcal{H}_{b}$. Due to the non-grazing condition (7.6) and the fact that $\sigma_{-} \in \mathcal{C}^{2}$, it is guaranteed that for $x_{\Pi_{b}}$ sufficiently close to $x_{b}$, there exists a number $q>0$ such that $x_{\Pi_{b}}+q \mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right) \in \boldsymbol{\Sigma}_{-}$. Thus, let $x(\cdot)$ denote a solution of the closed-loop system (7.15) which is equal to $x_{\Pi_{b}}$ at some time instant $t_{\Pi_{b}}$, i.e. $x\left(t_{\Pi_{b}}\right)=$ $x_{\Pi_{b}}$. Then, due to the local existence and uniqueness of the solutions to (7.15), the following holds: for any $\epsilon>0$, there is a $\delta>0$, such that if $\left\|x_{b}-x_{\Pi_{b}}\right\|<\delta$, then there exists a (finite) time instant $t_{-}>t_{\Pi_{b}}$ such that
$x\left(t_{-}\right) \in \boldsymbol{\Sigma}_{-}$and $\left\|x\left(t_{-}\right)-x_{b}\right\|<\epsilon .{ }^{4}$ For such a solution, clearly

$$
x(t)=x_{\Pi_{b}}+\left(t-t_{\Pi_{b}}\right) \mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)+\int_{t_{\Pi_{b}}}^{t}\left[f_{c l}(x(\tau))-\mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)\right] d \tau
$$

holds for all $t \in\left[t_{\Pi_{b}}, t_{-}\right]$. Subtracting $x_{b}$ from both sides results in

$$
\begin{equation*}
e(t)=e_{\Pi_{b}}+\left(t-t_{\Pi_{b}}\right) \mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)+\int_{t_{\Pi_{b}}}^{t}\left[f_{c l}(x(\tau))-\mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)\right] d \tau \tag{7.25}
\end{equation*}
$$

where $e_{\Pi_{b}}$ denotes the value of $e$ when it crossed the last moving Poincaré section $\Pi\left(s_{b}\right)$ immediately before $x(\cdot)$ enters $\mathcal{H}_{b}$.

Using (7.19), we find

$$
\left(t_{-}-t_{\Pi_{b}}\right) \rho\left(s_{b}\right)=\frac{D \sigma_{-}\left(x_{b}\right)\left[-e_{\Pi_{b}}-\int_{t_{\Pi_{b}}}^{t_{-}}\left[f_{c l}(x(\tau))-\mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)\right] d \tau\right]}{D \sigma_{-}\left(x_{b}\right) \mathcal{F}\left(s_{b}\right)}-R_{\sigma_{-}}^{2}
$$

which inserted into (7.25) yields

$$
\begin{equation*}
\mathrm{P}_{\mathbf{T} \Sigma_{-}} e^{-}=\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{E}_{\perp}\left(s_{b}\right) e^{-}=\mathrm{P}_{\mathbf{T} \Sigma_{-}}\left[e_{\Pi_{b}}+\int_{t_{\Pi_{b}}}^{t_{-}} f_{c l}(x(\tau)) d \tau\right] \tag{7.26}
\end{equation*}
$$

Here the matrix $\mathrm{P}_{\mathbf{T} \Sigma_{-}}$is as defined in (7.9), and thus satisfies $\mathrm{P}_{\mathbf{T} \Sigma_{-}} \mathcal{F}\left(s_{b}\right) \equiv$ $\mathbf{0}_{n \times 1}$. We claim that this implies $\mathrm{P}_{\mathbf{T} \Sigma_{-}} e^{-}=\mathrm{P}_{\mathbf{T} \Sigma_{-}} e_{\Pi_{b}}+R_{\Pi_{b}}\left(e_{\Pi_{b}}\right)$ with $\left\|R_{\Pi_{b}}\left(e_{\Pi_{b}}\right)\right\|=o\left(\left\|e_{\Pi_{b}}\right\|\right)$. Indeed,

$$
\mathrm{P}_{\mathbf{T} \Sigma_{-}} \int_{t_{\Pi_{b}}}^{t_{-}} f_{c l}(x(\tau)) d \tau=\mathrm{P}_{\mathbf{T} \Sigma_{-}} \int_{t_{\Pi_{b}}}^{t_{-}}\left[f_{c l}(x(\tau))-\mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)\right] d \tau
$$

where, for some Lipschitz constant $l_{f_{c l}}>0$,

$$
\begin{aligned}
\left\|f_{c l}(x(t))-\mathcal{F}\left(s_{b}\right) \rho\left(s_{b}\right)\right\| & \leq l_{f_{c l}}\left\|x(t)-x_{b}\right\|=l_{f_{c l}}\left\|x(t)-x_{\Pi_{b}}+e_{\Pi_{b}}\right\| \\
& \leq l_{f_{c l}}\left(\left\|x(t)-x_{\Pi_{b}}\right\|+\left\|e_{\Pi_{b}}\right\|\right)
\end{aligned}
$$

due to the right-hand side of (7.15) being locally Lipschitz continuous. Clearly, $\left\|x(t)-x_{\Pi_{b}}\right\| \rightarrow 0$ as $\left\|e_{\Pi_{b}}\right\| \rightarrow 0$. Moreover, by defining $\Upsilon(\tau):=$ $\sigma_{-}(\xi(\tau))$ where $\left.\xi(\tau):=x\left(\left(t_{-}+t_{\Pi_{b}}\right) \tau+t_{\Pi_{b}}\right)\right)$, we have $\Upsilon(1)-\Upsilon(0)=$ $-\Upsilon(0)=\int_{0}^{1} \Upsilon^{\prime}(\tau) d \tau$, and hence (cf. Hadamard's lemma)

$$
-\sigma_{-}\left(x_{\Pi_{b}}\right)=\left(t_{-}-t_{\Pi_{b}}\right) \int_{0}^{1} D \sigma_{-}(\xi(\tau)) f_{c l}(\xi(\tau)) d \tau
$$

[^37]Since $\sigma_{-}\left(x_{\Pi_{b}}\right)=O\left(\left\|e_{\Pi_{b}}\right\|\right)$ and the integral is non-zero for $x_{-}$sufficiently close to $x_{b}$ due to the non-grazing condition (7.6), it follows that $\left|t_{-}-t_{\Pi_{b}}\right|=$ $O\left(\left\|e_{\Pi_{b}}\right\|\right)$. Thus $\mathrm{P}_{\mathbf{T} \Sigma_{-}} e^{-}=\mathrm{P}_{\mathbf{T} \Sigma_{-}} e_{\Pi_{b}}+R_{\Pi_{b}}\left(e_{\Pi_{b}}\right)$ is indeed true as claimed.

Denote now by $e^{+}=e\left(t_{+}\right)$the value of $e(t)$ immediately after the jump. Suppose that $x\left(t_{+}\right)$lies in $\mathcal{H}_{a}$, and that it crosses $\Pi_{s_{a}}$ at the time instant $t_{\Pi_{a}}>t_{+}$, where we denote $e_{\Pi_{a}}=e\left(t_{\Pi_{a}}\right)$. Similarly to before the jump, we now perform a (first-order) projection along $\mathcal{F}\left(s_{a}\right)$ and use the fact that $e_{\Pi_{a}}=\mathcal{E}_{\perp}\left(s_{a}\right) e_{\Pi_{a}}+\mathcal{F}\left(s_{a}\right) R_{\Pi_{a}}\left(e_{\Pi_{a}}\right)$ where $\left\|R_{\Pi_{a}}\left(e_{\Pi_{a}}\right)\right\|=O\left(\left\|e_{\Pi_{a}}\right\|^{2}\right)$. This now results in $\mathcal{E}_{\perp}\left(s_{a}\right) e_{\Pi_{a}}=\mathcal{E}_{\perp}\left(s_{a}\right) e^{+}+R_{+}\left(e^{+}\right)$with $\left\|R_{+}\left(e^{+}\right)\right\|=o\left(\left\|e^{+}\right\|\right)$. Hence, by copying the steps at the end of the proof for Lemma 7.5, one can show that if the value of $\|e\|$ is sufficiently small when leaving the tube $\mathcal{T}$, then the value of $V_{\perp}$ when the system's trajectory returns to the tube again will be less than or equal to its value when it left the tube, even if the trajectory of the closed-loop system passed through $\mathcal{H}_{b}$ and/or $\mathcal{H}_{a}$. Hence there necessarily exists a small neighborhood of $\mathcal{N}$ of $\mathcal{O}$, specifically the interior of a level set of the function $V_{\perp}$, such that by initializing the system upon any of the moving Poincaré sections $\Pi(\cdot)$ within $\mathcal{N}$, then the states will return to this section within a finite amount of time without ever leaving $\mathcal{N}$, and the value of $V_{\perp}$ is $\gamma$-times less than its previous value for some $0<\gamma<1$. As a consequence, the hybrid periodic orbit $\mathcal{O}$ is asymptotically stable, which concludes the proof of Theorem 7.2.

### 7.2.4 Stronger statement for a differential-algebraic system

While Theorem 7.2 provided sufficient conditions for the existence of an orbitally stabilizing feedback for the hybrid cycle, we will in this section show, using a linear comparison system, that it is in fact somewhat conservative. Moreover, we will at the same time demonstrate that rather than using a positive definite matrix function $W(\cdot)$ and its inverse, one can alternatively use a positive semidefinite matrix function and its pseudoinverse.

Let $\chi(t) \in \mathbb{R}^{n}$ and consider the following system of differential-algebraic equations with a discrete jump:

$$
\left.\begin{array}{rlrl}
\dot{\chi}(t) & =A_{\perp}(s) \chi(t)+B_{\perp}(s) v, \\
\dot{s} & =\rho(s),  \tag{7.27b}\\
0 & =\mathcal{P}(s) \chi, \\
\chi^{+} & =\mathbf{J}_{\perp} \chi^{-}, \\
s^{+} & =s_{a},
\end{array}\right\} \quad s \in \mathcal{S}:=\left[s_{a}, s_{b}\right],
$$

Here the matrix-valued functions are as defined before Theorem 7.2. One can therefore view this system as the transverse Linearization associated
with $e$, defined in (7.8), when the states are within the tube $\mathcal{T}$. Any misalignment between the moving Poincaré sections at the ends of the tube and the switching surfaces are again handled through the respective projections along $\mathcal{F}\left(s_{a}\right)$ and $\mathcal{F}\left(s_{b}\right)$, which are incorporated into the linear mapping $\mathbf{J}_{\perp}$ defined in (7.10).

Recall that $W^{\dagger} \in \mathbb{R}^{n \times n}$ is the unique pseudoinverse of $W \in \mathbb{R}^{n \times n}$ if it satisfies the following four conditions:

$$
W^{\dagger} W W^{\dagger}=W^{\dagger}, W W^{\dagger} W=W,\left(W W^{\dagger}\right)^{\top}=W W^{\dagger},\left(W^{\dagger} W\right)^{\top}=W^{\dagger} W
$$

Using the properties of the pseudoinverse, we can as an alternative to the differential LMI (7.12) instead consider a projected differential LMI. In much the same way as a solution $W(\cdot)$ to (7.12) may be viewed as the inverse of some solution to a Riccati equation (see, e.g., (4.96)), the solution we suggest may be viewed as the pseudoinverse of a positive semidefinite solution to a projected Riccati equation as in Proposition 4.45. Unlike the more restrictive condition in Theorem 7.2, which ensures that the Lyapunov function candidate (7.16) is non-increasing over a discrete jump, the following statement for (7.27) only requires a similar function to be decreasing when evaluated over the whole cycle.
Proposition 7.6. Suppose that for some constant $\omega \in \mathbb{R}_{>0}$ and function $\lambda \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{R}_{>0}\right)$, there exist smooth matrix-valued functions $Y_{\perp}: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$ and $W_{\perp}: \mathcal{S} \rightarrow \mathbb{M}_{\succeq 0}^{n \times n}$, satisfying

$$
\begin{equation*}
Y_{\perp}(s) \mathcal{E}_{\perp}^{\top}(s) \equiv Y_{\perp}(s) \quad \text { and } \quad W_{\perp}(s) \equiv \mathcal{E}_{\perp}(s) W_{\perp}(s) \mathcal{E}_{\perp}^{\top}(s) \succeq \omega \mathcal{E}_{\perp}(s) \mathcal{E}_{\perp}^{\top}(s) \tag{7.28}
\end{equation*}
$$

as well as

$$
\begin{align*}
\mathcal{E}_{\perp}(s)\left[\rho(s) W_{\perp}^{\prime}(s)-\right. & W_{\perp}(s) A_{s}^{\top}(s)-A_{s}(s) W_{\perp}(s)  \tag{7.29}\\
& \left.-Y(s)^{\top} B_{s}^{\top}(s)-B_{s}(s) Y(s)-\lambda(s) W_{\perp}(s)\right] \mathcal{E}_{\perp}^{\top}(s) \succeq \mathbf{0}_{n}
\end{align*}
$$

for all $s \in \mathcal{S}$. Further suppose that

$$
\left[\begin{array}{cc}
W_{\perp}\left(s_{b}\right)(\eta-\mu) & W_{\perp}\left(s_{b}\right) \mathbf{J}_{\perp}^{\top}  \tag{7.30}\\
\mathbf{J}_{\perp} W_{\perp}\left(s_{b}\right) & W_{\perp}\left(s_{a}\right)
\end{array}\right] \succeq 0
$$

where $\eta:=\exp \left\{\int_{s_{a}}^{s_{b}} \lambda(\tau) / \rho(\tau) d \tau\right\}$ and $\mu$ is arbitrarily small. Then, under the control law $v=K(s) \chi$ with

$$
\begin{equation*}
K(s):=Y(s) W_{\perp}^{\dagger}(s)=Y(s)\left[W_{\perp}(s)+\mathcal{F}(s) \mathcal{F}^{\top}(s) h(s)\right]^{-1} \tag{7.31}
\end{equation*}
$$

for some arbitrary smooth function $h: \mathcal{S} \rightarrow \mathbb{R}_{>0}$, the solutions of the system (7.27) are bounded and the origin $\chi=0$ is exponentially attractive.

Remark 7.7. If the conditions in Proposition 7.6 are met, then it can be more computationally effective to use the inverse expression on the righthand side of (7.31) as it avoids the expensive computation of the pseudoinverse of $W_{\perp}$. Their equivalence is easily seen by using the properties of $Y_{\perp}$ and $W_{\perp}$ stated in (7.28), which imply that $W(s)=W_{\perp}(s)+$ $\mathcal{F}(s) \mathcal{F}^{\top}(s) h(s)$ is positive definite, with its inverse given by $W^{-1}(s)=$ $W_{\perp}^{\dagger}(s)+\mathcal{P}^{\top}(s) \mathcal{P}(s) h^{-1}(s)$ where $W_{\perp}^{\dagger}(s)=\mathcal{E}_{\perp}^{\top}(s) W_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)$.
Proof. Let the controller be taken as (7.31) in the continuous part of (7.27), and consider the Lyapunov-like function candidate

$$
\begin{equation*}
V_{\perp}=\chi^{\top} W_{\perp}^{\dagger}(s) \chi \tag{7.32}
\end{equation*}
$$

As stated in Remark 7.7 , since $W_{\perp}(s) \equiv \mathcal{E}_{\perp}(s) W_{\perp}(s) \mathcal{E}_{\perp}^{\top}(s)$, its pseudoinverse $W_{\perp}^{\dagger}$ must in turn satisfy $W_{\perp}^{\dagger}(s) \equiv \mathcal{E}_{\perp}^{\top}(s) W_{\perp}^{\dagger}(s) \mathcal{E}_{\perp}(s)$. Indeed, it is a straightforward consequence of the properties of the pseudoinverse, e.g.,

$$
W_{\perp} W_{\perp}^{\dagger} W_{\perp}=\mathcal{E}_{\perp} W_{\perp} \mathcal{E}_{\perp}^{\top} W_{\perp}^{\dagger} \mathcal{E}_{\perp} W_{\perp} \mathcal{E}_{\perp}^{\top}=W_{\perp}
$$

where we have omitted the $s$-argument for brevity. Hence (7.32) is strictly positive for all $\|\chi\| \neq 0$. In order to prove the statement, we therefore need to show that $V_{\perp}$ is strictly decreasing over each iteration of the cycle.

Let us begin by showing that $V_{\perp}$ is strictly decreasing in the continuous phase. If $u=K(s) \chi$ is taken as in the proposition, then by differentiating $V_{\perp}$ with respect to time, we obtain

$$
\begin{equation*}
\dot{V}_{\perp}=\chi^{\top}\left[\rho \frac{d}{d s} W_{\perp}^{\dagger}+\left(A_{\perp}+B_{\perp} Y_{\perp} W_{\perp}^{\dagger}\right)^{\top} W_{\perp}^{\dagger}+W_{\perp}^{\dagger}\left(A_{\perp}+B_{\perp} Y_{\perp} W_{\perp}^{\dagger}\right)\right] \chi \tag{7.33}
\end{equation*}
$$

Note now that the assumptions upon $W_{\perp}$ implies the relation $W_{\perp} W_{\perp}^{\dagger} \mathcal{E}_{\perp} \equiv$ $\mathcal{E}_{\perp}$, from which, in turn,

$$
\begin{equation*}
\left(\mathbf{I}_{n}-W_{\perp}(s) W_{\perp}^{\dagger}(s)\right) \mathcal{E}_{\perp}(s)=0 \tag{7.34}
\end{equation*}
$$

can easily be deduced. Using this, together with the fact that for any matrix $X \in \mathbb{R}^{n \times n}$ one has

$$
\begin{aligned}
W_{\perp}^{\dagger} X & =W_{\perp}^{\dagger} X+W_{\perp}^{\dagger} X W_{\perp}\left(\mathbf{I}_{n}-W_{\perp}^{\dagger} W_{\perp}\right) W_{\perp}^{\dagger} \\
& =W_{\perp}^{\dagger}\left(X W_{\perp}\right) W_{\perp}^{\dagger}+W_{\perp}^{\dagger} X\left(\mathbf{I}_{n}-W_{\perp} W_{\perp}^{\dagger}\right)
\end{aligned}
$$

we obtain the following relation: $W^{\dagger}(s) A_{s}(s) \mathcal{E}_{\perp}(s)=W^{\dagger}(s)(A(s) W(s)) W^{\dagger}(s)$. Moreover, since [218, Thm. 4.3]

$$
\dot{W}_{\perp}^{\dagger}=-W_{\perp}^{\dagger} \dot{W}_{\perp} W_{\perp}^{\dagger}+\left(W_{\perp}^{\dagger}\right)^{2} \dot{W}_{\perp}\left(\mathbf{I}_{n}-W_{\perp} W_{\perp}^{\dagger}\right)+\left(\mathbf{I}_{n}-W_{\perp}^{\dagger} W_{\perp}\right) \dot{W}_{\perp}\left(W_{\perp}^{\dagger}\right)^{2}
$$

we have that $\mathcal{E}_{\perp}^{\top}(s)\left[\frac{d}{d s} W_{\perp}^{\dagger}(s)\right] \mathcal{E}_{\perp}(s)=-W_{\perp}^{\dagger}(s) W_{\perp}^{\prime}(s) W^{\dagger}(s)$. Using these relations, we can rewrite (7.33) as

$$
\dot{V}_{\perp}=\chi^{\top} W_{\perp}^{\dagger}\left[-\rho W_{\perp}^{\prime}+W_{\perp} A_{s}^{\top}+Y_{\perp}^{\top} B_{s}^{\top}+A_{s} W_{\perp}+B_{s} Y_{\perp}\right] W_{\perp}^{\dagger} \chi
$$

where we have omitted the $s$-arguments to save space. Using (7.29), we get

$$
\dot{V} \leq-\lambda(s) \chi^{\top} W_{\perp}^{\dagger}(s)\left[W_{\perp}(s)\right] W_{\perp}^{\dagger}(s) \chi=-\lambda(s) V_{\perp}
$$

Thus for any $t \geq t_{a}$ such that $s(t) \leq s_{b}$ with $s\left(t_{a}\right)=s_{a}$, we have

$$
\begin{equation*}
V_{\perp}(t) \leq V_{\perp}\left(t_{a}\right) \exp \left\{-\int_{s_{a}}^{s(t)} \lambda(\tau) / \rho(\tau) d \tau\right\} \tag{7.35}
\end{equation*}
$$

by the comparison principle [44, 169], implying that $V_{\perp}$ is strictly decreasing at an exponential rate during the continuous phase.

We will now prove that if (7.30) holds, then $V_{\perp}^{-, k+1}<V_{\perp}^{-, k}$ where $V_{\perp}^{-, k} \neq 0$ denotes the value of $V_{\perp}$ immediately after the $k$-th jump. If this holds, then both the boundedness of solutions and exponential attractivity of the origin $\chi=0$ is necessarily guaranteed. To this end, let us begin by noting that

$$
\begin{equation*}
V_{\perp}^{+}=\left(\chi^{+}\right)^{\top} W_{\perp}^{\dagger}\left(s_{a}\right) \chi^{+}=\left(\chi^{-}\right)^{\top} \mathbf{J}_{\perp}^{\top} W_{\perp}^{\dagger}\left(s_{a}\right) \mathbf{J}_{\perp} \chi^{-} \tag{7.36}
\end{equation*}
$$

Without loss of generality, we will assume $s\left(t_{a}\right)=s_{a}$ such that $V_{\perp}^{-, 0}=$ $V_{\perp}\left(t_{a}\right)$. Thus immediately before the first jump one has $V_{\perp}^{+} \leq \eta^{-1} V_{\perp}\left(t_{a}\right)$ by (7.35). As to ensure our aim of $V_{\perp}^{-} \leq(1-\iota) V\left(t_{a}\right)$ for some arbitrarily small $\iota>0$, it is therefore by (7.36) sufficient that

$$
W_{\perp}^{\dagger}\left(s_{b}\right)(\eta-\mu)-\mathbf{J}_{\perp}^{\top} W_{\perp}^{\dagger}\left(s_{a}\right) \mathbf{J}_{\perp} \succeq 0
$$

where $\mu=\eta \iota$. Multiplying from both sides by $W_{\perp}\left(s_{b}\right)$, one obtains

$$
\begin{equation*}
W_{\perp}\left(s_{b}\right)(\eta-\mu)-W_{\perp}\left(s_{b}\right) \mathbf{J}_{\perp}^{\top} W_{\perp}^{\dagger}\left(s_{a}\right) \mathbf{J}_{\perp} W_{\perp}\left(s_{b}\right) \succeq 0 \tag{7.37}
\end{equation*}
$$

Note now that $\left(\mathbf{I}_{n}-W_{\perp}\left(s_{a}\right) W_{\perp}^{\dagger}\left(s_{a}\right)\right) \mathbf{J}_{\perp}=0$ due to (7.34) for $\mathbf{J}_{\perp}$ taken according to (7.10). Hence, by the generalized Schur complement (see, e.g., [181, Th. 1.20]), the above matrix inequality holds if and only if (7.30) holds. This concludes the proof.

### 7.3 Orbit generation for underactuated hybrid mechanical systems

In this section, we will consider the problem of planning hybrid cycles of underactuated mechanical systems whose states may undergo instantaneous (discrete) jumps if they enter a certain region of state space. More specifically, we will propose a method which allows for an effective numerical implementation of the theoretical procedure proposed in [198].

The continuous-time dynamics of the systems we consider are given by the Euler-Lagrange equations previously considered in Section 5.2, namely

$$
\begin{equation*}
\mathbf{M}(q) \ddot{q}+\mathbf{C}(q, \dot{q}) \dot{q}+\mathbf{G}(q)=\mathbf{B}_{u} u \tag{7.38}
\end{equation*}
$$

Here $q, \dot{q} \in \mathbb{R}^{n_{q}}$ are the vectors of generalized coordinates and -velocities, while $u \in \mathbb{R}^{m}$ is the vector of the $m<n_{q}$ independent controls. Denoting by $x(t):=\operatorname{col}(q(t), \dot{q}(t)) \in \mathbb{R}^{n}$ the state vector at time $t \in \mathbb{R}_{\geq 0}$, then as with (7.1), the system is assumed to undergo a discrete jump governed by $\mathbf{J}: \boldsymbol{\Sigma}^{-} \rightarrow \boldsymbol{\Sigma}^{+}$when the states enter $\boldsymbol{\Sigma}^{-} \subset \mathbb{R}^{n}$, with the switching surfaces of the form as in (7.2).

### 7.3.1 A preliminary trajectory optimization problem

The problem we will now consider is that of finding a hybrid cycle of the system (7.38), corresponding to an $s$-parameterization as of Definition 7.1. To this end, we begin by stating the following trajectory optimization problem (TCP) in Lagrange form [17, 21]:

Problem 7.8 (Trajectory optimization problem). Given a $\mathcal{C}^{2}$-smooth function $\mathfrak{O}: \mathbb{R}^{n_{q}} \times \mathbb{R}^{n_{q}} \times \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$, minimize

$$
\begin{equation*}
\int_{0}^{T} \mathfrak{O}\left(q_{\star}(\tau), \dot{q}_{\star}(\tau), u_{\star}(\tau)\right) d \tau \tag{7.39}
\end{equation*}
$$

with respect to $\left(x_{a}, x_{b}, T, x_{\star}(t), u_{\star}(t)\right)$ where $x_{\star}(t)=\operatorname{col}\left(q_{\star}(t), \dot{q}_{\star}(t)\right)$, subject to the following: $(x(t), u(t))=\left(x_{\star}(t), u_{\star}(t)\right)$ satisfying the system dynamics (7.38) for all $t \in[0, T]$; the boundary conditions ${ }^{5}$

$$
\begin{align*}
x_{\star}(0) & =x_{a} \in \boldsymbol{\Sigma}_{+},  \tag{7.40a}\\
x_{\star}(T) & =x_{b} \in \boldsymbol{\Sigma}_{-},  \tag{7.40b}\\
x_{a} & =\mathbf{J}\left(x_{b}\right) \tag{7.40c}
\end{align*}
$$

[^38]as well as any other (well-behaved) constraints, represented by
\[

$$
\begin{equation*}
\mathfrak{H}\left(T, q_{\star}(t), \dot{q}_{\star}(t), u_{\star}(t)\right) \leq 0_{r \times 1} \tag{7.41}
\end{equation*}
$$

\]

for some vector-valued function $\mathfrak{H}: \mathbb{R}_{\geq 0} \times \mathbb{R}^{n_{q}} \times \mathbb{R}^{n_{q}} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{r}$.
There exist a variety of different ways of solving this problem by transcribing it into a nonlinear programming problem, including (multiple-) shooting-based methods [17] and collocation-based methods [18, 20, 21]. Regardless of the method which is used to find an approximate solution to this problem, the found solution will evidently correspond to an $s$-parameterization of a hybrid periodic orbit of (7.38) as by Definition 7.1 if $\|\dot{x}(t)\| \neq 0$ for all $t \in[0, T]$.

### 7.3.2 Synchronization function-based orbit optimization

Rather than a time-parameterized solution to the above trajectory optimization problem, we are looking for a continuously differentiable $s$-parameterized solution in the following, more general form:

$$
\left.x_{s}(s)=\operatorname{col}\left(\Phi(s), \Phi^{\prime}(s) \rho(s)\right)\right)
$$

For this purpose, we will again utilize the synchronization function-based approach and corresponding results stated in Section 5.3. Our main aim will be to formulate the orbit-generation problem in such a way that it facilities the (effective) use of numerical optimization in order to find an approximate $s$-parameterized orbit.

To this end, let $\Phi(s)=\Phi(s ; \mathbf{c}): \mathcal{S} \rightarrow \mathbb{R}_{q}^{n}$ denote a smooth vector of synchronization functions, each of which consisting of a finite numbers basis functions. The coefficients of these basis functions are all stacked together into the coefficient vector $\mathbf{c} \in \mathbb{R}^{l}$, which will be among the decisions variables in the resulting optimization problem.

Recall from Section 5.3.1 that for $x_{s}(\cdot)$ to correspond to an $s$-parameterized orbit of (7.38) over the fixed interval $\mathcal{S}=\left[s_{a}, s_{b}\right]$, then

$$
\begin{equation*}
\mathfrak{A}(s) \rho^{\prime}(s) \rho(s)+\mathfrak{B}(s) \rho^{2}(s)+\mathfrak{G}(s)=\mathbf{B}_{u} u_{s}(s) \tag{5.11}
\end{equation*}
$$

must hold for all $s \in \mathcal{S}$. Further recall from Lemma 5.3 that given knowledge of the pair $(\Phi, \rho)$, the $\mathcal{C}^{1}$ function $u_{s}: \mathcal{S} \rightarrow \mathbb{R}^{m}$, corresponding to the nominal control input on the orbit, can be computed from

$$
u_{s}(s)=\mathbf{B}_{u}^{\dagger}\left[\mathfrak{A}(s) \rho^{\prime}(s) \rho(s)+\mathfrak{B}(s) \rho^{2}(s)+\mathfrak{G}(s)\right]
$$

where $\mathbf{B}_{u}^{\dagger} \mathbf{B}_{u}=\mathbf{I}_{m}$. Thus, for a specific choice of the coefficient vector $\mathbf{c}$, we know that the continuous-time dynamics (7.38) are satisfied if we can
find a function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{>0}$ which simultaneously satisfies the following $m$ equations (see (5.18)) for all $s \in \mathcal{S}$ :

$$
\alpha_{i}(s) \rho^{\prime}(s) \rho(s)+\beta_{i}(s) \rho^{2}(s)+\gamma_{i}(s)=0, \quad i=1,2, \ldots, m
$$

In order to avoid having to handle singular points in the numerical search, we will assume the following in the sequel:

Assumption 7.9. $\alpha_{1}(s) \neq 0$ for all $s \in \mathcal{S}$.
By Lemma 5.9, we therefore have the following: If for some $a, b \in \mathbb{R}_{\geq 0}$, the equality

$$
\begin{equation*}
\Psi_{1}\left(s_{a}, s_{b}\right) \alpha_{1}^{2}\left(s_{b}\right) b^{2}-\alpha_{1}^{2}\left(s_{a}\right) a^{2}+2 \int_{s_{a}}^{s_{b}} \Psi_{1}\left(s_{a}, \tau\right) \alpha_{1}(\tau) \gamma_{1}(\tau) d \tau \equiv 0 \tag{7.42}
\end{equation*}
$$

holds, with $\Psi_{i}\left(s_{a}, s_{b}\right)=\exp \left\{2 \int_{s_{a}}^{s_{b}}\left(\delta_{i}(\tau) / \alpha_{i}(\tau)\right) d \tau\right\}$, then there exists a function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$, which is $\mathcal{C}^{1}$ almost everywhere, satisfies

$$
\alpha_{i}(s) \rho^{\prime}(s) \rho(s)+\beta_{i}(s) \rho^{2}(s)+\gamma_{i}(s)=0
$$

for all $s \in \mathcal{S}:=\left[s_{a}, s_{b}\right]$, as well as $\rho\left(s_{a}\right)=a$ and $\rho\left(s_{b}\right)=b$. If, moreover, $\rho(s)>0$ for all $s \in \mathcal{S}$, then it is smooth on this interval. Supposing

$$
\begin{equation*}
\left[\alpha_{1}(s) \beta_{i}(s)-\alpha_{i}(s) \beta_{1}(s)\right] \rho^{2}(s)+\alpha_{1}(s) \gamma_{i}(s)-\alpha_{i}(s) \gamma_{1}(s)=0, \quad i=2, \ldots, m \tag{7.43}
\end{equation*}
$$

also hold for all $s \in \mathcal{S}$, then $x_{s}(s)$ corresponds to an $s$-parameterized orbit of the continuous-time dynamics, which is driven by the corresponding nominal control input function:

$$
\begin{equation*}
u_{s}(s)=\mathbf{B}_{u}^{\dagger}\left[\left(\mathfrak{B}(s) \alpha_{1}(s)-\beta_{1}(s) \mathfrak{A}(s)\right) \rho^{2}(s)+\alpha_{1}(s) \mathfrak{G}(s)-\mathfrak{A}(s) \gamma_{1}(s)\right] / \alpha_{1}(s) \tag{7.44}
\end{equation*}
$$

The key idea of the motion planning scheme proposed in [198] when applied to the approach we here present, is that one only requires (7.42) and (7.43) to hold, with $u_{s}(\cdot)$ found from (7.44), rather than checking (5.11) directly. Our aim will now be structure the motion planning problem proposed [198] in such a away that it can be effectively solved using numerical optimization. For simplicity's sake, we will to this end also make the following additional assumption:

Assumption 7.10. $\delta_{1}(s) \equiv 0$ for all $s \in \mathcal{S}$.

If Assumption 7.10 holds, then $\Psi_{1}(\cdot) \equiv 1$. Recall from Lemma 5.6 that this allows us to write (7.42) in terms of $\rho(\cdot)$ as

$$
\begin{equation*}
\alpha_{1}^{2}(s) \rho^{2}(s)-\alpha_{1}^{2}\left(s_{a}\right) \rho^{2}\left(s_{a}\right)+2 \int_{s_{a}}^{s} \alpha_{1}(\tau) \gamma_{1}(\tau) d \tau=0 \tag{7.45}
\end{equation*}
$$

thus avoiding the nested integrals appearing in regard to the integration of $\Psi(\cdot)$. As we have previously mentioned in Section 5.3.2, this property is not uncommon; for instance, it is always satisfied whenever a passive (unactuated) degree of freedom acts as a pivot in an open kinematic chain (see e.g. the arguments in [99]), which is the case for bipedal walkers with passive ankles (cf. Sec. 7.4). Thus, to best clarify the method presented, we will assume this property to hold for $i=1$ hereinafter. It is, however, important to note that this property is not strictly necessary for the method we will propose, although it certainly simplifies both the overall procedure and its numerical evaluation, possibly also increasing the speed and convergence of the resulting numerical search.

## Restating the trajectory optimization problem

By using $x_{s}(s)=\operatorname{col}\left(\Phi(s), \Phi^{\prime}(s) \rho(s)\right)$ with $\Phi(s)=\Phi(s ; \mathbf{c})$, we may reformulate the trajectory optimization problem (TCP) stated in Problem 7.8 as instead being a search for the coefficients $\mathbf{c}$ and the function $\rho(\cdot)$. To this end, let us fix the interval $\mathcal{S}=\left[s_{a}, s_{b}\right] \subset \mathbb{R}, s_{a}<s_{b}$. Similarly, let us assume that the basis functions of which the rows of $\Phi(\cdot)$ are built have been fixed, whereas their coefficients, which we recall have been lumped into $\mathbf{c} \in \mathbb{R}^{l}$, will be decision variables in the numerical search. Thus, under the assumption that $\dot{s}(t)=\rho(s(t))>0$, we may replace $x_{\star}(t)$ and $u_{\star}(t)$ in Problem 7.8 with $x_{s}(s(t))$ and $u_{s}(s(t))$, respectively. The resulting reformulation of the TCP as an "orbit optimization problem" can then be stated:

Problem 7.11. Given the functions $\mathfrak{O}(\cdot)$ and $\mathfrak{H}(\cdot)$ as in Problem 7.8, minimize, with respect to $\left(x_{a}, x_{b}, \mathbf{c}, \rho(s)\right)$, the objective function

$$
\begin{equation*}
\int_{s_{a}}^{s_{b}} \frac{1}{\rho(\tau)} \mathfrak{O}\left(\Phi(\tau), \Phi^{\prime}(\tau) \rho(\tau), u_{s}(\tau)\right) d \tau \tag{7.46}
\end{equation*}
$$

with $u_{s}(s)$ found from (7.44), subject to the following: (7.45), (7.43), and $\rho(s)>0$ for all $s \in \mathcal{S}$; the boundary conditions

$$
\begin{equation*}
x_{s}\left(s_{a}\right)=x_{a} \in \boldsymbol{\Sigma}_{+}, \quad x_{s}\left(s_{b}\right)=x_{b} \in \boldsymbol{\Sigma}_{-}, \quad \text { and } \quad x_{a}=\mathbf{J}\left(x_{b}\right) \tag{7.47a}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\mathfrak{H}\left(T_{s}, \Phi(s), \Phi^{\prime}(s) \rho(s), u_{s}(s)\right) \leq 0_{r \times 1} \tag{7.48}
\end{equation*}
$$

where $T_{s}=\int_{s_{a}}^{s_{b}}(1 / \rho(\tau)) d \tau$.

## Transcribing the reformulated TCP into a nonlinear program

Since the objective (7.46) is evaluated over a constant interval, it is natural to discretize the problem using some numerical quadrature rule, such as, for example, a Gauss-Legendre quadrature [195]. Thus, for some quadrature of order $\nu$, we denote the set of ordered quadrature nodes lying in $\mathcal{S}$ by $\left\{\hat{s}_{j}\right\}_{j=1}^{\nu}$, while $\left\{w_{j}\right\}_{j=1}^{\nu}$ denotes the set of the corresponding quadrature weights. If $\hat{s}_{1} \neq s_{a}$ and/or $\hat{s}_{\nu} \neq s_{b}$, then we denote $\hat{s}_{0}=s_{a}$ and $\hat{s}_{\nu+1}=s_{b}$ in order to also include the end points. We also introduce a set of $\nu+2$ new decision variables, grouped into $\mathbf{R}:=\left\{\varrho_{j}\right\}_{j=0}^{\nu+1}$, which may be interpreted as the values of the function $\rho(\cdot)$ evaluated at certain discrete points:

$$
\begin{equation*}
\varrho_{0}=\rho\left(s_{a}\right), \quad \varrho_{j}=\rho\left(\hat{s}_{j}\right) \quad \text { for } \quad j=1,2, \ldots, \nu, \quad \varrho_{\nu+1}=\rho\left(s_{b}\right) \tag{7.49}
\end{equation*}
$$

Let $\bar{u}_{s}^{j}$ correspond to (7.44) computed at $\hat{s}_{j}$ using $\rho\left(\hat{s}_{j}\right)=\varrho_{j}$, that is

$$
\bar{u}_{s}^{j}=\mathbf{B}_{u}^{\dagger}\left[\frac{\left(\mathfrak{B}\left(\hat{s}_{j}\right) \alpha_{1}\left(\hat{s}_{j}\right)-\beta_{1}\left(\hat{s}_{j}\right) \mathfrak{A}\left(\hat{s}_{j}\right)\right) \varrho_{j}^{2}+\alpha_{1}\left(\hat{s}_{j}\right) \mathfrak{G}\left(\hat{s}_{j}\right)-\mathfrak{A}\left(\hat{s}_{j}\right) \gamma_{1}\left(\hat{s}_{j}\right)}{\alpha_{1}\left(\hat{s}_{j}\right)}\right]
$$

Using the chosen quadrature rule, the following (discretized) approximation of the objective function (7.46) can then be obtained:

$$
\begin{equation*}
\mu \sum_{j=1}^{\nu} w_{j} \frac{1}{\varrho_{j}} \mathfrak{O}\left(\Phi\left(\hat{s}_{j}\right), \Phi^{\prime}\left(\hat{s}_{j}\right) \varrho_{j}, \bar{u}_{s}^{j}\right) \tag{7.50}
\end{equation*}
$$

Here $\mu \in \mathbb{R}$ is some quadrature-dependent scaling factor, e.g. $\mu=\left(s_{b}-s_{a}\right) / 2$ for a Gaussian quadrature.

In regard to the constraints, we first note that, since $\rho(\cdot)$ is required to be a strictly monotonically increasing function in $s$, the following inequality constraints must be added to the numerical search:

$$
\begin{equation*}
\varrho_{j} \geq 0, \quad j=0, \ldots, \nu+1 \tag{7.51}
\end{equation*}
$$

Note also that it is here possible to replace the zero on the right-hand side with a small, positive number as to ensure $\rho\left(\hat{s}_{j}\right)>0$. However, this can easily be avoided by simply initializing all the decision variables $\varrho_{j}$ with a value different from zero. Indeed, $\varrho_{j} \equiv 0$ then cannot occur if the remaining decision variables are initialized properly due to $\varrho_{j}$ appearing in the denominator in (7.50). Similar arguments can also be applied as to ensure that Assumption 7.9 holds by adding the inequality constraint

$$
\begin{equation*}
(-1)^{h} \alpha\left(\hat{s}_{j}\right) \geq 0, \quad j=0, \ldots, \nu+1 \tag{7.52}
\end{equation*}
$$

for a fixed $h \in\{0,1\}$ chosen prior to the search.
The boundary constraints (7.47) are taken with $x_{a}=\mathbf{J}\left(x_{b}\right)$ and

$$
\begin{equation*}
\operatorname{col}\left(\Phi\left(s_{a}\right), \Phi^{\prime}\left(s_{a}\right) \varrho_{0}\right)=x_{a} \in \boldsymbol{\Sigma}_{+}, \quad \operatorname{col}\left(\Phi\left(s_{b}\right), \Phi^{\prime}\left(s_{b}\right) \varrho_{\nu+1}\right)=x_{b} \in \boldsymbol{\Sigma}_{-} \tag{7.53}
\end{equation*}
$$

Regarding the dynamical constraints, for each $i \in\{2, \ldots, m\}$ and $j \in$ $\{0, \ldots, \nu+1\}$, one can add

$$
\begin{equation*}
\left.\mid\left[\alpha_{1}\left(\hat{s}_{j}\right) \beta_{i}\left(\hat{s}_{j}\right)-\alpha_{j}\left(\hat{s}_{j}\right) \beta_{1}\left(\hat{s}_{j}\right)\right] \varrho_{j}^{2}+\alpha_{1}\left(\hat{s}_{j}\right) \gamma_{i}\left(\hat{s}_{j}\right)-\alpha_{j}\left(\hat{s}_{j}\right) \gamma_{1}\left(\hat{s}_{j}\right)\right\} \mid \leq \epsilon \tag{7.54}
\end{equation*}
$$

for some $\epsilon \geq 0$ taken sufficiently small, as to account for (7.43). Furthermore, the introduction of the new decision variables also allows one to divide the integral dynamics constraint (7.45) in a multiple-shooting fashion into $\nu+1$ constraints of the form:

$$
\begin{equation*}
\alpha_{a}\left(\hat{s}_{j}\right)^{2} \varrho_{j}^{2}-\alpha_{a}\left(\hat{s}_{j-1}\right)^{2} \varrho_{j-1}^{2}+2 \tilde{\mu} \Delta \hat{s}_{j} \sum_{k=1}^{\nu} \tilde{w}_{k} \alpha\left(\tilde{s}_{k}\right) \gamma\left(\tilde{s}_{k}\right)=0 \tag{7.55}
\end{equation*}
$$

for all $j \in\{1,2, \ldots, \nu+1\}$. Here $\Delta \hat{s}_{j}:=\hat{s}_{j}-\hat{s}_{j-1}$, while the integral in (7.45) is approximated using some quadrature rule of order $\tilde{\nu}$ with nodeweight pairing $\left\{\left(\tilde{s}_{k}, \tilde{w}_{k}\right)\right\}_{k=1}^{\nu}$ and scaling factor $\tilde{\mu}$.

Lastly, the additional constraints (7.48) (assuming they do not contain any integral constraints) are evaluated at each node, i.e.,

$$
\begin{equation*}
\mathfrak{H}\left(T_{s}, \Phi\left(\hat{s}_{j}\right), \Phi^{\prime}\left(\hat{s}_{j}\right) \varrho_{j}, \bar{u}_{s}^{j}\right) \leq 0_{r \times 1}, \quad j=0, \ldots, \nu+1 \tag{7.56}
\end{equation*}
$$

where $T_{s}=\mu \sum_{j=1}^{\nu} w_{j}\left(1 / \varrho_{j}\right)$.
The resulting nonlinear program can then be stated as follows:
Nonlinear minimization problem: Minimize, with respect to the decision variables $\left(x_{a}, x_{b}, \mathbf{c}, \mathbf{R}\right)$, the objective function (7.50) subject to the constraints (7.51)-(7.56).

Note that the particular structure of this nonlinear optimization problem makes the gradients of the constraints and the objective function, as well as the Hessian of the corresponding Lagrangian function, in terms of the decision variables easily attainable, although we omit the explicit expressions due to their length. Note also that both the Hessian of the Lagrangian and the gradients of the constraints will result in quite sparse matrices in general, with the level of sparsity generally depending on the choice of synchronization functions.


Figure 7.3: Schematic of the three-link biped system.

### 7.4 Example: Three-link biped with one actuator

Since the discovery by McGeer [219] that a simple bipedal mechanism situated on an inclined slope and powered only by gravity could exhibit stable walking as a natural mode, there has been a large body of research conducted in regard to dynamic walking of bipedal robots; see, e.g., [1, 2, 104, 136, 213,220 ], to name but a few. Since the equations governing the dynamics of such systems often can be accurately represented as a underactuated mechanical systems with hybrid dynamics, both the orbit-generation scheme we proposed in Section 7.3, as well as the orbital stabilization approach based on Theorem 7.2, are well suited for such systems.

### 7.4.1 Problem formulation and system description

Consider the following task: Create a stable, symmetric gait of a threelink biped robot with two degrees of underactuation. The simple robot structure, shown in Figure 7.3, is a commonly used testbed in regard to hybrid motion planning and control; see, e.g., [99, 135, 216]. It consists of three links connected together through a central hip joint, with two linear springs attached between its torso and each of its legs.

For simplicity's sake, we will assume that the initial, desired configuration $q^{\star}(0)$ is given, such that the final configuration $q^{\star}(T)$, which should occur after some finite amount of time $T>0$, can be found directly from the assumption of a symmetric gait:

$$
\begin{equation*}
q_{2}^{\star}(T)=q_{1}^{\star}(0), \quad q_{1}^{\star}(T)=q_{2}^{\star}(0), \quad q_{3}^{\star}(T)=q_{3}^{\star}(0) . \tag{7.57}
\end{equation*}
$$

Here $q_{1}^{\star}(0)$ can be computed from the desired step length $L_{\text {step }}$ by $q_{1}^{\star}(0)=$ $-\arcsin \left(L_{\text {step }} /(2 r)\right)$ with $r$ denoting the length of the stance leg.

Table 7.1: Parameters of the three-link biped system [216].

| Parameters | Legs | Hip | Torso |
| :---: | :---: | :---: | :---: |
| Mass $[\mathrm{kg}]$ | $m=5$ | $M_{h}=15$ | $M_{t}=10$ |
| CoM [m] | $r / 2=0.5$ | $r=1$ | $l=1$ |
| Length [m] | $r=1$ | $\quad$ |  |
| Gravitational acceleration | $g=9.81 \mathrm{~m} \mathrm{~s}^{-2}$ |  |  |
| Spring stiffness | $\kappa\left[\mathrm{Nm}^{-1}\right]$, to be found |  |  |

The matrix-valued functions $\mathbf{M}(\cdot), \mathbf{C}(\cdot)$ and $\mathbf{G}(\cdot)$ corresponding to the system's continuous-time dynamics (7.38) are taken as in [216], which in turn are identical to those in [135] with the addition of linear springs. The velocity impact map is taken from [135] and is of the form $\dot{q}_{+}=\mathbf{J}_{\dot{q}}\left(q_{-}\right) \dot{q}_{-}$, such that the discrete jump map is given by $\mathbf{J}(x)=\operatorname{diag}\left(\mathbf{J}_{q} q, \mathbf{J}_{\dot{q}}(q) \dot{q}\right)$, with $\mathbf{J}_{q}$ corresponding to relabeling in (7.57) written compactly as $q_{\star}(0)=$ $\mathbf{J}_{q} q_{\star}(T)$. The physical parameters of the system are taken from [135] (see Table 7.1), with the spring stiffness $K$ left as a possible additional decision variable in our search.

### 7.4.2 Results from numerical optimization

We considered the task of finding symmetric gaits of length $L_{\text {step }}=0.5 \mathrm{~m}$ and with initial lean angle $q_{3}^{\star}(0)=0.2$ rad using the nonlinear optimization procedure outlined at the end of Section 7.3.2. ${ }^{6}$ As an objective function to minimize, we considered

$$
\begin{equation*}
\frac{1}{g m_{T} L_{\text {step }}} \int_{0}^{T} \sum_{i=1}^{m}\left|\left(\mathbf{B}_{u}^{i} u_{i}\right)^{\top} \dot{q}\right| d t \tag{7.58}
\end{equation*}
$$

corresponding to the energetic cost of transport (CoT) of the system over one step. Here $m_{T}$ denotes the total mass of the system and $\mathbf{B}_{u}^{i}$ denotes the $i$-th column of $\mathbf{B}_{u}$. Note that this objective function is not everywhere continuously differentiable due to the absolute value function, such that its gradient is not well defined whenever $\mathbf{B}_{u}^{i} u_{i}=0$. While this can be resolved using, e.g., slack variables [21], we found that, even without any such modifications, the performance of the numerical search ${ }^{7}$ was comparable to that of the smooth objective $\sum u_{i}^{2}$ and led to a lower CoT.

[^39]

Figure 7.4: Gait found with $\mathfrak{b}=3$ and two actuators: a) solution of the reduced dynamics; b) control inputs; c) phase portraits of the system coordinates (initial points in red); and c) synchronization functions

We used Gauss-Legendre quadratures [195] for computing the objective (7.50) and integral dynamics constraints (7.55), with the order of the quadratures taken as $\nu=50$ and $\tilde{\nu}=5$, respectively. We took $\mathcal{S}=[0,1]$, with the synchronization functions given by Bézier polynomials of order $\mathfrak{b}$, whose first and last parameters are taken according to (7.57), with the remaining initialized as zero. Since none of the nodes of a Guass-Lequadre quadrature lies on the integration boundaries, the total number of decision variables, $\{\mathbf{c}, \mathbf{R}, K\}$, thus equaled $3 \mathfrak{b}+\nu$. Before the numerical search, all the decision variables contained in $\mathbf{R}$ were initialized with a value of one.

## One degree of underactuation

We first considered the system with two actuators, $u=\operatorname{col}\left(u_{1}, u_{2}\right)$, and

$$
\mathbf{B}_{u}=\left[\begin{array}{ccc}
-1 & 0 & 1  \tag{7.59}\\
0 & -1 & 1
\end{array}\right]^{\top}
$$

In order to compare to $[99,135]$, we took $\mathfrak{b}=3$, as well as set $K=0$ and omitted it as an decision variable. The search converged after 119 iterations


Figure 7.5: Gait found with $\mathfrak{b}=9$ and one actuator: a) solution of the reduced dynamics; b) control inputs; c) phase portraits of the system coordinates (initial points in red); and c) synchronization functions.
and took approximately 18.5 s on average. The resulting gait, having a CoT of approximately $3.16 \cdot 10^{-2}$, can be seen in Figure 7.4 .

## Two degrees of underactuation

Next, we considered the system with only a single actuator, here denoted by $u_{2}$, with the new input mapping matrix taken as $\mathbf{B}_{u}=\operatorname{col}(1,-1,0)$. In (7.54) we took $\epsilon=10^{-5}$. Moreover, we added $K$ as an optimization variable with initial value $20 \mathrm{Nm}^{-1}$, as well as took the order of the Bézier polynomials as $\mathfrak{b}=9$. The gait found from the solving the resulting optimization problem is shown in Figure 7.5. It had a CoT of approximately $7.19 \cdot 10^{-2}$, with the search converging after 954 iterations and taking approximately 74 s on average. Denoting by $u_{1}^{s}(s)$ the left-hand side of (7.43), one can also see from Plot b) that $\left|u_{1}^{s}(s)\right|<\epsilon$. Thus the found solution corresponds to an almost feasible gait, in which $u_{1}^{s}(\cdot)$ can be seen as a small perturbation that must be handled by the feedback controller.

### 7.4.3 Orbital stabilization and numerical simulation

We considered the task of designing a control law for the the found gait shown in Figure 7.5 using Theorem 7.2.

Projection operator: As $\phi_{1}(s)>0$ for all $s \in[0,1]$, we took the projection operator as

$$
\begin{equation*}
p(x)=\underset{s \in \mathcal{S}}{\arg \min }\left(q_{1}-\Phi_{1}(s)\right)^{2} \tag{7.60}
\end{equation*}
$$

The tubular neighborhood of the gait's orbit corresponding to this projection operator is therefore $\mathcal{T}=\left\{x \in \mathbb{R}^{n}:\left|q_{1}\right|<\left|\arcsin \left(L_{\text {step }} /(2 r)\right)\right|\right\}$, within which

$$
D p=\frac{1}{\phi_{1}^{\prime}(p)}\left[1, \mathbf{0}_{1 \times n_{q}}\right], \quad D^{2} p=-\frac{\phi_{1}^{\prime \prime}(p)}{\left(\phi_{1}^{\prime}(p)\right)^{3}} \operatorname{diag}\left(1, \mathbf{0}_{1 \times n_{q}}\right)
$$

Control design: In order to design an orbitally stabilizing feedback for this gait, we utilized the differential LMI approach corresponding to Theorem 7.2. In order to facilitate the search for a solution to Theorem 7.2 using convex optimization, we needed to discretize the differential LMI (7.12) in some way. To this end, we again used the approach considered in Section 6.4.3 and represented each element of $W(s)$ and $Y(s)$ as Beziér polynomials of order $\mathfrak{r}=20$ :

$$
W(s)=\sum_{i=0}^{\mathfrak{r}} \mathfrak{B}_{i, \mathfrak{r}}(s) W_{i} \quad \text { and } \quad Y(s)=\sum_{i=0}^{\mathfrak{r}} \mathfrak{B}_{i, \mathfrak{r}}(s) Y_{i}
$$

Here $\mathfrak{B}_{i, \mathfrak{r}}(s)$ are the Bernstein basis polynomials of degree $\mathfrak{r}$, while $W_{i} \in \mathbb{M}_{\succeq 0}^{6}$ and $Y_{i} \in \mathbb{R}^{1 \times 6}$ were the coefficients we were looking to find. To restrict the search space, the the following constraints were added to the search:

$$
10^{-3} \mathbf{I}_{6} \preceq W_{i} \preceq 10^{5} \mathbf{I}_{6} \quad \text { and } \quad-\mathbb{1}_{1 \times 6} \leq Y_{i} \leq \mathbb{1}_{1 \times 6}
$$

The differential LMI (7.12), with $\lambda(s)=\left(10^{-2}+s(1-s)\right)$, evaluated at 200 evenly spaced points over $[0,1]$ was taken as LMIs in the search, while $\mu=10^{-4}$ was used in the jump LMI (7.13). The resulting semidefinite programming problem was then solved using the YALMIP toolbox for MATLAB [200] together with the SDPT3 solver [201].

Simulation results: Denoting by $y_{i}=q_{i}-\phi_{i}(p)$ and $z_{i}=\dot{q}_{i}-\phi_{i}^{\prime}(p) \rho(p)$, the response of the closed-loop system when starting with the initial conditions

$$
\begin{equation*}
x_{a}=x_{s}\left(s_{a}\right)+\operatorname{col}(0.1,-0.1,0.1,-0.1,0.0,-0.2) \tag{7.61}
\end{equation*}
$$

is shown in Figure 7.6. The sensitivity of the designed control law with respect to perturbations away from the hybrid cycle is clearly seen by the large spike in the control input signal at the end of the first step, as shown in Figure 7.6(a).

Figure 7.7 shows the closed-loop system's response for the initial conditions

$$
\begin{equation*}
x_{a}=x_{s}\left(s_{a}\right)+\operatorname{col}(-0.2,0.1,0.1,0.4,0.4,0.5) \tag{7.62}
\end{equation*}
$$

Notice that these initial conditions lie outside of the tubular neighborhoodpart, given by $\mathcal{T}=\left\{x \in \mathbb{R}^{n}:\left|q_{1}\right|<\left|\arcsin \left(L_{\text {step }} /(2 r)\right)\right|\right\}$, of the domain of the projection operator (7.60). The resulting switch which occurs at approximately $t=0.3 \mathrm{~s}$ when the states enter into $\mathcal{T}$ is clearly visible in Figure 7.6(a).

To test the possibility of limiting the magnitude of the applied control signal when perturbed away from the hybrid cycle, we also simulated the system with a control input signal which saturated at certain bounds. Remarkably, even when saturating $u$ at $\pm 30 \mathrm{Nm}$, the control law is still stabilizing when initializing the system at both (7.61) and (7.62). The response for the initial conditions (7.62) is shown in Figure 7.8. It is clear that, even though the control law does stabilize the cycle also with saturation, the convergence is slower than without saturation (see Fig. 7.7), and leads to a significantly different response.

(a) Evolution of the transverse coordinates, the control input and the projection operator.

(b) Link angles plotted against their velocities. Initial conditions are highlighted in red.

Figure 7.6: from simulating the closed-loop system with perturbed initial conditions (7.61) and a single actuator.

(a) Evolution of the transverse coordinates, the control input and the projection operator.

(b) Link angles plotted against their velocities. Initial conditions are highlighted in red.

Figure 7.7: from simulating the closed-loop system with perturbed initial conditions (7.62) and a single actuator.

(a) Evolution of the transverse coordinates, the control input and the projection operator.

(b) Link angles plotted against their velocities. Initial conditions are highlighted in red.

Figure 7.8: Results from simulating the closed-loop system with perturbed initial conditions (7.62) and a single actuator saturated at $\pm 30 \mathrm{Nm}$.

## Chapter 8

## Robust Orbital Stabilization via Sliding Mode Control

In this chapter, we present a method that allows one to add a robustifying feedback extension to an existing orbitally stabilizing feedback for a trivial or periodic orbit utilizing the sliding-mode control (SMC) methodology.

### 8.1 Introduction

## Motivational example

Suppose we are interested in stabilizing the origin of the system

$$
\dot{y}=h(y)+B(u+\Delta(y, t)), \quad y \in \mathbb{R}^{n}, \quad u \in \mathbb{R}^{m}
$$

Here $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is $\mathcal{C}^{2}$ and satisfies $\|h(0)\|=0 ; B \in \mathbb{R}^{n \times m}$ has full rank; and $\Delta(\cdot) \in \mathbb{R}^{m}$ is some unknown perturbation which is piecewise continuous in both its arguments, as well as everywhere upper bounded by a known constant $\Delta_{M}>0$. Further suppose a constant matrix $K \in \mathbb{R}^{m \times n}$ is known such that all the eigenvalues of $H^{c l}:=D h(0)+B K$ have strictly negative real parts; that is, the control law $u=k(y):=K y$ would (locally) exponentially stabilize the origin if there were no perturbations.

Since the perturbation $\Delta$ is unknown, it cannot be directly canceled by feedback. Moreover, since it might be non-zero even at the origin, a continuous static state-feedback cannot exponentially stabilize the origin of the perturbed system in general. Thus, we instead aim to utilize our knowledge of the matrix $K$ to design a static discontinuous control law following the sliding mode control (SMC) methodology [60, 62, 63], with its well-known insensitivity to certain matched perturbations. Specifically, we
are looking to find a smooth, vector-valued switching function $\sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, $\sigma(0)=0$, with the property that the system's states converge to the origin at an exponential rate if they are confined to the sliding manifold/surface, defined by $\Sigma=\left\{y \in \mathbb{R}^{n}: \sigma(y)=\mathbf{0}_{m \times 1}\right\}$. Yet, this immediately raises the question: How to construct such a switching function?

## The concept of equivalent control

In order to answer the above question, we need to somehow determine what the solutions of the closed-loop system are when we have confined the system's state to the sliding manifold using a discontinuous controller. To this end, we can use the concept of equivalent control introduced by Utkin [60, $62,112]$. Specifically, we can study the solutions in the ideal sliding mode on $\Sigma$ by setting $\dot{\sigma}=\mathbf{0}_{m \times 1}$ and solving for the equivalent control $u=u_{e q}$. Inserting the found $u_{e q}$ back into (8.18), one can analyze the system's behavior when confined to the sliding manifold (8.22). While the equivalent control which is "experienced" by the system will not in general be equal to the actual discontinuous control input which is applied to the system, it may intuitively be considered as the low-frequency component of the applied signal which keeps the states on $\Sigma$ despite the matched perturbations.

It thus follows that if we can construct a switching function $\sigma(\cdot)$ such that the equivalent control in the ideal sliding mode on $\Sigma$ is

$$
u_{e q}=K y-\Delta+O\left(\|y\|^{2}\right)
$$

then the origin is locally exponentially stable (in the sliding mode) as desired.

We demonstrate next how one might construct such a switching function if the Jacobian linearization of the nominal (perturbation-free) system about the origin has a particular invariant subspace.

## Real invariant subspaces of the linearization

Let $\sigma(y)=S y$ for some full-rank matrix $S \in \mathbb{R}^{m \times n}$. By setting $\dot{\sigma}=\mathbf{0}_{m \times 1}$ following the equivalent control approach, one obtains

$$
S\left[h\left(y_{\sigma}\right)+B\left(u_{e q}+\Delta\left(y_{\sigma}, t\right)\right)\right]=\mathbf{0}_{m \times 1}
$$

where $y_{\sigma} \in \sigma^{-1}(0)=\operatorname{ker}(S)$. Assuming $S B$ is nonsingular, the equivalent control is therefore

$$
u_{e q}=-\Delta\left(y_{\sigma}, t\right)-(S B)^{-1} S\left[H y_{\sigma}+O\left(\left\|y_{\sigma}\right\|^{2}\right)\right]
$$

Hence $K y_{\sigma}=-(S B)^{-1} S H y_{\sigma}$ is required for the equivalent control to have the desired properties. Consequently, the following must hold:

$$
S y=\mathbf{0}_{m \times 1} \quad \Longrightarrow \quad S H^{c l} y=\mathbf{0}_{m \times 1}
$$

From this, we can make the following observation: the matrix $S$ is a full-rank left annihilator of an invariant subspace of the linear system $\dot{z}=H^{c l} z$ of co-dimension $m$. By the Hartman-Grobman theorem (see Section 2.3), we know that this invariant subspace corresponds to a locally invariant (stable) manifold of the nonlinear system $\dot{\chi}=h(\chi)+B K \chi$ of the same dimension. As a consequence, if, in a sufficiently small neighborhood of the origin, we can bring the system's states onto the sliding manifold and then remain there, then all the states will converge to the origin despite of any matched perturbations.

## How to extend this to periodic orbits?

Our main objective in this chapter is to extend these ideas also to nontrivial periodic orbits of nonlinear dynamical systems. Namely, we aim to utilize the local equivalence between the stable invariant manifolds of the nominal (nonlinear) closed-loop system and the stable invariant subspaces of the corresponding first-order approximation system along such an orbit. Yet, how to construct a time-invariant switching function $\sigma(\cdot)$ for this purpose may not be immediately obvious. Indeed, as opposed to the case of a trivial orbit, linearizing a nonlinear system about a periodic solution results in a time-varying (periodic) system with one zero characteristic exponent (see Sec. 2.3.1). This implies that one must find a real invariant subspace of appropriate dimension among the remaining independent solutions. However, any annihilator of such a subspace will be time-varying in general. Thus, one first needs to construct such a subspace, and then, more importantly, design from its annihilator the time-invariant switching function.

It is a constructive procedure for solving the above problem which is the main contribution of this chapter. More specifically, we suggest for this purpose the following three-step approach: ${ }^{1}$

1) Transverse linearization: Derive the linear periodic system corresponding to the first approximation (linearization) along the nominal orbit of the dynamics of a set of $(n-1)$ transverse coordinates, whose origin correspond to the nominal orbit;
2) Floquet-Lyapunov transformation: Transform this linear periodic system into a linear time-invariant system through a real Floquet-Lyapunov factorization of its state transition matrix;

[^40]3) Invariant subspace-based switching function design: Construct a switching function for this linear time-invariant system, corresponding to an annihilator of one of its real invariant subspaces whose co-dimension equals the number of independent control variables.

Outline: The above three-step approach is presented in a top-to-bottom way in the next three sections: We first demonstrate how to use invariant subspaces to design switching functions for stabilizing the origin of linear time-invariant systems in Sec. 8.2, corresponding to step 3) above. Then in Sec. 8.3 the same is done for linear time-periodic systems using FloquetLyapunov transformations, which is used in step 2). We then consider robust orbital stabilization of periodic orbits for nonlinear systems in Sec. 8.4, with the chapter's main result stated in Section 8.4.2. The remainder of the chapter is then organized as follows: A suggestion for a simple unit vector-based sliding mode control law for the nonlinear system is given in Sec. 8.4.3, which is briefly compared to a Lyapunov redesign based controller in Sec. 8.4.4. Then the concrete task of stabilizing upright oscillations of the cart-pendulum system subject to both matched- and unmatched uncertainties is considered as an illustrative example in Section 8.5.

### 8.2 Invariant subspace-based SMC design for LTI systems

In this section, we will show how invariant subspaces can be used to construct switching functions for linear time-invariant (LTI) systems with matching perturbations:

$$
\begin{equation*}
\dot{y}=A y+B(u+\Delta(y, t)), \quad y \in \mathbb{R}^{\bar{n}}, \quad u \in \mathbb{R}^{\bar{m}} \tag{8.1}
\end{equation*}
$$

Here $A \in \mathbb{R}^{\bar{n} \times \bar{n}}$ is constant and $B \in \mathbb{R}^{\bar{n} \times \bar{m}}$ is of full rank. The matched perturbation term $\Delta: \mathbb{R}^{\bar{n}} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{m}}$ consists of system uncertainties and unknown external disturbances, but has a known upper bound $\Delta_{M} \in \mathbb{R}_{\geq 0}$,

Our aim is to design a sliding manifold on which the stability of the nominal closed-loop system is preserved and matched perturbations are rejected. Specifically, under the assumption of the stabilizability of the pair $(A, B)$, we are in light of the motivational example in the chapter's introduction looking to solve the following problem:

Problem 8.1. Given a matrix $K \in \mathbb{R}^{\bar{m} \times \bar{n}}$ such that $A_{c l}:=A+B K$ is a Hurwitz (stable) matrix, find a full-rank matrix $S \in \mathbb{R}^{\bar{m} \times \bar{n}}$ such that, when restricted to the manifold

$$
\begin{equation*}
\Sigma:=\left\{y \in \mathbb{R}^{\bar{n}}: \sigma(y):=S y=0\right\} \tag{8.2}
\end{equation*}
$$

the system (8.1) experiences the equivalent control $u_{e q}=K y-\Delta(y, t)$.
As mentioned in Section 8.1, a solution to Problem 8.1 is of course not only of use in regard to linear systems per say. Indeed, the system (8.1) may, for example, correspond to a nonlinear dynamical system after a (feedback) linearization has been performed about some operating point. Problem 8.1 can therefore also be viewed as a way for formulating the problem of switching surface design for such systems. For instance, given, say, an underactuated mechanical system (see Ch. 5), it allows one to constructed such a surface from the Jacobian linearization, given only knowledge of a $\mathcal{C}^{1}$-smooth exponentially stabilizing control law for the unperturbed system.

The following statement provides sufficient conditions which ensure that a matrix $S$ is a solution to Problem 8.1.

Lemma 8.2. If $S \in \mathbb{R}^{\bar{m} \times \bar{n}}$ is such that

1. $\operatorname{det}(S B) \neq 0$,
2. $S y=0 \Longrightarrow S A_{c l} y=0$,
then it is a solution to Problem 8.1.
Proof. Following the equivalent control approach, [62] we set $S \dot{y}^{*} \equiv 0$ when $y^{*}$ is confined to the sliding manifold (8.2) to obtain $S\left[A y^{*}+B\left(u_{e q}+\Delta\right)\right] \equiv$ 0 . By adding and subtracting $B K y^{*}$ inside the brackets, this can be equivalently rewritten as

$$
S\left[A_{c l} y^{*}+B\left(u_{e q}+\Delta-K y^{*}\right)\right] \equiv 0
$$

Since $S y^{*}=0$ implies $S A_{c l} y^{*}=0$ (condition 2.) and the square matrix $S B$ is nonsingular (condition 1.), the above equality must correspond to the unique equivalent control $u_{e q}=K y^{*}-\Delta$. Hence (8.1) evolves as if $\dot{y}^{*}=A_{c l} y^{*}$ in the ideal sliding mode.

Similarly to the motivating example in the previous section, the fact that such a solution $S$ must be nonsingular (condition 1.) and be such that $S A_{c l} y=0$ if $S y=0$ (condition 2.) implies that $S$ must be a left annihilator of a real invariant subspace of $A_{c l}$, thus corresponding to a (controlled) ( $A, B$ )-invariant subspace of of the unperturbed system (8.1) [40, 221] (note that we will briefly show how to derive a basis for such subspaces in the next section). Necessarily, any such subspace must also be equivalent to a real $A_{c l}^{\top}$-invariant subspace of the same dimension. That is, $S A_{c l}=\mathcal{A}_{\sigma} S$ for some Hurwitz matrix $\mathcal{A}_{\sigma} \in \mathbb{R}^{\bar{m} \times \bar{m}}$. For instance, if $\bar{m}=1$, then it follows
that $S$ must be a left eigenvector of $A_{c l}$; a fact which was utilized in the similar type of scheme proposed in [222] for single input systems.

The existence of such a matrix $S$ therefore boils down to the existence of a real $A_{c l}$-invariant subspace, for which there are three obvious possibilities:

S1. There does not exist any real invariant subspace of $A_{c l}$ satisfying the conditions of the Lemma, that is, either no subspace of codimension $\bar{m}$ or $\operatorname{rank} S B<\bar{m}$ for any annihilator;

S2. There exists exactly one subspace of codimension $\bar{m}$ satisfying the conditions of the Lemma;

S3. There exist more than one such subspace.
It is important to note that there is no guarantee that such a subspace will exist in general for an arbitrary stabilizing matrix $K$. Thus, in the case of situation S 1 , one is forced to either find an alternative feedback matrix $K$, use alternative methods to construct $S$ directly $^{2}$, design a robustifying feedback extension utilizing other approaches (e.g., through Lyapunov redesign techniques $[44,64,223]$ ) or to use dynamic methods such as integral sliding mode control [63].

Having the possibility to choose a particular surface among many, as in situation S3, is of course the most desirable. Indeed, this provides one with the possibility to pick a subspace having certain properties, such as choosing the subspace which has the fastest convergence (that whose largest (negative) exponent has the largest magnitude), etc. This also provides motivation for utilizing this approach beyond just for robustification purposes, in the sense that it can also be used to drive the system onto a prespecified subspace having some desired properties (see the example in Sec. 3.3 regarding adding a robustifying feedback extension).

Since determining the real, invariant subspaces of a matrix plays such a pivotal role in our approach, we briefly review how to compute these subspaces, before we move on to showing how robustifying feedback extensions can be designed for the LTI system given a solution to Lemma 8.2.

### 8.2.1 Real, invariant subspaces of LTI systems

Consider the following task: For a matrix $A \in \mathbb{R}^{\bar{n} \times \bar{n}}$, find all its, real invariant subspaces of dimension $d<\bar{n}$. Or put slightly differently: find any

[^41]subspace $\aleph^{d} \subset \mathbb{R}^{\bar{n}}$ spanned by $d$ linear independent vectors $v_{1}, v_{2}, \ldots, v_{d} \in$ $\mathbb{R}^{\bar{n}}$ such that $A x \in \aleph^{d}$ for all $x \in \aleph^{d}$.

In this regard, recall the well-known fact that any (possibly complex) invariant subspace of a matrix $A \in \mathbb{R}^{\bar{n} \times \bar{n}}$ is spanned by its generalized eigenspaces [74]. Let, therefore, $\lambda_{j} \in \mathbb{C}, j=1,2, \ldots, \bar{n}$, denote the eigenvalues of $A$. We also denote by $\operatorname{alg}\left(\lambda_{j}\right)$ the algebraic multiplicity of $\lambda_{j}$ (i.e., its multiplicity as a root of the characteristic polynomial of $A$ ) and by geo $\left(\lambda_{j}\right)$ its geometric multiplicity (i.e., the number of independent eigenvectors corresponding to $\lambda_{j}$ ). Associated with each eigenvalue $\lambda_{j}$ (discounting its multiplicity) there is a real eigenspace $\mathfrak{E}_{j}$ spanned by the imaginary and real parts of the corresponding eigenvectors and generalized eigenvectors of $A$ [224]. Specifically,

$$
\begin{aligned}
\mathfrak{E}_{j}=\operatorname{span}_{\iota \in \mathbb{R}}\left\{e^{\operatorname{Re}\left(\lambda_{j}\right) \iota} \cos \left(\operatorname{Im}\left(\lambda_{j}\right) \iota\right)\right. & \sum_{\alpha=1}^{\operatorname{alg}\left(\lambda_{j}\right)} b_{j}^{\alpha} \iota^{\alpha-1}, \\
& \left.e^{\operatorname{Re}\left(\lambda_{j}\right) \iota} \cos \left(\operatorname{Im}\left(\lambda_{j}\right) \iota\right) \sum_{\alpha=1}^{\operatorname{alg}\left(\lambda_{j}\right)} b_{j}^{\alpha} \iota^{\alpha-1}\right\}
\end{aligned}
$$

for some real vectors $a_{j}^{\alpha}, b_{j}^{\alpha} \in \mathbb{R}^{\bar{n}}$.
For example, let $\lambda_{j}^{r}$ denote a strictly real eigenvalue of $A$. Then any vector in the eigenspace $\mathfrak{E}_{\lambda_{j}^{r}}:=\operatorname{ker}\left(\lambda_{j}^{r} \mathbf{I}_{\bar{n}}-A\right)$ spans a real, one-dimensional invariant subspace of $A$. Moreover, if $\operatorname{dim}\left(\mathfrak{E}_{\lambda_{j}^{r}}\right)=\operatorname{geo}\left(\lambda_{j}^{r}\right)=d>1$, then the basis vectors of $\mathfrak{E}_{\lambda_{j}^{r}}$ can be used to generate real, invariant subspaces of all dimensions up to and including $d$.

More generally, one can utilize the fact that any real, square matrix has a real Jordan form [225, Thm. 3.4.1.5]: there exists a nonsingular matrix $V \in$ $\mathbb{R}^{\bar{n} \times \bar{n}}$ and a block diagonal matrix $J \in \mathbb{R}^{\bar{n} \times \bar{n}}$ such that $A V=V J$. Thus, let us denote $J_{1}^{r}, \ldots, J_{k_{r}}^{r}$ the blocks of $J$ corresponding to the real eigenvalues of $A$, and let $V_{i}^{r}=\left[v_{i, 1}^{r}, \ldots, v_{i, k^{r}}^{r}\right] \in \mathbb{R}^{\bar{n} \times k_{i}^{r}}$ denote the corresponding columns of $V$ such that $A V_{i}^{r}=V_{i}^{r} J_{i}^{r}$. Note that this is equivalent to a Jordan chain:

$$
\left(A-\mathbf{I}_{\bar{n}} \lambda_{i}^{r}\right) v_{i, 1}^{r}=0, \quad\left(A-\mathbf{I}_{\bar{n}} \lambda_{i}^{r}\right) v_{i, 2}^{r}=v_{i, 1}^{r}, \ldots\left(A-\mathbf{I}_{\bar{n}} \lambda_{i}^{r}\right) v_{i, k_{i}^{r}}^{r}=v_{i,\left(k_{i}^{r}-1\right)}^{r}
$$

Then, for any positive integer $\mu \leq k_{i}^{r}$, one may construct a real, invariant, $\mu$-dimensional subspace of $A$ spanned by the real, linearly independent generalized eigenvectors $v_{i, 1}^{r}, v_{i, 2}^{r}, \ldots, v_{i, \mu}^{r}$. Furthermore, given two different such generalized eigenspaces, denoted $\left\{v_{i, 1}^{r}, v_{i, 2}^{r}, \ldots, v_{i, k_{i}^{r}}^{r}\right\}$ and $\left\{v_{j, 1}^{r}, v_{j, 2}^{r}, \ldots, v_{j, k_{j}^{r}}^{r}\right\}$, one can construct invariant subspaces of any dimension less than or equal to $k_{r}^{i}+k_{r}^{j}$; for example, $\aleph^{3}=\operatorname{span}\left\{v_{i, 1}^{r}, v_{j, 1}^{r}, v_{j, 2}^{r}\right\}$, with $i \neq j$, would be a three-dimensional invariant subspace, and so on.

For the complex conjugate eigenvalue pairs of $A$, denoted $\left\{\lambda_{i}^{c}, \overline{\lambda_{i}^{c}}\right\}$, this, however, cannot be applied directly as the corresponding generalized eigenspaces, that is $\mathfrak{E}_{\lambda_{i}^{c}}^{\bar{n}}:=\operatorname{ker}\left(\lambda_{i}^{c} \mathbf{I}_{\bar{n}}-A\right)^{\bar{n}}$, are then spanned by complex generalized eigenvectors $v_{i, 1}^{c}, v_{i, 2}^{c}, \ldots, v_{i, k_{c}^{i}}^{c}$. In order to generate real, invariant subspace from these complex eigenspaces, one can instead use the fact that for any $v_{i}^{c} \in \mathfrak{E}_{\lambda_{i}^{c}}$, its complex conjugate satisfies $\overline{v_{i}^{c}} \in \overline{\mathfrak{E}_{\lambda_{i}^{c}}^{\bar{n}}}:=\operatorname{ker}\left(\overline{\lambda_{i}^{c}} \mathbf{I}_{\bar{n}}-A\right)^{\bar{n}}$. Thus for a complex eigenvalue $\lambda_{i}^{c}$ and its corresponding eigenvector $v_{i}^{c}$, the space spanned by $\left\{\operatorname{Re}\left[v_{i}^{c}\right], \operatorname{Im}\left[v_{i}^{c}\right]\right\}$ is a two-dimensional invariant subspace of $A$. In terms of the real Jordan form, let $J_{1}^{c}, \ldots, J_{k_{c}}^{c}$ be the Jordan blocks corresponding to the complex conjugate eigenvalue pairs $\left\{\lambda_{i}^{c}, \overline{\lambda_{i}^{c}}\right\}$ for $i=1, \ldots, k_{c}$. Then for $V_{i}^{c}=\left[\mathcal{V}_{1}^{c}, \ldots, \mathcal{V}_{k_{c}}^{c}\right] \in \mathbb{R}^{\bar{n} \times 2 k_{c}}$, where

$$
\begin{equation*}
\mathcal{V}_{i}^{c}:=\left[\operatorname{Re}\left[v_{i, 1}^{c}\right], \operatorname{Im}\left[v_{i, 1}^{c}\right]\right] \in \mathbb{R}^{\bar{n} \times 2} \tag{8.3}
\end{equation*}
$$

one has $A V_{i}^{c}=V_{i}^{c} J_{i}^{c}$, such that for any positive integer $\mu \leq k_{c}$, one can construct a real, invariant subspace of even dimension $2 \mu$, spanned by $\mathcal{V}_{1}^{c}, \mathcal{V}_{1}^{c}, \ldots, \mathcal{V}_{\mu}^{c}$. Hence pairs of complex conjugate eigenvalues may only generate invariant subspaces of even dimension, from which the two following well-known statements can be concluded:

Fact 8.3. $A$ matrix $A \in \mathbb{R}^{\bar{n} \times \bar{n}}$ has real invariant subspaces of all even dimensions less than $\bar{n}$, while it has real invariant subspaces of odd dimensions if, and only if, it has at least one real eigenvalue.

Fact 8.4. If $\bar{n}$ is odd, then $A \in \mathbb{R}^{\bar{n} \times \bar{n}}$ has real, invariant subspaces of all dimensions less than $\bar{n}$.

Recall that the nominal closed-loop system is required to have a real invariant subspace of a specific dimension for there to exist a solution to Problem 8.1 of the form as in Lemma 8.2. The suggested approach is therefore heavily reliant on the chosen nominal feedback matrix $K$. Meanwhile, it also makes it particularly well-suited when used together with pole-placement techniques for finding $K$. Indeed, since one then can, at least to some extent, freely choose the characteristic polynomial of the nominal closed-loop system using, e.g., Ackermannn's formula [226], one can always guarantee the existence of a specific invariant subspace. The following example ${ }^{3}$ demonstrates how this allows one to find a solution to Problem 8.1.

Example 8.1. Consider a chain of two integrators written in the form as

[^42]in (8.1), that is
\[

A=\left[$$
\begin{array}{lll}
0 & 1 & 0  \tag{8.4}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}
$$\right] \quad and \quad B=\left[$$
\begin{array}{l}
0 \\
0 \\
1
\end{array}
$$\right]
\]

Taking, for some real number $\varrho>0$,

$$
K=\left[\begin{array}{lll}
-\varrho^{3} & -3 \varrho^{2} & -3 \varrho
\end{array}\right]
$$

the characteristic polynomial of $A_{c l}:=A+B K$ is $(\lambda+\varrho)^{3}$. Thus all its eigenvalues equal $\varrho$, while the corresponding eigenvectors all given by $v_{\varrho}=$ $\operatorname{col}\left(1 / \varrho^{2},-1 / \varrho, 1\right)$. The matrices in the Jordan form of $A_{c l}, A_{c l}=V J V^{-1}$, are consequently

$$
J=\left[\begin{array}{ccc}
-\varrho & 1 & 0 \\
0 & -\varrho & 1 \\
0 & 0 & -\varrho
\end{array}\right] \quad \text { and } \quad V=\left[\begin{array}{ccc}
\frac{1}{\varrho^{2}} & \frac{2}{\varrho^{3}} & \frac{3}{\varrho^{4}} \\
-\frac{1}{\varrho} & -\frac{1}{\varrho^{2}} & -\frac{1}{\varrho^{3}} \\
1 & 0 & 0
\end{array}\right]
$$

The only two-dimensional invariant subspace of $A_{c l}$ is therefore spanned by the first two columns of $V$. This subspace has the left annihilator

$$
S=\left[\begin{array}{lll}
\varrho^{2} & 2 \varrho & 1
\end{array}\right]
$$

which in turn is a left eigenvector of $A_{c l}$ corresponding to the left eigenvalue $-\varrho$, i.e. $S A_{c l}=-\varrho S$. Since evidently $S B=1$, this $S$ satisfies all the conditions of Lemma 8.2 and is therefore a solution to Problem 8.1.

The above example is in fact just a particular version of the eigenvalueplacement approach as described in [63, Sec. 2.2.2], although it is here derived from a slightly different point of view. We can easily generalize it to any single-input system given by a chain of integrators:

$$
\dot{y}_{1}=y_{2}, \quad \dot{y}_{2}=y_{3}, \quad \ldots, \quad \dot{y}_{\bar{n}}=u .
$$

Indeed, if one takes $u=K_{\bar{n}} y$, with (here (.) denotes the binomial coefficient)

$$
K_{m}:=\left[-\varrho^{m},-m \varrho^{m-1}, \ldots,-\binom{m}{i} \varrho^{i}, \ldots,--\binom{m}{2} \varrho^{2},-m \varrho\right]
$$

then the characteristic polynomial of the matrix $A_{c l}$ is $(\lambda+\varrho)^{\bar{n}}$. Similarly to the above example, $A_{c l}$ only has one invariant subspace of co-dimension one. This subspace has the left annihilator

$$
S=\left[\varrho^{\bar{n}-1},(\bar{n}-1) \varrho^{\bar{n}-2}, \ldots,\binom{\bar{n}-1}{i} \varrho^{i-1}, \ldots,(\bar{n}-1) \varrho, 1\right]
$$

which therefore satisfies all the conditions of Lemma 8.2. Note that, by setting $S y=0$, we can make the same observation as in [63], namely that we then can write $y_{\bar{n}}$ in terms of $y_{1}, y_{2}, \ldots, y_{\bar{n}-1}$, i.e. $y_{\bar{n}}=K_{\bar{n}-1} \operatorname{col}\left(y_{1}, \ldots, y_{\bar{n}-1}\right)$, such that the matrix corresponding to the reduced-order system
$\dot{y}_{1}=y_{2}, \dot{y}_{2}=y_{3}, \ldots \quad \dot{y}_{\bar{n}-1}=-\varrho^{\bar{n}-1} y_{1}-(\bar{n}-1) \varrho^{\bar{n}-2} y_{2}-\cdots-(\bar{n}-1) \varrho y_{\bar{n}-1}$,
has the characteristic polynomial $(\lambda+\varrho)^{\bar{n}-1} .4$
The above example was based on an invariant subspace constructed from a system with only real eigenvalues. The following example shows how a real invariant subspace can be generated from a pair of complex conjugate eigenvalues using (8.3).

Example 8.2. Consider again the three-dimensional LTI system in Example 8.1, with $A$ and $B$ given by (8.4). Consider now instead

$$
K=\left[\begin{array}{lll}
-1 & -2 & -2
\end{array}\right] .
$$

The corresponding matrix $A_{c l}:=A+B K$ has one real eigenvalue, $\lambda^{r}=-1$, and a pair of complex conjugate eigenvalues $\left(\lambda^{c}, \overline{\lambda^{c}}\right)$, with $\lambda^{c}=\frac{1}{2}(-1+$ $\sqrt{-3})$. The eigenvectors corresponding to $\lambda^{r}$ and $\lambda^{c}$ are

$$
v^{r}=\operatorname{col}(1,-1,1) \quad \text { and } \quad v^{c}=\operatorname{col}(-1+\sqrt{-3},-1-\sqrt{-3}, 2)
$$

The only real, invariant, two-dimensional subspace is that spanned by

$$
\left[\operatorname{Re}\left[v^{c}\right], \operatorname{Im}\left[v^{c}\right]\right]=\left[\begin{array}{cc}
-1 & \sqrt{3} \\
-1 & -\sqrt{3} \\
2 & 0
\end{array}\right]
$$

Clearly $S=[1,1,1]$ is a left annihilator for this space, and $S B=1$, meaning that this $S$ satisfies the conditions of Lemma 8.2. Indeed, $S A_{c l}=-S$.

### 8.2.2 Sliding mode control design

Suppose now a sliding surface $\sigma(y)=S y$, with $S$ satisfying Lemma 8.2, is known. The next step is then to design a control law ensuring that the sliding manifold (8.2) is reached in finite time despite of the matched perturbation. The following statement is useful in this regard.

[^43]Lemma 8.5. Let $S \in \mathbb{R}^{\bar{m} \times \bar{n}}$ satisfy Lemma 8.2 and suppose $u$ is taken as

$$
\begin{equation*}
u=K y+(S B)^{-1} v \tag{8.5}
\end{equation*}
$$

in (8.1) for some $v \in \mathbb{R}^{\bar{m}}$. Then

$$
\begin{equation*}
\dot{\sigma}=\mathcal{A}_{\sigma} \sigma+v+S B \Delta(y, t) \tag{8.6}
\end{equation*}
$$

holds for $\sigma:=$ Sy outside of the sliding manifold $\Sigma$, with $\mathcal{A}_{\sigma}:=S A_{c l} S^{\dagger}$ Hurwitz.

Proof. Firstly, we can always write $y=S^{\dagger} \sigma+\left(\mathbf{I}_{\bar{n}}-S^{\dagger} S\right) y$. Here $S^{\dagger}$ is taken as the unique Moore-Penrose pseudoinverse of $S$, i.e. $S S^{\dagger}=\mathbf{I}_{\bar{m}}$, although any full-rank right inverse may be used instead. Using this in $\dot{\sigma}=S \dot{y}$, together with the fact that $S A_{c l}\left(\mathbf{I}_{\bar{n}}-S^{\dagger} S\right) y \equiv \mathbf{0}_{\bar{m} \times 1}$ for all $y \in \mathbb{R}^{n}$ if $S$ satisfies Lemma 8.2, one obtains (8.6) by inserting (8.5) into (8.1).

Secondly, since $S$ annihilates a stable invariant subspace of $A_{c l}$, spanned by a set of its (real) generalized eigenvectors, the matrix $\mathcal{A}_{\sigma} \in \mathbb{R}^{\bar{m} \times \bar{m}}$ is necessarily Hurwitz, with its spectrum a subset of the spectrum of $A_{c l}$. Indeed, if $S_{\perp} \in \mathbb{R}^{\bar{n} \times(\bar{n}-\bar{m})}$ is a basis of $\operatorname{ker}\{S\}$, then there exists a nonsingular matrix $Y \in \mathbb{R}^{\bar{m} \times \bar{m}}$, as well as a possibly singular matrix $Z \in \mathbb{R}^{(\bar{n}-\bar{m}) \times \bar{m}}$ and a block diagonal Hurwitz matrix $J \in \mathbb{R}^{\bar{n} \times \bar{n}}$ such that $A_{c l}=V J V^{-1}$ is a real Jordan form [225, Ch. 3.4] of $A_{c l}$, with

$$
V=\left[\begin{array}{ll}
S_{\perp} & S_{\perp} Z+S^{\dagger} Y
\end{array}\right] \quad \text { and } \quad V^{-1}=\left[\begin{array}{c}
S_{\perp}^{\dagger}-Z Y^{-1} S \\
Y^{-1} S
\end{array}\right]
$$

By partitioning $J$ as

$$
J=\left[\begin{array}{ll}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{array}\right]
$$

where

$$
J_{11} \in \mathbb{R}^{(\bar{n}-\bar{m}) \times(\bar{n}-\bar{m})}, J_{12} \in \mathbb{R}^{(\bar{n}-\bar{m}) \times \bar{m}}, J_{21} \in \mathbb{R}^{\bar{m} \times(\bar{n}-\bar{m})}, J_{22} \in \mathbb{R}^{\bar{m} \times \bar{m}}
$$

one can show that $\mathcal{A}_{\sigma}=S A_{c l} S^{\dagger}=Y\left[J_{22}-J_{21} Z\right] Y^{-1}$. Due to the specific structure of the real Jordan form and the fact that $S_{\perp}$ spans an invariant subspace of $A_{c l}$, namely $S_{\perp}=S_{\perp} J_{11}$, we must here have $J_{21} \equiv \mathbf{0}_{\bar{m} \times(\bar{n}-\bar{m})}$. Hence the eigenvalues of $\mathcal{A}_{\sigma}$ are the eigenvalues of $J_{22}$, which in turn correspond to a subset of the spectrum of $A_{c l}$.

There exist several control strategies in the literature which may here be used to ensure that the origin of (8.6) is reached in finite time despite of the perturbation $\Delta$. As an example of such a controller, we provide next a unit-vector approach [63].

Proposition 8.6. Let $\mathcal{A}_{\sigma}:=S A_{c l} S^{\dagger}$ be as in Lemma 8.5 and let $P \in \mathbb{M}_{\succ 0}^{\bar{m} \times \bar{m}}$ be the unique solution to the Lyapunov equation

$$
\mathcal{A}_{\sigma}^{\top} P+P \mathcal{A}_{\sigma}=-Q
$$

for some $Q \in \mathbb{M}_{\succ 0}^{\bar{m} \times \bar{m}}$. Then the control law (8.5), with

$$
v=\left\{\begin{array}{ccc}
-\mu \frac{\sigma}{\|\sigma\|} & \text { if } & \|\sigma\| \neq 0  \tag{8.7}\\
0 & \text { if } & \|\sigma\|=0
\end{array}\right.
$$

for some

$$
\mu \geq \frac{1}{\lambda_{\min }(P)}\left[\frac{1}{2} \mu_{\star}+\lambda_{\max }(P)\|S B\| \Delta_{M}\right], \quad \mu_{\star}>0
$$

guarantees that the sliding manifold (8.2) is reached in finite time.
Proof. It is well known that $\mathcal{A}_{\sigma}$ being Hurwitz guarantees the existence of a unique solution to the Lyapunov equation [44]. Consider, therefore, the Lyapunov function candidate $V_{\sigma}:=\sigma^{\top} P \sigma$, such that by (8.6),

$$
\begin{aligned}
\frac{d}{d t} V_{\sigma} & =\sigma^{\top}\left(\mathcal{A}_{\sigma}^{\top} P+P \mathcal{A}_{\sigma}-\frac{2 \mu}{\|\sigma\|} P\right) \sigma+2 \sigma^{\top} P S B \Delta(y, t) \\
& \leq-\lambda_{\min }(Q)\|\sigma\|^{2}+2\left[\lambda_{\max }(P)\|S B\| \Delta_{M}-\mu \lambda_{\min }(P)\right]\|\sigma\| .
\end{aligned}
$$

From the lower bound of $\mu$ one consequently obtains $\frac{d}{d t} V_{\sigma} \leq-\alpha V_{\sigma}-\beta \sqrt{V_{\sigma}}$ with $\alpha:=\lambda_{\min }(Q) / \lambda_{\max }(P)$ and $\beta:=\mu_{\star} / \sqrt{\lambda_{\max }(P)}$. Using standard argument (see, e.g., Ch. 14.1.1 in [44]) it can therefore be concluded that the sliding manifold $\Sigma$ is reached in finite time, with the settling time $t_{s}$ satisfying the inequality $t_{s} \leq 2 \alpha^{-1} \ln \left(\alpha \beta^{-1} \sqrt{V_{\sigma}(0)}+1\right)$; see [228].

Remark 8.7. By taking inspiration from the similar type of scheme proposed in [222], it is possible to relax the matching condition in regard to the disturbances and uncertainties acting on the system. Specifically, if

$$
\Delta(y, t)=B \Delta_{\text {matched }}(y, t)+\Delta_{\text {unmatched }}(y, t)
$$

then a control law of the form as (8.5) and (8.7) will asymptotically stabilize the origin $y=0$ if the matrix $S \in \mathbb{R}^{\bar{m} \times \bar{n}}$ satisfying the conditions in Lemma 8.2, can be taken such that $\left\|\left(\mathbf{I}_{\hat{n}}-B(S B)^{-1} S\right) \Delta_{\text {unmatched }}(y, t)\right\| \leq$ $\eta_{1}\|y\|$ and $\left\|S \Delta_{\text {unmatched }}(y, t)\right\| \leq \eta_{2}\|S y\|$ both hold for some sufficiently small constants $\eta_{1}, \eta_{2} \geq 0$.

We also remark that while the well-known chattering effect $[62,63]$ is the main drawback of the controller (8.7), methods for alleviating and attenuating this effect using continuous approximations of (8.7) do exist; see, for example, $[44,64,223]$. Although note that these methods only ensure convergence to a boundary layer of the sliding manifold. Alternatively, the structure of (8.5) may also allow (depending on the disturbance) for the possibility of utilizing multivariable super-twisting algorithms [65, 229].

Example 8.3. Consider again the system in Example 8.2 with the switching function taken as $\sigma(y)=S y$ for $S=[1,1,1]$. Since $S^{\dagger}=$ $\operatorname{col}(1 / 3,1 / 3,1 / 3)$, we have $\mathcal{A}_{\sigma}:=S A_{c l} S^{\dagger}=-1$. Hence $\mathcal{A}_{\sigma}$ clearly corresponds to the real eigenvalue of the remaining one-dimensional invariant subspace of $A_{c l}$. Taking the control law according to (8.5), we find from Lemma 8.5 that

$$
\dot{\sigma}=-\sigma+v+\Delta(y, t)
$$

with $\Delta(\cdot)$ containing the unknown perturbations acting on the system. Since, e.g., $\mathcal{A}_{\sigma}^{\top}+\mathcal{A}_{\sigma}=-2$, Proposition 8.6 ensures that the control law (8.5) with the following relay-based robustifying feedback extension

$$
v=-\mu\lceil\sigma\rfloor^{0}, \quad \mu>\Delta_{M} \geq|\Delta(y, t)|
$$

with $\lceil\cdot\rfloor^{\alpha}:=\operatorname{sgn}(\cdot)|\cdot|^{\alpha}$, makes the states converge to the sliding manifold $\Sigma=\left\{y \in \mathbb{R}^{3}: S y=0\right\}$ within a finite amount of time. Alternatively, if, say $|\dot{\Delta}(y, t)| \leq \mu$, then other controllers, such as the continuous super-twisting algorithm $[63,230], v=-\mu_{p}\lceil\sigma\rfloor^{\frac{1}{2}}+w$ with $\dot{w}=-\mu_{d}\lceil\sigma\rfloor^{0}$ and appropriately chosen gains $\mu_{p}, \mu_{d}>0$, can of course be used instead.

### 8.3 Switching function design for linear periodic systems

In the previous section we saw how to design a switching function for LTI systems using the knowledge of a stabilizing feedback. As such a linear system may have been obtained through the linearization of a nonlinear system about one of its nominal equilibrium points, such an approach therefore provides a means to construct robustifying feedback extensions for nonlinear systems utilizing first-order approximation about the desired hyperbolic equilibrium. Yet, as we are mainly concerned with periodic orbits in this chapter, where the linearization along the nominal solution instead results in a linear time-periodic (LTP) system, we need some way of bridging the gap between LTI- and LTP systems in order to apply such an approach directly. This is what we will aim to do in this section. Specifically, we
will provide conditions which a switching function for an LTP system must satisfy as to correspond to specific invariant subspace; and , most importantly, we will show how (and when) we can transform an LTP system into an LTI system using a real-valued Floquet-Lyapunov transformation, thus allowing us to directly apply Lemma 8.2.

The types of system we will now consider are LTP systems of the form

$$
\begin{equation*}
\dot{y}=A(t) y+B(t)(u+\Delta(y, t)), t \in \mathbb{R}_{\geq 0}, y \in \mathbb{R}^{\bar{n}}, u \in \mathbb{R}^{\bar{m}} \tag{8.8}
\end{equation*}
$$

with continuous, bounded, $T$-periodic matrix functions $A(t)=A(t+T)$ and $B(t)=B(t+T)$ of minimal period $T>0$. As before, $\Delta(\cdot) \in \mathbb{R}^{\bar{m}}$ is unknown but has known upper bound $\Delta_{M}$.

In a similar manner to the LTI systems in the previous section, we assume that a continuous, $T$-periodic matrix function $K: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{m} \times \bar{n}}$ is known such that the origin of the perturbation-free closed-loop system, given by

$$
\begin{equation*}
\dot{\chi}=A_{c l}(t) \chi, \quad A_{c l}(t):=A(t)+B(t) K(t), \tag{8.9}
\end{equation*}
$$

is exponentially stable. Recall in this regard that if we denote by $\Phi_{A_{c l}}(\cdot) \in$ $\mathbb{R}^{\bar{n} \times \bar{n}}$ the state-transition matrix (STM), i.e. the unique solution to

$$
\begin{equation*}
\frac{d}{d t} \Phi_{A_{c l}}\left(t, t_{0}\right)=A_{c l}(t) \Phi_{A_{c l}}\left(t, t_{0}\right), \quad \Phi_{A_{c l}}\left(t_{0}, t_{0}\right)=\mathbf{I}_{\bar{n}} \tag{8.10}
\end{equation*}
$$

then the exponential stability of (8.8) is equivalent to all the eigenvalues of the Monodromy matrix (see, e.g., Section 2.3.1)

$$
\begin{equation*}
\mathfrak{M}_{A_{c l}}:=\Phi_{A_{c l}}(T, 0) \tag{8.11}
\end{equation*}
$$

having magnitudes strictly less than one.
Assuming knowledge of such a matrix $K(\cdot)$, the problem we are looking to solve in section is the following:

Problem 8.8. Find a $\mathcal{C}^{1}$ matrix function $S: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{m} \times \bar{n}}$, such that the forward invariance of the relation $S(t) y(t) \equiv 0$ for all $t \geq t_{0}$ corresponds to the system (8.8) experiencing the equivalent control

$$
u_{e q}(t)=K(t) y(t)-\Delta(y(t), t)
$$

for all $t \geq t_{0}$.
Although this problem is naturally more challenging than Problem 8.1 as the matrix $S(\cdot)$ might be time-varying (periodic), solutions can be found using our knowledge of the state-transition matrix.

Lemma 8.9. Let $X_{0} \in \mathbb{R}^{\bar{n} \times(\bar{n}-\bar{m})}$ be of full rank and suppose the $\mathcal{C}^{1}$ matrix function $S: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{m} \times \bar{n}}$ is a left annihilator of the range space of $\Phi_{A_{c l}}(t, 0) X_{0}$ at time $t$, that is

$$
\left\|S(t) \Phi_{A_{c l}}(t, 0) X_{0} p\right\| \equiv 0
$$

for all $p \in \mathbb{R}^{(\bar{n}-\bar{m})}$ and any $t \geq 0$. Then $S(t)$ is a solution to Problem 8.8 if $\operatorname{rank}[S(t) B(t)]=\bar{m}$ for all $t \in \mathbb{R}_{\geq 0}$. Moreover, if $S(t)$ is to be $T$-periodic, i.e. $S(t)=S(t+T)$ for any $t \geq 0$, then $X_{0}$ must be a basis of an invariant subspace of $\mathfrak{M}_{A_{c l}}$ of codimension $\bar{m}$.

Proof. First note that at each time $t \in \mathbb{R}_{\geq 0}$ one must have

$$
\frac{d}{d t}\left[S(t) \Phi_{A_{c l}}(t, 0) X_{0}\right]=\dot{S}(t) \Phi_{A_{c l}}(t, 0) X_{0}+S(t) A_{c l}(t) \Phi_{A_{c l}}(t, 0) X_{0}=0
$$

which implies the relation $\dot{S}(t) \Phi_{A_{c l}}(t, 0) X_{0}=-S(t) A_{c l}(t) \Phi_{A_{c l}}(t, 0) X_{0}$.
Now assuming the forward invariance of $S(t) y(t)=0$, it follows that

$$
\frac{d}{d t}(S(t) y(t))=\dot{S}(t) y+S(t)\left(A(t) y+B(t)\left(u_{e q}+\Delta\right)\right) \equiv 0
$$

Therefore, as if $S(t) y(t)=0$ then $y(t)=\Phi_{A_{c l}}(t, 0) X_{0} p$ for some $p \in \mathbb{R}^{\bar{n}-\bar{m}}$, we obtain, using the above relation, that

$$
\begin{aligned}
-S(t) A_{c l}(t) y+S(t)\left(A(t) y+B(t)\left(u_{e q}+\Delta\right)\right) & =S(t) B(t)\left[u_{e q}+\Delta-K(t) y\right] \\
& \equiv 0
\end{aligned}
$$

Due to the assumption that $\operatorname{rank}[S(t) B(t)]=\bar{m}$, the equivalent control is thus uniquely given by $u_{e q}=K(t) y-\Delta$ as desired.

To derive the stated condition for the $T$-periodicity of $S(\cdot)$, recall the following well-known property of the $\operatorname{STM}[25,74]: \Phi_{A_{c l}}(t+T, 0)=\Phi_{A_{c l}}(t, 0) \mathfrak{M}_{A_{c l}}$. Thus if $S(t)=S(t+T)$ for all $t \geq 0$, then

$$
\begin{aligned}
\left\|S(t) \Phi_{A_{c l}}(t, 0) X_{0} p\right\| & =\left\|S(t+T) \Phi_{A_{c l}}(t+T, 0) X_{0} p\right\| \\
& =\left\|S(t) \Phi_{A_{c l}}(t, 0) \mathfrak{M}_{A_{c l}} X_{0} p\right\| \\
& =0
\end{aligned}
$$

for any $p \in \mathbb{R}^{(\bar{n}-\bar{m})}$ and all $t \geq 0$. It follows that there must be some nonsingular matrix $N \in \mathbb{R}^{(\bar{n}-\bar{m}) \times(\bar{n}-\bar{m})}$ such that $\mathfrak{M}_{A_{c l}} X_{0}=X_{0} N$, or equivalently, the columns of $X_{0}$ form a basis of an invariant subspace of $\mathfrak{M}_{A_{c l}}$.

The question of how to generate and numerically construct such a matrix function $S(\cdot)$ therefore arises. For this purpose, suppose we can smoothly transform the LTP system (8.8) into an LTI one. This would allow us to readily use the theory outlined in the previous section, in particular Lemma 8.2. We demonstrate how this can be achieved utilizing a FloquetLyapunov (FL) transformation next.

### 8.3.1 Preliminaries: Floquet-Lyapunov (FL) theory

Let $A: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{n} \times \bar{n}}$ be a bounded and continuous matrix function, and consider the linear time-varying (LTV) system:

$$
\begin{equation*}
\dot{y}=A_{c l}(t) y, \quad y \in \mathbb{R}^{\bar{n}}, \quad t \in \mathbb{R}_{\geq 0} \tag{8.12}
\end{equation*}
$$

Denote by $\Phi_{A_{c l}}(\cdot)$ the STM, i.e. $y(t)=\Phi_{A_{c l}}(t, \tau) y(\tau)$ for all $t, \tau \in \mathbb{R}_{\geq 0}$ (see (8.10)), and suppose there exists a real, constant, $\bar{n} \times \bar{n}$ matrix $F$ and a nonsingular, $\mathcal{C}^{1}$ matrix function $L: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{n} \times \bar{n}}$ such that $\Phi_{A_{c l}(\cdot)}$ can be factorized as follows:

$$
\begin{equation*}
\Psi_{A_{c l}}(t, 0)=L(t) e^{F t} \quad \forall t \in \mathbb{R}_{\geq 0} \tag{8.13}
\end{equation*}
$$

The coordinate transformation $y(t)=L(t) z(t)$ is then said to be a (real) Lyapunov transformation, while the system (8.12) is said to be real-reducible, in the sense that $\dot{z}=F z$ is time invariant.

While it is well known that not all LTV systems of the form (8.12) are reducible, Floquet [231] showed that all LTP systems are. If for a $T$ periodic matrix $A_{c l}(t)$ there is some matrix function $L(t)=L(t+c T)$, with $c$ an integer, such that (8.13) holds, then $y(t)=L(t) z(t)$ is therefore said to be a $c T$-periodic Floquet-Lyapunov (FL) transformation, while (8.13) will be referred to as a $c T$-periodic FL factorization.

In the following, we will therefore take the matrix $A_{c l}(\cdot) \in \mathbb{R}^{\bar{n} \times \bar{n}}$ in (8.12) to be both continuous and $T$-periodic. It is known that a real, $2 T$-periodic FL factorization always exists for LTP systems of the form (8.12) [61, 232, 233]. The following statement demonstrates this fact (see also Theorem 3.1 in [232] for a generalization of this theorem.)

Theorem 8.10 (Real FL Transformation [61]). If $A_{c l}(t)=A_{c l}(t+T)$ in (8.12) is continuous, then there always exists a real, continuously differentiable, nonsingular matrix function $L(t)$, as well as real, commuting matrices $F$ and $Y$, i.e. $F Y=Y F$, satisfying

$$
L(t+2 T)=L(t), \quad L(t+T)=L(t) Y, \quad Y^{2}=\mathbf{I}_{\bar{n}}
$$

such that (8.13) holds for the LTP system (8.12).

The existence of real, $T$-periodic FL factorizations, however, depends upon the spectrum of the Monodromy matrix $\mathfrak{M}_{A}$. That is to say, since any such factorization (8.13) naturally must satisfy

$$
\begin{equation*}
\mathfrak{M}_{A_{c l}}=\Phi_{A_{c l}}(T, 0)=e^{F T} \tag{8.14}
\end{equation*}
$$

the existence of a real matrix $F$ is dependent on the existence of a real (matrix) logarithm of $\mathfrak{M}_{A_{c l}}$, i.e. $\log \mathfrak{M}_{A_{c l}}=F T$. Using this, together with the fact that $\Phi_{A_{c l}}(t, 0)$ is nonsingular for all $t \in \mathbb{R}_{\geq 0}$, the following statement is just a well-known, straightforward consequence of Theorem 1 in [234].

Lemma 8.11. The LTP system (8.12) has a real, T-periodic FL factorization of the form (8.13) if, and only if, each Jordan block corresponding to an eigenvalue of $\mathfrak{M}_{A_{c l}}$ with negative real part appears an even number of times.

For the sake of completeness, we will in the next section briefly outline some methods for obtaining a real FL factorization.

### 8.3.2 Constructing Floquet-Lyapunov factorizations

There are several ways of computing real ( $c T$-period) Floquet-Lyapunov (FL) factorization for LTP systems. These are mainly grouped into either direct- or indirect methods.

In the case of direct approaches (see e.g. [233]) one uses knowledge of the state transition matrix to find $L(\cdot)$ and $F$ directly from (8.13). The existence of a real matrix $F$ in Theorem 8.10, for instance, then follows from the fact that the Monodromy matrix, $\mathfrak{M}_{A}$, is real; indeed, using Lemma 3 in [233], we have

$$
\begin{equation*}
\mathfrak{M}_{A_{c l}}^{2}=\overline{\mathfrak{M}_{A_{c l}}} \mathfrak{M}_{A_{c l}}=e^{T B} e^{T \bar{B}}=e^{T(B+\bar{B})}=e^{2 T F} \tag{8.15}
\end{equation*}
$$

such that $F=(B+\bar{B}) / 2$ for some possibly complex matrix $B$.
In the indirect approach suggested in [235], on the other hand, one assumes that $F \in \mathbb{R}^{\bar{n} \times \bar{n}}$ satisfying (8.13) is known for some $c T$-periodic matrix $L(t)$. By then substituting (8.13) into (8.10), one obtains the matrix differential equation

$$
\begin{equation*}
\frac{d}{d t} L(t)=A_{c l}(t) L(t)-L(t) F \tag{8.16}
\end{equation*}
$$

which must hold for all $t \geq 0$. Moreover, since $\frac{d}{d t} L^{-1}(t)=-L^{-1}(t) \dot{L}(t) L^{-1}(t)$ for any smooth, nonsingular square matrix function $L(\cdot)$, it follows that

$$
\begin{equation*}
\frac{d}{d t} L^{-1}(t)=-L^{-1}(t) A_{c l}(t)+F L^{-1}(t) \tag{8.17}
\end{equation*}
$$

must be satisfied for all $t \geq 0$ as well. Hence either (8.16) or (8.17) can be solved for $L(t)$ or $L^{-1}(t)$, respectively, using the fact that that $L(0)=$ $L^{-1}(0)=\mathbf{I}_{\bar{n}}$. Note that the converse is also true [61]:

Corollary 8.12. If there exists a matrix $F \in \mathbb{R}^{\bar{n} \times \bar{n}}$ and a cT-periodic, nonsingular matrix function $L: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\bar{n} \times \bar{n}}, L(0)=\mathbf{I}_{\bar{n}}$, satisfying the matrix differential equation (8.16), then (8.13) is a real, cT-periodic FL factorization of (8.10).

One therefore has two natural options for finding an FL factorization:

1) Integrate (8.10) to find the Monodromy matrix and then obtain $F$ from (8.15), such that $L(t)$ can be found either from (8.13) directly or by integrating (8.16);
2) Or as suggested in [235], find both $F$ and $L(t)$ simultaneously by solving (8.16) as a boundary value problem using $L(0)=L(c T)=$ $L(t) Y$ for some $k \in\{1,2\}$, and by taking $\dot{F}=0$.

See also [236] and [237] for alternative ways of computing real factorizations.

### 8.3.3 FL Transformation-based switching function design

We will now apply the Floquet-Lyapunov (FL) theory outlined in the previous sections in order to solve Problem 8.8.

Proposition 8.13. Let the pair $(L(t), F)$ be a real, cT-periodic FL factorization of the closed-loop system (8.9) for some positive integer $c$, and suppose the matrix $F$ has a real, invariant subspace $\aleph$ of co-dimension $\bar{m}$. If $\hat{S} \in \mathbb{R}^{\bar{m} \times \bar{n}}$ is a full rank left-annihilator of $\aleph$, that is $\hat{S} z=0$ for all $z \in \aleph$ and $\operatorname{rank}\left[\hat{S} L^{-1}(t) B(t)\right]=\bar{m}$ for all $t \in[0, c T)$, then the matrix function $S(t):=\hat{S} L^{-1}(t)$ is a solution to Problem 8.8.

Proof. Assume, without loss of generality, that the relation $\sigma(t)=S(t) y(t) \equiv$ 0 is forced for $t \geq 0$. Following the equivalent control approach [62, 63], we then set

$$
\dot{\sigma}(t)=\hat{S}\left[\frac{d L^{-1}}{d t}(t) y+L^{-1}(t)\left(A(t) y+B(t)\left(u_{e q}+\Delta\right)\right)\right] \equiv 0
$$

Here $\frac{d}{d t} L^{-1}(t)$ can be found from (8.17), such that the above reduces to

$$
\begin{aligned}
\dot{\sigma} & =\hat{S}\left[F L^{-1}(t) y-L^{-1}(t)\left(A_{c l}(t)-A(t)\right) y+L^{-1}(t) B(t)\left(u_{e q}+\Delta\right)\right] \\
& =\hat{S}\left[F z-L^{-1}(t) B(t) K(t) y+L^{-1}(t) B(t)\left(u_{e q}+\Delta\right)\right] \\
& =\hat{S} F z+S(t) B(t)\left[u_{e q}-K(t) y+\Delta\right] \equiv 0
\end{aligned}
$$

Now, as $\aleph$ is $F$-invariant and $\hat{S}$ annihilates $\aleph$, we here have that $\hat{S} z=$ $\hat{S} F z \equiv 0$ for all $z \in \aleph$. As we have assumed $[S(t) B(t)]$ to be invertible, it therefore follows that the equivalent control corresponds to $u_{\text {eq }}(t)=$ $K(t) y(t)-\Delta(y(t), t)$ as desired.

Remark 8.14. As is clear from the proof, this statement can easily be extended to any real-reducible, linear, time-varying system.

Recall from Theorem 8.10 that a real FL factorization always exists for $c=2$, whereas the existence of a $T$-periodic factorization follows from Lemma 8.11. The following statements demonstrates that a $2 T$-periodic factorization may in fact result in a $T$-periodic $S(t)$.

Corollary 8.15. Let the triplet $(L(t), F, Y)$ denote a real, $2 T$-periodic $F L$ factorization of the closed-loop system (8.9) as in Theorem 8.10 and let the conditions of Proposition 8.13 hold. Then the matrix function $S(t):=$ $\hat{S} L^{-1}(t)$ is T-periodic if $\hat{S}=\hat{S} Y$.

This is just a consequence of the fact that $L^{-1}(T)=Y$. For $\hat{S}=\hat{S} Y$ to be satisfied, however, it is clear that the rows of $\hat{S}$ must be linear combinations of the left eigenvectors of $Y$ corresponding to its unitary eigenvalues. This may of course also sometimes be possible even when $Y \neq I_{\bar{n}}$ as $Y^{2}=\mathbf{I}_{\bar{n}}$ (the matrix $Y$ is involutory), and hence all its eigenvalues satisfy $\lambda_{Y}^{2}=1$.

### 8.4 Sliding manifold design for nonlinear systems

By taking inspiration from the statements in the previous sections, our aim will now be to design robustifying feedback extensions for periodic orbits of a class of nonlinear dynamical systems.

### 8.4.1 Problem formulation

Consider the nonlinear control-affine system (4.1) now subject to an unknown matched perturbation:

$$
\begin{equation*}
\dot{x}=f(x)+B(x)(u+\Delta(x, t)) \tag{8.18}
\end{equation*}
$$

As before, $x(t) \in \mathbb{R}^{n}$ denotes the state at time $t \in \mathbb{R}_{\geq 0}$, and $u(t) \in \mathbb{R}^{m}$ represents the control inputs, with $m \leq n$. Moreover, $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is assumed to be $\mathcal{C}^{2}$, while the columns of $B(\cdot) \in \mathbb{R}^{n \times m}$, denoted $b_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, $i \in\{1, \ldots, m\}$, are linearly independent and (locally) Lipschitz continuous. As in the previous sections, the perturbation term $\Delta: \mathbb{R}^{n} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{m}$, consisting of system uncertainties and unknown external disturbances, is assumed to be piecewise continuous in both its arguments (with the respective
sets of any discontinuity points having zero Lebesgue measure); moreover, it has a known upper bound $\Delta_{M}>0$, that is, ${ }^{5}$

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{n}, t \in \mathbb{R}_{\geq 0}}\|\Delta(x, t)\| \leq \Delta_{M} \tag{8.19}
\end{equation*}
$$

It is assumed that a bounded, $T$-periodic solution $x_{\star}(t)=x_{\star}(t+T)$ of the nominal (i.e. perturbation-free) and undriven (i.e. $u \equiv 0$ ) system is known for some $T>0$, whose orbit we denote by

$$
\begin{equation*}
\mathcal{O}:=\left\{x \in \mathbb{R}^{n} \mid x=x_{\star}(t), t \in[0, T)\right\} \tag{8.20}
\end{equation*}
$$

That is, $\dot{x}_{\star}(t)=f\left(x_{\star}(t)\right)$ and $0<\left\|f\left(x_{\star}(t)\right)\right\|<\infty$ hold for all $t \in \mathbb{R}_{\geq 0}$. It will further be assumed that a $\mathcal{C}^{2}$-mapping $k: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is known, satisfying $k\left(x_{\star}(t)\right) \equiv 0$, which (locally) renders $x_{\star}(t)$ an exponentially orbitally stable solution (see Def. 2.2) of the nominal closed-loop system, described by

$$
\begin{equation*}
\dot{\chi}=f(\chi)+B(\chi) k(\chi), \quad \chi \in \mathbb{R}^{n} \tag{8.21}
\end{equation*}
$$

The fact that $k(\cdot)$ renders $x_{\star}(\cdot)$ an exponentially orbitally stable solution of the disturbance-free system (8.21) does of course in no way guarantee that it will also be an (asymptotically) orbitally stable solution of (8.18) in the presence of the matched perturbation given by $B(x) \Delta(x, t)$. In fact, it may no longer be a solution of the closed-loop system at all. For this reason, we consider the task of utilizing the knowledge of $k(\cdot)$ to instead design a robust controller which also renders $x_{\star}(\cdot)$ an asymptotically orbitally stable solution of the system (8.18).

To utilize the SMC methodology, our aim will be to construct a timeinvariant switching function, $x \mapsto \sigma(x), \sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, which has the property that its zero-level set, given by

$$
\begin{equation*}
\Sigma:=\left\{x \in \mathbb{R}^{n}: \sigma(x)=\mathbf{0}_{m \times 1}\right\} \tag{8.22}
\end{equation*}
$$

defines a sliding manifold upon which all solutions sufficiently close to the desired orbit converges to it. As in the previous sections, we will again turn to Utkin's equivalent control concept in order to help us construct such a switching function. Using our prior knowledge of the nominal feedback $k(\cdot)$, the problem we now are aiming to solve can be formulated as follows:

[^44]Problem 8.16. Find a time-invariant, $\mathcal{C}^{2}$-smooth switching function $\sigma$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that there exists a tubular neighborhood of the orbit $\mathcal{O}$, within which, when restricted to the sliding manifold (8.22), the resulting equivalent control for the system (8.18) is of the form

$$
\begin{equation*}
u_{e q}=\hat{k}(x)-\Delta(x, t) \tag{8.23}
\end{equation*}
$$

where $\hat{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a $\mathcal{C}^{1}$ mapping satisfying, for all $y \in \mathcal{O}$,

$$
\hat{k}(y) \equiv 0 \quad \text { and } \quad D \hat{k}(y)=D k(y)
$$

That is, the first-order approximations of $\hat{k}(\cdot)$ and $k(\cdot)$ along $\mathcal{O}$ are equal.
Remark 8.17. The use of Utkin's equivalent control method ensures that the control "experienced" by the system when confined to the manifold (8.22) corresponds to (8.23), which is both disturbance rejecting and asymptotically orbitally stabilizing. Thus, any motion (of reduced order) of the system (8.18) in sliding mode may be considered to evolve as if $\dot{x}=f(x)+$ $B(x) \hat{k}(x)$. The mapping $\hat{k}(\cdot)$ is considered rather than the known feedback $k(\cdot)$ as it allows for an added level of flexibility in the design of the switching function (adding or removing higher order terms) while still maintaining the local orbitally stabilizing feedback properties.

Notice also the absence of an explicit form of a sliding mode control law in Problem 8.16. Indeed, as previously stated, the main focus of this chapter is not the design of sliding mode controllers per se, but rather the design of sliding manifolds on which the orbit (8.20) is asymptotically stable. Of course, if such a manifold is given, then some sort of sliding mode control law-be that a relay-type, unit-vector, higher-order, etc.-is necessary in order to bring the system's states onto it in finite time. While the choice of such a control law is important in regard to aspects such as, for example, chattering attenuation and the required assumptions upon the unknown disturbance term, it does not affect the corresponding equivalent control (8.23), which instead is completely determined by the choice of switching function. Hence, the tasks of designing and stabilizing the corresponding sliding manifold may be considered separately, with our focus in this thesis mainly on the former.

To clearly see why a solution to Problem 8.16 is desirable, we can study the ideal sliding equation. It is obtained by inserting the equivalent control into the dynamical system (8.18):

$$
\dot{x}_{\sigma}=f\left(x_{\sigma}\right)+B\left(x_{\sigma}\right) \hat{k}\left(x_{\sigma}\right)
$$

The corresponding first-order approximation system about the solution $x_{\star}(\cdot)$ is necessarily equivalent to that of the nominal system (8.21), namely $\dot{\boldsymbol{\delta}}_{x}=$ $A_{c l}(t) \boldsymbol{\delta}_{x}$. By the Andronov-Vitt theorem (see Thm. 2.8), it follows that $x_{\star}(\cdot)$ is an exponentially orbitally stable solution of the ideal sliding mode equation. As we can tie the solutions of this system to those of (8.18) when in sliding mode using Utkin's equivalent control method [60, 62], the following statement can be concluded:

Proposition 8.18. Let $\sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a solution to Problem 8.16. Then there exists a tubular neighborhood $\mathcal{N}$ of the orbit $\mathcal{O}$, such that if the states of the system (8.18) are restricted to $\Sigma:=\left\{x \in \mathbb{R}^{n}: \sigma(x)=\mathbf{0}_{m \times 1}\right\}$ within $\mathcal{N}$, then all solutions of (8.18) converges to $\mathcal{O}$, rendering $x_{\star}(\cdot)$ exponentially orbitally stable in the ideal sliding mode.

As previously mentioned, our suggested approach for solving this problem is, roughly speaking, to construct the switching function such that the corresponding sliding manifold corresponds to a particular real, invariant subspace of the first-order approximation system. Due to the connection with the linearized system, we therefore begin by defining the following continuous and bounded, $T$-periodic matrix functions:
$B_{t}(t):=B\left(x_{\star}(t)\right), \quad K(t):=D k\left(x_{\star}(t)\right), \quad A_{c l}(t):=D f\left(x_{\star}(t)\right)+B_{t}(t) K(t)$.
Moreover, we let the corresponding state-transition matrix (STM) $\Phi_{A_{c l}}(\cdot)$ and Monodromy matrix $\mathfrak{M}_{A_{c l}}$ be defined according to (8.10) and (8.11), respectively. With this notation in place, the following statement provides sufficient conditions for a switching to be a solution to Problem 8.16.

Lemma 8.19. Let $\sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be $\mathcal{C}^{2}$, and define the $T$-periodic matrix function $S(t):=D \sigma\left(x_{\star}(t)\right)$. If $\sigma\left(x_{\star}(t)\right) \equiv 0$, as well as

1. $\operatorname{det}\left[S(t) B_{t}(t)\right] \neq 0$,
2. $S(t) x=0 \Longrightarrow\left[\dot{S}(t)+S(t) A_{c l}(t)\right] x \equiv 0$,
are satisfied for all $t \in[0, T)$, then $\sigma(\cdot)$ is a solution to Problem 8.16.
Remark 8.20. It is not difficult to see that condition 2. together with the fact that $S(t)=D \sigma\left(x_{\star}(t)\right)$ must be $T$-periodic, implies by Lemma 8.9 that $S(t)$ must be a left annihilator of the range space of $\Phi_{A_{c l}}(t, 0) X_{0}$, with $X_{0}$ a basis of a real, invariant subspace of the Monodromy matrix $\mathfrak{M}_{A_{c l}}$ of codimension $m$. This has an important implication: only the eigenvalues of the Monodromy matrix that correspond to its subspace with basis $X_{0}$
need to have a magnitude strictly less than one. Hence, there may exist a sliding manifold on which all solution are exponentially orbitally stable even though the feedback $k(\cdot)$ is not fully orbitally stabilizing, but only stabilizes a particular subspace of the first-order approximation system.

Proof. In order to show convergence to $\mathcal{O}$ within some nonzero tubular neighborhood when restricted to $\Sigma$, let $\tau: \mathbb{R}^{n} \rightarrow[0, T)$ be the solution to

$$
\begin{equation*}
\tau(x)=\underset{t \in[0, T)}{\arg \min }\left\|x-x_{\star}(t)\right\|^{2} \tag{8.24}
\end{equation*}
$$

for a given $x \in \mathbb{R}^{n}$ about $\mathcal{O}$. Clearly $\tau(\cdot)$ is a projection operator onto the time-parameterized curve $x_{\star}(t)$. Hence, from Proposition 4.9 (see also the work of Leonov [54]), the time derivative of $\tau=\tau(x)$ is well defined in a neighborhood of $\mathcal{O}$. Moreover, the equation governing its dynamics may be written in the form

$$
\dot{\tau}=1+f_{\|}(\tau, \tilde{x})+B_{\|}(\tau, \tilde{x}) u
$$

where $\tilde{x}:=x-x_{\star}(\tau)$ and $f_{\|}(\tau, 0)=0$. Recall also from Lemma 4.29 that a $\mathcal{C}^{2}$ function $x \mapsto h(x)$ can, sufficiently close to $\mathcal{O}$, be equivalently rewritten in the following form using $\tau(\cdot)$ and $\tilde{x}$ :

$$
h(x)=h\left(x_{\star}(\tau)\right)+D h\left(x_{\star}(\tau)\right) \tilde{x}+R_{h}(x)
$$

Here $R_{h}$ is $\mathcal{C}^{1}$ and satisfies $\left\|R_{h}(x)\right\|=O\left(\|\tilde{x}\|^{2}\right)$. We can therefore write

$$
\begin{aligned}
\sigma(x) & =S(\tau) \tilde{x}+R_{\sigma}(x) \\
f(x) & =f\left(x_{\star}(\tau)\right)+A_{t}(\tau) \tilde{x}+R_{f}(x) \\
k(x) & =K(\tau) \tilde{x}+R_{k}(x)
\end{aligned}
$$

with $A_{t}(\tau):=D f\left(x_{\star}(\tau)\right)$ and where we have used that $\sigma\left(x_{\star}(t)\right)=k\left(x_{\star}(t)\right) \equiv$ $\mathbf{0}_{m \times 1}$. Thus, by differentiating $\sigma(\cdot)$ with respect to time one obtains

$$
\dot{\sigma}(x)=\dot{S}(\tau) \tilde{x}+S(\tau)\left(\dot{x}-\dot{x}_{\star}(\tau)\right)+\frac{d}{d t} R_{\sigma}(x)
$$

Inserting for $\dot{x}$, as well as using the fact that $S(\tau) \dot{x}_{\star}(\tau)=S(\tau) \dot{\tau} \frac{d}{d \tau} x_{\star}(\tau) \equiv 0$, this becomes

$$
\begin{aligned}
\dot{\sigma}(x) & =\dot{S}(\tau) \tilde{x}+S(\tau)(f(x)+B(x)[u+\Delta])+\frac{d}{d t} R_{\sigma}(x) \\
& =\left[\dot{S}(\tau)+S(\tau) A_{t}(\tau)\right] \tilde{x}+S(\tau) B(x)[u+\Delta]+\hat{R} \\
& =[\dot{S}(\tau)+S(\tau) A(\tau)] \tilde{x}+S(\tau)\left(B_{t}(\tau)+\tilde{B}(x)\right)[u+\Delta]+\hat{R}
\end{aligned}
$$

where $\tilde{B}(x):=B(x)-B\left(x_{\star}(\tau)\right), \hat{R}:=S(\tau) R_{f}+\frac{d}{d t} R_{\sigma}$. By adding and subtracting $S(\tau) B_{t}(\tau) K(\tau) \tilde{x}$, the above may be equivalently rewritten as

$$
\begin{aligned}
\dot{\sigma}(x)= & {\left[\dot{S}(\tau)+S(\tau) A_{c l}(\tau)\right] \tilde{x}-S(\tau) B_{t}(\tau) K(\tau) \tilde{x} } \\
& +S(\tau)\left(B_{t}(\tau)+\tilde{B}(x)\right)[u+\Delta]+\hat{R}
\end{aligned}
$$

With this in mind, suppose the sliding manifold $\Sigma$ has been rendered forward invariant such that $\sigma(x)=S(\tau) \tilde{x}+R_{\sigma}(x) \equiv 0$. This implies that $\tilde{x}=X_{S}(\tau)-S^{\dagger}(\tau) R_{\sigma}(x)$ for some $X_{S}(\tau) \in \operatorname{ker}\{S(\tau)\}$, and in which $S^{\dagger}(\tau)$ is a full-rank right inverse of $S(\tau)$ such that $S(\tau) S^{\dagger}(\tau)=\mathbf{I}_{m}$ for all $\tau \in[0, T)$. By now proceeding according to the equivalent control approach [62], we set $\dot{\sigma}(x) \equiv 0$. Hence, by using condition 2. in Lemma 8.19, the equivalent control $u_{e q}$ must therefore satisfy

$$
\begin{aligned}
{\left[\mathbf{I}_{m}\right.} & \left.+\left(S(\tau) B_{t}(\tau)\right)^{-1} S(\tau) \tilde{B}(x)\right]\left(u_{e q}+\Delta\right) \\
& =K(\tau) \tilde{x}-\left(S(\tau) B_{t}(\tau)\right)^{-1}\left[\left(\dot{S}(\tau)+S(\tau) A_{c l}(\tau)\right) S^{\dagger}(\tau) R_{\sigma}(x)+\hat{R}\right]
\end{aligned}
$$

Since we have assumed the columns of $B(\cdot)$ to be locally Lipschitz in some region containing the orbit, there necessarily exists a Lipschitz constant $l_{B}>0$ such that $\|\tilde{B}(x)\| \leq l_{B}\|\tilde{x}\|$ holds therein. It follows that for sufficiently small $\tilde{x}$, the matrix function $\Lambda(x):=\mathbf{I}_{m}+\left(S(\tau) B_{t}(\tau)\right)^{-1} S(\tau) \tilde{B}(x)$ is nonsingular. This, in turn, implies that, locally, the equivalent control is of the form $u_{e q}=\hat{k}(x)-\Delta$ with

$$
\begin{aligned}
\hat{k}(x):=\Lambda^{-1}(x)(K(\tau) \tilde{x} & -\left(S(\tau) B_{t}(\tau)\right)^{-1} \\
& \left.\times\left[\left(\dot{S}(\tau)+S(\tau) A_{c l}(\tau)\right) S^{\dagger}(\tau) R_{\sigma}(x)+\hat{R}\right]\right)
\end{aligned}
$$

What remains is therefore to show that $\hat{k}(\cdot)$ is equal to $k(\cdot)$ in the first approximation along $\mathcal{O}$. Indeed, if this is the case, then necessarily $u_{e q}=-\Delta\left(x_{\star}(t), t\right)$ on $\mathcal{O} \subset \Sigma$, illustrating the insensitivity to the matched disturbance. To this end, we first note that $\Lambda^{-1}\left(x_{\star}(t)\right)=\mathbf{I}_{m}$ for all $t \in[0, T)$. Moreover, since the Jacobian matrix of $\tilde{x}$ evaluated along the nominal motion is given by $D \tilde{x}\left(x_{\star}(t)\right)=\mathbf{I}_{n}-\dot{x}_{\star}(t) \dot{x}_{\star}^{\mathrm{T}}(t) /\left\|\dot{x}_{\star}(t)\right\|^{2}$ (see Prop. 4.9), as well as that $\left\|K(t) \dot{x}_{\star}(t)\right\| \equiv 0$ for all $t \in[0, T)$, the relation $K(t) D \tilde{x}\left(x_{\star}(t)\right) \equiv K(t)$ always holds. Since all the terms inside the brackets on the right-hand inside of the expression for $\hat{k}(\cdot)$ are necessarily of order no less than two with respect to $\tilde{x}$ as $\|\tilde{x}\| \rightarrow 0$, we can conclude that $D \hat{k}\left(x_{\star}(t)\right) \equiv K(t)$, and thus $\hat{k}(\cdot)$ equals $k(\cdot)$ in the first-order approximation as desired. This concludes the proof.

Although Lemma 8.19 provides sufficient conditions for a mapping to be a solution to Problem 8.16, it does not provide a constructive procedure for obtaining such a switching function. We therefore demonstrate next how one can design such a function using a Floquet-Lyapunov transformation, by first transforming the orbital stabilization problem into the task of stabilizing the origin of a set of transverse coordinates.

### 8.4.2 Nonlinear switching function design

## Preliminaries: Transverse coordinates and projection operators

This chapter's main results utilizes the three principal components of this thesis which were introduced in Chapter 4: a projection operator, a set of transverse coordinates, and the corresponding transverse linearization. For the sake of convenience, we briefly recall the main aspects of each of these components, as well as the notion of an $s$-parameterization, next.
$s$-parameterization: Let the curve $x_{s}: \mathcal{S} \rightarrow \mathcal{O}$, with $\mathcal{S}:=\left[0, s_{T}\right)$, denote a known $s$-parameterization of the periodic orbit (8.20) as by Assumption 4.3; namely, $s \mapsto x_{s}(s)$ is $\mathcal{C}^{2}$-smooth, as well as satisfies

$$
\begin{equation*}
\|\mathcal{F}(s(t))\|>0 \quad \text { and } \quad x_{\star}(t) \equiv x_{s}(s(t)) \tag{8.25}
\end{equation*}
$$

for all $t \in[0, T)$, with $\mathcal{F}(s):=\frac{d}{d s} x_{s}(s)$. Here $s:[0, T) \rightarrow \mathcal{S}$ is a homeomorphism, strictly monotonically increasing in time, with its nominal time evolution over $\mathcal{S}$ governed by the autonomous differential equation

$$
\begin{equation*}
\dot{s}=\rho(s) \tag{8.26}
\end{equation*}
$$

given a known strictly-positive, $\mathcal{C}^{1}$ function $\rho: \mathcal{S} \rightarrow \mathbb{R}_{\geq 0}$ such that $f\left(x_{s}(s)\right)=$ $\rho(s) \mathcal{F}(s)$. Thus $s=s(t)$ can be considered as a rescaling of time along the orbit $\mathcal{O}$, with $s=t$ if one takes $\rho=1$ on $[0, T)$.
Projection operator: We assume knowledge of a $\mathcal{C}^{2}$ projection operator $p: \mathbb{R}^{n} \supset \mathfrak{X} \rightarrow \mathcal{S}$ as by Definition 4.5. That is, within the open tubular neighborhood $\mathfrak{X}$ of the orbit $\mathcal{O}, p(\cdot)$ projects any $x \in \mathfrak{X}$ onto a unique point on $\mathcal{S}$ and satisfies $s \equiv p\left(x_{s}(s)\right)$ for all $s \in \mathcal{S}$.

Transverse coordinates: In order to also have some measure of the deviation from the orbit, we will further assume that a set of $(n-1)$ transverse coordinates, denoted $z_{\perp}=z_{\perp}(x)$, are known for the orbit $\mathcal{O}$. Recall from Definition 4.11 that this is equivalent to the vector-valued function $z_{\perp}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ being of class $\mathcal{C}^{2}$, as well as satisfying $\left\|z_{\perp}(y)\right\|=0$ and $\operatorname{rank}\left[D z_{\perp}(y)\right]=n-1$ for all $y \in \mathcal{O}$.

Transverse linearization: Given such a set of transverse coordinates, the corresponding transverse dynamics are given by

$$
\begin{equation*}
\frac{d}{d t} z_{\perp}=f_{\perp}(x)+g_{\perp}(x)(u+\Delta(x, t)) \tag{8.27}
\end{equation*}
$$

where $f_{\perp}(x):=D z_{\perp}(x) f(x)$ and $B_{\perp}(x):=D z_{\perp}(x) g(x)$. A key part of our approach is to utilize the transverse linearization corresponding to the perturbation-free system (i.e. for $\Delta=0$ ). That is, the linear, $T$-periodic system (see Thm. 4.22)

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}_{z_{\perp}}=\mathcal{A}_{\perp}(s(t)) \boldsymbol{\delta}_{z_{\perp}}+\mathcal{B}_{\perp}(s(t)) u \tag{8.28}
\end{equation*}
$$

where $\mathcal{A}_{\perp}(s):=D f_{\perp}\left(x_{s}(s)\right) \mathcal{Z}_{\perp}^{\dagger}(s)$ and $\mathcal{B}_{\perp}(s):=g_{\perp}\left(x_{s}(s)\right)$ for $\mathcal{Z}_{\perp}(s):=$ $D z_{\perp}\left(x_{s}(s)\right)$.

With the above in mind, note that we may apply Lemma 4.15 as to rewrite the stabilizing feedback $k(\cdot)$ in terms of the pair $\left(p, z_{\perp}\right)$ close to $\mathcal{O}$ (see also Prop. 4.26):

$$
\begin{equation*}
k(x)=K_{\perp}(p(x)) z_{\perp}(x)+R_{k}(x) \tag{8.29}
\end{equation*}
$$

where $\left\|R_{k}(x)\right\|=O\left(\left\|z_{\perp}\right\|^{2}\right)$ and

$$
\begin{equation*}
K_{\perp}(s):=D k\left(x_{s}(s)\right) \mathcal{Z}_{\perp}^{\dagger}(s) \tag{8.30}
\end{equation*}
$$

Hence, by using (8.28) and (8.26), the transverse linearization of the unperturbed closed-loop system (8.21) may be written as a differential equation in the independent variable $s$ :

$$
\begin{equation*}
\frac{d}{d s} \chi_{\perp}=\frac{1}{\rho(s)}\left[\mathcal{A}_{\perp}(s)+\mathcal{B}_{\perp}(s) K_{\perp}(s)\right] \chi_{\perp}=: \frac{1}{\rho(s)} \mathcal{A}_{\perp}^{c l}(s) \chi_{\perp} \tag{8.31}
\end{equation*}
$$

That is, $\chi_{\perp}(s(t))=\boldsymbol{\delta}_{z_{\perp}}(t)$, with $\boldsymbol{\delta}_{z_{\perp}}(t)$ a solution to (8.28) under $u=$ $K_{\perp}(s(t)) \boldsymbol{\delta}_{z_{\perp}}(t)$. In the following, we will denote by $\Phi_{\perp}^{c l}(\cdot)$ the state transition matrix corresponding to (8.31):

$$
\begin{equation*}
\frac{d}{d s} \Phi_{\perp}^{c l}(s)=\frac{1}{\rho(s)} \mathcal{A}_{\perp}^{c l}(s) \Phi_{\perp}^{c l}(s), \quad \Phi_{\perp}^{c l}(0)=\mathbf{I}_{n-1}, \quad s \in \mathcal{S} . \tag{8.32}
\end{equation*}
$$

Recall now from theorems 2.10 and 4.22 the fact that the periodic orbit of (8.21) being (locally) exponentially stable is equivalent to the exponential stability of the origin of transverse linearization (8.31). Moreover, recall that this, in turn, is equivalent to all the $(n-1)$ characteristic multipliers, i.e. the
eigenvalues of the Monodromy matrix ${ }^{6}, \mathfrak{M}_{\perp}^{c l}:=\Phi_{\perp}^{c l}\left(s_{T}\right)$, having magnitudes strictly less than one. Our aim will now be to utilize this fact as to construct a matrix function $S_{\perp}: \mathcal{S} \rightarrow \mathbb{R}^{m \times n}$ solving Problem 8.8 for linear-periodic system (8.31), such that the function $\sigma(x):=S_{\perp}(p(x)) z_{\perp}(x)$ is a solution to Problem 8.16.

## Main statement

We are now ready to state the main result of this chapter.
Theorem 8.21. Suppose there exists a $\mathcal{C}^{1}$-smooth, nonsingular, $s_{T}$-periodic matrix function $L: \mathcal{S} \rightarrow \mathbb{R}^{(n-1) \times(n-1)}$ and a Hurwitz matrix $F \in \mathbb{R}^{(n-1) \times(n-1)}$ such that the state transitions matrix of (8.31), defined in (8.32), admits the real, $s_{T}$-periodic FL factorization:

$$
\Phi_{\perp}^{c l}(s)=L(s) e^{s F}
$$

Further suppose that there exists a full-rank matrix $\hat{S} \in \mathbb{R}^{m \times n}$ such that

1. $\operatorname{det}\left[\hat{S} L^{-1}(s) \mathcal{B}_{\perp}(s)\right] \neq 0$,
2. $\hat{S} z=0 \Longrightarrow \hat{S} F z=0$,
for all $s \in \mathcal{S}$. Then, for any projection operator $p(\cdot)$ (see Def. 4.5), the function

$$
\begin{equation*}
\sigma(x):=S_{\perp}(p(x)) z_{\perp}(x), \quad \text { with } \quad S_{\perp}(s):=\hat{S} L^{-1}(s) \tag{8.33}
\end{equation*}
$$

solves Problem 8.16. As a consequence, the solutions of the system (8.21) when its states are restricted to

$$
\Sigma:=\left\{x \in \mathbb{R}^{n}: \sigma(x)=\mathbf{0}_{m \times 1}\right\}
$$

sufficiently close the periodic orbit $\mathcal{O}$ converge to $\mathcal{O}$ at an exponential rate.
Remark 8.22. The existence of a real $s_{T}$-periodic FL factorization is assumed in Theorem 8.21 rather than a $2 s_{T}$-periodic factorization, which, as we recall from Theorem 8.10, is always guaranteed to exist. This restriction is due to the image of the projection operator $p(\cdot)$ being equal to $\left[0, s_{T}\right)$. More precisely, given a triplet $(L(t), F, Y)$ corresponding to a real, $2 s_{T}$-periodic factorization (see, e.g., Theorem 8.10 or Theorem 3.1 in [232]), we would be limited to only recovering the subinterval $\left[0, s_{T}\right)$ through $p(\cdot)$,

[^45]but by our definition of $S_{\perp}(s)$ and considering a factorization as in Theorem 8.10 , we would naturally require continuity of $S_{\perp}(\cdot)$ at $s=s_{T}$. This then corresponds to the same condition as in Corollary 8.15, namely
$$
S_{\perp}\left(s_{T}\right)=\hat{S} Y=S_{\perp}(0)=\hat{S}
$$

Hence, the rows of $\hat{S}$ must then be linear combinations of the eigenvectors of $Y$ corresponding to its unitary eigenvalues, which is trivially true whenever $Y=\mathbf{I}_{n-1}$, i.e. when one has an $s_{T}$-periodic factorization.

Remark 8.23. The existence of an FL factorization of course does not imply the existence of a (unique) real, invariant subspace of $F$ satisfying the conditions of the Theorem. See the discussion after Lemma 8.2 for further details in this regard.

Remark 8.24. In the special cases when the dynamical system (8.18) is so-called transversely feedback linearizable [30, 146], then one can instead simply utilize the theory outlined in Section 8.2, in particular Lemma 8.2, in order to find a solution to Problem 8.16. More specifically, since there then exist (at least locally) transverse coordinates and a smooth feedback transformation $u=a(x)+b(x) v, v \in \mathbb{R}^{m}$, such that the transverse dynamics (8.27) can be written as $\frac{d}{d t} z_{\perp}=A z_{\perp}+B\left(v+(b(x))^{-1} \Delta(x, t)\right)$, where the pair $(A, B)$ is controllable, the statements in Section 8.2 are readily applicable.

Proof. It is here enough to show that (8.33) satisfies the requirements in Lemma 8.19. In this regard, $\left\|\sigma\left(x_{s}(s)\right)\right\| \equiv 0$ is trivially satisfied due to the fact that $\left\|z_{\perp}\left(x_{s}(s)\right)\right\| \equiv 0$, whereas

$$
D \sigma\left(x_{s}(s)\right) B\left(x_{s}(s)\right)=S_{\perp}(s) D z_{\perp}\left(x_{s}(s)\right) B\left(x_{s}(s)\right)=S_{\perp}(s) \mathcal{B}_{\perp}(s)
$$

demonstrates that $\operatorname{rank}\left[S(t) B_{t}(t)\right]=m$ always holds as well.
In order to show that Condition 2. in Lemma 8.19 also is satisfied for any $x \in \operatorname{ker}\{S(s(t))\}$, we note that the equivalent expression to (8.17) for (8.31) can be written as

$$
\begin{equation*}
\rho(s) \frac{d}{d s} L^{-1}(s)=-L^{-1}(s) \mathcal{A}_{\perp}^{c l}(s)+F L^{-1}(s) \tag{8.34}
\end{equation*}
$$

Recall here that $\rho(s)$ is such that $\dot{s}=\rho(s)$, and must consequently equal $\rho(s)=\left\|f\left(x_{s}(s)\right)\right\| /\|\mathcal{F}(s)\|$ for $\mathcal{F}(s):=\frac{d}{d s} x_{s}(s)$. By differentiating $S(t)=$ $D \sigma\left(x_{\star}(t)\right.$ ), we therefore obtain (using the notation $\mathcal{Z}_{\perp}(s):=D z_{\perp}\left(x_{s}(s)\right)$ )

$$
\begin{aligned}
\dot{S}(s(t)) & =\frac{d}{d t}\left(\hat{S} L^{-1}(s) \mathcal{Z}_{\perp}(s)\right) \\
& =S_{\perp}(s)\left[\left(-\mathcal{A}_{\perp}^{c l}(s)+L(s) F L^{-1}(s)\right) \mathcal{Z}_{\perp}(s)+\rho(s) \frac{d}{d s} \mathcal{Z}_{\perp}(s)\right]
\end{aligned}
$$

Now, since $S(s)=\hat{S} L^{-1}(s) \mathcal{Z}_{\perp}(s)$, it follows that $x \in \operatorname{ker}\{S(s)\}$ corresponds to either $x \in \operatorname{span}\left\{f\left(x_{s}(s)\right)\right\}$ or $x=\mathcal{Z}_{\perp}^{\dagger}(s) L(s)\left(\mathbf{I}_{n}-\hat{S}^{\dagger} \hat{S}\right) x$. Taking therefore $x=f\left(x_{s}(s)\right)$ and using that $\mathcal{Z}_{\perp}(s) f\left(x_{s}(s)\right) \equiv 0$, it is easy to see that Condition 2. in Lemma 8.19 is satisfied due to the fact that

$$
\frac{d}{d t}\left[\mathcal{Z}_{\perp}(s) f\left(x_{s}(s)\right)\right]=\rho(s)\left[\frac{d}{d s} \mathcal{Z}_{\perp}(s)\right] f\left(x_{s}(s)\right)+\mathcal{Z}_{\perp}(s) A_{c l}(s) f\left(x_{s}(s)\right)=0
$$

Hence we need only demonstrate that the following always holds:

$$
\begin{equation*}
\left[\dot{S}(s)+S_{\perp}(s) \mathcal{Z}_{\perp}(s) A_{c l}(s)\right] \mathcal{Z}_{\perp}^{\dagger}(s) L(s)\left(\mathbf{I}_{n}-\hat{S}^{\dagger} \hat{S}\right)=\mathbf{0}_{n} \tag{8.35}
\end{equation*}
$$

From the definition of the matrix function $\mathcal{A}_{\perp}^{c l}$ (see (8.31)), it can be shown that $\mathcal{A}_{\perp}^{c l}(s)=\left[\mathcal{Z}_{\perp}(s) A_{c l}(s)+\rho \frac{d}{d s} D z_{\perp}\left(x_{s}(s)\right)\right] \mathcal{Z}_{\perp}^{\dagger}(s)$. Using this together with the above expression for $\dot{S}(s)$, (8.35) reduces to

$$
S_{\perp}(s)\left[L(s) F L^{-1}(s) \mathcal{Z}_{\perp}(s)\right] \mathcal{Z}_{\perp}^{\dagger}(s) L(s)\left(\mathbf{I}_{n}-\hat{S}^{\dagger} \hat{S}\right)=\hat{S} F\left(\mathbf{I}_{n}-\hat{S}^{\dagger} \hat{S}\right)=0
$$

where we have used that $\hat{S} F z \equiv 0$ for all $z \in \operatorname{ker}\{\hat{S}\}=\left\{z \in \mathbb{R}^{n}: z=\right.$ $\left.\left(\mathbf{I}_{n}-\hat{S}^{\dagger} \hat{S}\right) z\right\}$, This concludes the proof. ${ }^{7}$

### 8.4.3 Some comments on sliding mode control design

Although it is the design of sliding manifolds which is the main focus of this chapter, we will in this section also partly demonstrate how the presented scheme allows for adding a robustifying feedback extension to an existing orbitally stabilizing feedback. We begin by providing the following statement, which acts as a useful stepping stone towards the design of such extensions.

Lemma 8.25. For some projection operator $x \mapsto p(x)$ (see Def. 4.5), let

$$
\sigma(x):=S_{\perp}(p(x)) z_{\perp}(x)=\hat{S} L^{-1}(p(x)) z_{\perp}(x)
$$

be a switching function according to Theorem 8.21. If the controller in (8.18) is taken as

$$
\begin{equation*}
u=k(x)+v, \quad v \in \mathbb{R}^{m} \tag{8.36}
\end{equation*}
$$

[^46]then the dynamics of $\sigma(x)$ outside of the sliding manifold $\Sigma$ are governed by
\[

$$
\begin{equation*}
\dot{\sigma}=\mathfrak{A}_{\sigma} \sigma+S_{\perp}(p)\left[\mathcal{B}_{\perp}(p)+\tilde{B}_{\perp}\left(z_{\perp}, p\right)\right](v+\Delta(x, t))+R_{\sigma}\left(z_{\perp}, p\right) \tag{8.37}
\end{equation*}
$$

\]

with $p=p(x)$, and where $\mathfrak{A}_{\sigma}:=\hat{S} F \hat{S}^{\dagger} \in \mathbb{R}^{m \times m}$ is Hurwitz, while $\left\|\tilde{B}_{\perp}\left(z_{\perp}, s\right)\right\|$ $=O\left(\left\|z_{\perp}\right\|\right)$ and $\left\|R_{\sigma}\left(z_{\perp}, s\right)\right\|=O\left(\left\|z_{\perp}\right\|^{2}\right)$ for all $s \in \mathcal{S}$.

Remark 8.26. The known nominal feedback $k(x)$ does not have to be included in (8.36) due to the equivalent control (8.23) when confined to the sliding manifold. However, its inclusion has two clear benefits: 1) it allows reducing the magnitude of the gains used in the (discontinuous) extension $v$, which may help to alleviate chattering; and 2) it can increase the rate of convergence to the sliding manifold, especially when the system states are far away from it.

Proof. Firstly, recall from (8.29) that we may write $k(x)=K_{\perp}(p(x)) z_{\perp}+$ $R_{k}(x)$ in which $\left\|R_{k}(x)\right\|=O\left(\left\|z_{\perp}\right\|^{2}\right)$. Using this, together with Lemma 4.15 and the fact that $f_{\perp}(\cdot)$ is continuously differentiable (as $f(\cdot)$ and $z_{\perp}(\cdot)$ are assumed to be of class $\mathcal{C}^{2}$ ) we may then rewrite (8.27) in the following equivalent form using again the shorthand notation $p=p(x)$ :

$$
\begin{equation*}
\frac{d}{d t} z_{\perp}=\mathcal{A}_{\perp}^{c l}(p) z_{\perp}+\left[\mathcal{B}_{\perp}(p)+\tilde{g}_{\perp}\left(z_{\perp}, p\right)\right](v+\Delta(x, t))+R_{\perp} \tag{8.38}
\end{equation*}
$$

Here $R_{\perp}\left(z_{\perp}, s\right):=R_{f_{\perp}}\left(z_{\perp}, s\right)+B(x) R_{k}\left(z_{\perp}, p\right)$ and $\tilde{g}_{\perp}\left(z_{\perp}, s\right):=g_{\perp}\left(z_{\perp}, s\right)-$ $\mathcal{B}_{\perp}(s)$ satisfy, respectively, $\left\|R_{\perp}\left(z_{\perp}, s\right)\right\|=O\left(\left\|z_{\perp}\right\|^{2}\right)$ and $\left\|\tilde{g}_{\perp}\left(z_{\perp}, s\right)\right\| \leq$ $l_{\tilde{g}_{\perp}}\left\|z_{\perp}\right\|$ for all $s \in \mathcal{S}$. Note that $l_{\tilde{g}_{\perp}}>0$ is a Lipschitz constant for $\tilde{g}_{\perp}$, whose (local) existence is guaranteed as $D z_{\perp}$ is of class $\mathcal{C}^{1}$ and the columns of $B(\cdot)$ are locally Lipschitz.

With the above in mind, we can differentiate (8.33) with respect to time and use (8.34) to obtain

$$
\begin{aligned}
\dot{\sigma} & =\dot{S}_{\perp}(p) z_{\perp}+S_{\perp}(p)\left[\mathcal{A}_{\perp}^{c l}(p) z_{\perp}+\left[\mathcal{B}_{\perp}(p)+\tilde{g}_{\perp}\left(z_{\perp}, p\right)\right](v+\Delta)+R_{\perp}\right] \\
& =\hat{S}\left[-L(p)^{-1} \mathcal{A}_{\perp}^{c l}(p)+F L^{-1}(p)\right] \frac{\dot{p}}{\rho(p)} z_{\perp} \\
& +S_{\perp}(p)\left[\mathcal{A}_{\perp}^{c l}(p) z_{\perp}+\left[\mathcal{B}_{\perp}(p)+\tilde{g}_{\perp}\left(z_{\perp}, p\right)\right](v+\Delta)+R_{\perp}\right] .
\end{aligned}
$$

As $\dot{p}=D p(x) \dot{x}$ and $\rho(s)=D p\left(x_{s}(s) f\left(x_{s}(s)\right)=f\left(x_{s}(s)\right) /\|\mathcal{F}(s)\|\right.$, we may here, in the same manner as with (8.38), use Lemma 4.15 in order to write

$$
\begin{align*}
\dot{p}= & \rho(p)+D f_{\|}\left(x_{s}(p)\right)\left(\mathbf{I}_{n}-\mathcal{F}(p) D p\left(x_{s}(p)\right)\right) \mathcal{Z}_{\perp}^{\dagger}(p) z_{\perp}  \tag{8.39}\\
& +B_{\|}(x)(v+\Delta(x, t))+R_{f_{\|}}\left(z_{\perp}, p\right),
\end{align*}
$$

where $f_{\|}(x):=D p(x) f(x)$ and $B_{\|}(x):=D p(x) B(x)$, while $\left\|R_{f_{\|}}\left(z_{\perp}, s\right)\right\|=$ $O\left(\left\|z_{\perp}\right\|^{2}\right)$. Using now the relation $\hat{S} F\left(\mathbf{I}_{n-1}-\hat{S}^{\dagger} \hat{S}\right) \equiv 0$ and the fact that we can always write, for any $s \in \mathcal{S}, z_{\perp}=L(s) \hat{S}^{\dagger} \sigma+\left(\mathbf{I}_{n-1}-L(s) \hat{S}^{\dagger} S_{\perp}(s)\right) z_{\perp}$, it follows from the expression above that $\dot{\sigma}$ can be written in the form (8.37) with

$$
\begin{aligned}
\tilde{B}_{\perp}\left(z_{\perp}, s\right) & =\tilde{g}_{\perp}\left(z_{\perp}, s\right)+L(s)\left(\frac{d}{d s} L^{-1}(s)\right) z_{\perp} B_{\|}(x) \\
R_{\sigma}\left(z_{\perp}, s\right) & =S_{\perp}(s)\left[R_{\perp}\left(z_{\perp}, s\right)+L(s)\left(\frac{d}{d s} L^{-1}(s)\right) z_{\perp} R_{f_{\|}}\left(z_{\perp}, s\right)\right. \\
& \left.+L(s)\left(\frac{d}{d s} L^{-1}(s)\right) z_{\perp} D f_{\|}\left(x_{s}(s)\right)\left(\mathbf{I}_{n}-\mathcal{F}(s) \mathcal{P}(s)\right) \mathcal{Z}_{\perp}^{\dagger}(s) z_{\perp}\right]
\end{aligned}
$$

Lastly, since $\hat{S}$ annihilates a stable invariant subspace of $F$, spanned by some of its (real) generalized eigenvectors, $\mathfrak{A}_{\sigma}$ must necessarily be Hurwitz, with its spectrum a subset of the spectrum of $F$; see the proof of Lemma 8.5 for more details. This concludes the proof.

Utilizing the particular structure of (8.37), the next step is to design a feedback extension $v \in \mathbb{R}^{m}$ in (8.36) such that the sliding manifold (8.22), that is

$$
\Sigma:=\left\{x \in \mathfrak{X}: \sigma(x):=S_{\perp}(p(x)) z_{\perp}(x) \equiv 0\right\}
$$

is reached in finite time. In a similar manner to the control law proposed in Proposition 8.6 for the LTI system, we will suggest for this purpose a unit-vector approach of the form

$$
v=\left\{\begin{array}{lll}
-\zeta(x)\left(S_{\perp}(p(x)) \mathcal{B}_{\perp}(p(x))\right)^{-1} & \frac{\sigma(x)}{\|\sigma(x)\|} & \text { if }  \tag{8.40}\\
\mathbf{0}_{m \times 1} & \text { if } & \sigma=0
\end{array}\right.
$$

for some strictly positive, $\mathcal{C}^{1}$ mapping $\zeta: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$.
Unfortunately, due to the nonlinearity of the dynamical system (8.21), providing a general guarantee that this control scheme, i.e. (8.36) with (8.40), will always be (even locally) successfully is something which we have not been able to prove without additional assumptions. Essentially, the main problem in this regard is the fact that the nominal orbitally stabilizing feedback $k(\cdot)$ is only assumed to be locally stabilizing for the perturbationfree system. There is, therefore, a possibility that the unknown perturbations may cause the system states to escape, in finite time, the region of attraction of the nominal feedback before the robustifying extension (8.40) has brought the system's states onto the sliding manifold. Nevertheless, in
what follows, we will attempt to derive some conditions upon the gain $\zeta$, together with additional assumptions, which ensures the (local) success of this control scheme.

We begin by noting that, since $\mathfrak{A}_{\sigma}$ in (8.37) is Hurwitz, there is a unique solution $P \in \mathbb{M}_{\succ 0}^{m}$ to the Lyapunov equation

$$
\mathfrak{A}_{\sigma}^{\top} P+P \mathfrak{A}_{\sigma}=-2 Q
$$

for any $Q \in \mathbb{M}_{\succ 0}^{m}$. Given such a matrix $P$, let us consider the Lyapunov function candidate

$$
V_{\sigma}=\frac{1}{2} \sigma^{\top}(x) P \sigma(x) .
$$

We have

$$
\begin{aligned}
\dot{V}_{\sigma} & =2^{-1} \sigma^{\top}\left[\mathfrak{A}_{\sigma}^{\top} P+P \mathfrak{A}_{\sigma}-2 \frac{\zeta}{\|\sigma\|} P\right] \sigma+\sigma^{\top} P W \\
& \leq-\left(\lambda_{\min }(Q)\|\sigma\|+\lambda_{\min }(P) \zeta-\lambda_{\max }(P)\|W\|\right)\|\sigma\|
\end{aligned}
$$

where $W:=-S_{\perp} \tilde{B}_{\perp}\left(S_{\perp} \mathcal{B}_{\perp}\right)^{-1} \zeta \frac{\sigma}{\|\sigma\|}+S_{\perp}\left(\mathcal{B}_{\perp}+\tilde{B}_{\perp}\right) \Delta+R_{\sigma}$. Recalling from Theorem 8.21 that $S_{\perp}(s) \mathcal{B}_{\perp}(s)$ is nonsingular for all $s \in \mathcal{S}$, there necessarily exist positive constants, $c_{0}, \hat{c}_{0}>0$, such that $\left\|S_{\perp}(s) \mathcal{B}_{\perp}(s)\right\| \leq c_{0}$ and $\left\|\left(S_{\perp}(s) \mathcal{B}_{\perp}(s)\right)^{-1}\right\| \leq \hat{c}_{0}$. Furthermore, we will assume that a pair of smooth class $\mathcal{K}$ functions (see Def. 4.2 in [44]), denoted by $c_{1}, c_{2}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, are known such that for all $s \in \mathcal{S}$ :

$$
\begin{equation*}
\left\|S_{\perp}(s) \tilde{B}_{\perp}\left(z_{\perp}, s\right)\right\| \leq c_{1}\left(\left\|z_{\perp}\right\|\right) \quad \text { and } \quad\left\|R_{\sigma}\left(z_{\perp}, s\right)\right\| \leq c_{2}\left(\left\|z_{\perp}\right\|\right) \tag{8.41}
\end{equation*}
$$

This means that $W$ has the upper bound:

$$
\|W\| \leq \zeta \hat{c}_{0} c_{1}\left(\left\|z_{\perp}\right\|\right)+\left(c_{0}+c_{1}\left(\left\|z_{\perp}\right\|\right)\right) \Delta_{M}+c_{2}\left(\left\|z_{\perp}\right\|\right)
$$

We may therefore ensure that $\dot{V}_{\sigma}$ is (locally) negative definite by taking $\zeta$ as to satisfy

$$
\zeta>\frac{\lambda_{\max }(P)\left(c_{0}+c_{1}\left(\left\|z_{\perp}\right\|\right)\right) \Delta_{M}+\lambda_{\max }(P) c_{2}\left(\left\|z_{\perp}\right\|\right)-\lambda_{\min }(Q)\|\sigma\|}{\lambda_{\min }(P)-\lambda_{\max }(P) \hat{c}_{0} c_{1}\left(\left\|z_{\perp}\right\|\right)}
$$

For some $0<v \ll 1$, this is always possible within

$$
\begin{equation*}
\mathcal{N}(v):=\left\{x \in \mathfrak{X}:\left\|z_{\perp}(x)\right\| \leq c_{1}^{-1}\left(\frac{\lambda_{\min }(P)(1-v)}{\lambda_{\max }(P) \hat{c}_{0}}\right)\right\} \tag{8.42}
\end{equation*}
$$

as then $0<v \lambda_{\min }(P) \leq \lambda_{\min }(P)-\lambda_{\max }(P) \hat{c}_{0} c_{1}\left(\left\|z_{\perp}\right\|\right)$ for all $z_{\perp} \in \mathcal{N}(v)$. Indeed, taking
$\zeta(x)=\frac{\sqrt{\lambda_{\max }(P)}}{v \lambda_{\min }(P)}\left[\mu_{\star}+\sqrt{\lambda_{\max }(P)}\left(\left(c_{0}+c_{1}\left(\left\|z_{\perp}(x)\right\|\right)\right) \Delta_{M}+c_{2}\left(\left\|z_{\perp}(x)\right\|\right)\right)\right]$
ensures that $\dot{V}_{\sigma}<-\mu_{\star} \sqrt{V_{\sigma}}-V_{\sigma} \lambda_{\min }(Q) / \lambda_{\max }(P)$ for all $z_{\perp} \in \mathcal{N}(v) \backslash\{\mathbf{0}\}$.
It is, however, important to note that this alone does not guarantee that the sliding manifold will be reached, as the system states may escape $\mathcal{N}(v)$ beforehand. This can be resolved through additional assumptions, for example requiring local input-to-state stability of the transverse dynamics

$$
\begin{equation*}
\frac{d}{d t} z_{\perp}=f_{\perp}(x)+g_{\perp}(x)(k(x)+v+\Delta(x, t)) \tag{8.44}
\end{equation*}
$$

with respect to the input $(v+\Delta)$, for $v$ taken within a certain admissible range. For the sake of brevity, we will in the following statement which summarizing the above simply assume the forward invariance of $\mathcal{N}(v)$ with respect to (8.44):
Proposition 8.27. Let the conditions in Lemma 8.25 be satisfied and consider (8.44) with the feedback extension (8.40). Suppose that by taking $\zeta: \mathbb{R}^{n-1} \rightarrow \mathbb{R}_{\geq 0}$ satisfying (8.43) for some $v \in(0,1)$, the tube $\mathcal{N}(v)$ is forward invariant with respect to the transverse dynamics (8.44). Then any solution of the nonlinear system (8.18), starting inside $\mathcal{N}(v)$, reaches the sliding manifold (8.22) in finite time.

It is clear that the above statement, as it stands, has several limitations. Indeed, besides the difficult-to-check assumption of the forward invariance of the transverse dynamics, it does in fact not provide a guarantee that the desired periodic orbit will be rendered asymptotically stable by the suggested control law. The reason for this is simple: While we do know that the sliding manifold will be reached when starting inside the tube $\mathcal{N}(v)$, we cannot guarantee that it will be reached sufficiently close to the desired orbit as to guarantee convergence to it. This, in turn, is because the convergence upon the sliding manifold, which is inherited from $k(\cdot)$, will generally only be local.

Yet, even in the light of the aforementioned limitations, Proposition 8.27 nevertheless shows that it can in fact be possible to design a static statefeedback control law which rejects any matched perturbation on the desired periodic orbit. Moreover, due to the generality of the problem considered, it is not at all surprising that further (system-specific) assumptions are likely needed in order to guarantee that the resulting closed-loop system will converge to the desired orbit. We leave this as a topic for future work.

### 8.4.4 An alternative Lyapunov redesign approach

Besides the SMC scheme we have proposed in this chapter, which is comprised of the specific switching-function design (Theorem 8.21) and a unitvector controller (Proposition 8.27), there are of course also other methods which can be used to construct robustifying feedback extension to an existing orbitally stabilizing feedback controller. In fact, we previously mentioned in Section 8.1 some relevant candidates for this purpose for LTI systems which are also relevant in the nonlinear case, including: changing the unit-vector controller, using an integral sliding mode approach (see, e.g., [63, 238]), or using Lyapunov redesign techniques [44]. In regard to swapping out the unit-vector controller, the possibility of instead using multivariable extensions of the super-twisting algorithm [65, 229] is particularly interesting. Of course, such a dynamic control scheme requires that the perturbation term is Lipschitz continuous, but in turn ensures a continuous control signal.

In order to provide a relevant candidate to compare our suggested SMC approach to, we will here suggest a Lyapunov redesign technique similar to the designs suggested in $[44,64,223]$ ), which also results in a static statefeedback controller. We will still assume knowledge of an $s$-parameterization, a projection operator and a set of transverse coordinates as introduced at the beginning of Section 8.4.2. Taking the controller as (8.36), i.e. $u=k(x)+v$, the transverse dynamics can thus be written in the form (8.38). Moreover, since the periodic orbit $\mathcal{O}$ has been assumed to be exponentially stable with respect to the perturbation-free closed-loop system (8.21), there exists, for any $Q \in \mathcal{C}^{0}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n-1}\right)$, a solution $L_{\perp} \in \mathcal{C}^{1}\left(\mathcal{S}, \mathbb{M}_{\succ 0}^{n-1}\right)$ to the periodic differential Lyapunov equation (4.32), i.e.

$$
\begin{equation*}
\rho(s) L_{\perp}^{\prime}(s)+\left(\mathcal{A}_{\perp}^{c l}\right)^{\top}(s) L_{\perp}(s)+L_{\perp}(s) \mathcal{A}_{\perp}^{c l}(s)=-Q(s) \tag{4.32}
\end{equation*}
$$

Similarly to Lemma 4.20, we therefore consider the function

$$
\begin{equation*}
V_{\perp}(x)=z_{\perp}^{\top}(x) L_{\perp}(p(x)) z_{\perp}(x) \tag{8.45}
\end{equation*}
$$

Using (8.38) and by following similar steps to those in the proof of Lemma 4.20, the time derivative of $V_{\perp}$ can be written as

$$
\begin{equation*}
\dot{V}_{\perp}=-z_{\perp}^{\top} Q(p) z_{\perp}+2 z_{\perp}^{\top} L_{\perp}(p) g_{\perp}(x)[v+\Delta(x, t)]+O\left(\left\|z_{\perp}\right\|^{3}\right) \tag{8.46}
\end{equation*}
$$

where $g_{\perp}(x)=D z_{\perp}(x) B(x), z_{\perp}=z_{\perp}(x)$ and $p=p(x)$. Following the standard route of the Lyapunov redesign controller (LRC) approach (see, e.g., [44]), our aim will now be to choose $v=v(x)$ in such a way that the term $z_{\perp}^{\top} L(p) g_{\perp}(x)[v+\Delta(x, t)]$ is negative semidefinite for $\left\|z_{\perp}\right\|$ sufficiently
small. Indeed, this ensures that $\dot{V}_{\perp}<0$ for all $x \in \mathcal{N} \backslash \mathcal{O}$, with $\mathcal{N}$ some (sufficiently) small neighborhood of $\mathcal{O}$.

Towards the goal of designing such an extension, we define

$$
\begin{equation*}
\xi(x):=g_{\perp}^{\top}(x) L_{\perp}(p(x)) z_{\perp}(x) \tag{8.47}
\end{equation*}
$$

as well as

$$
\Xi(x):=\left\{\begin{array}{lll}
\frac{\xi(x)}{\|\xi(x)\|} & \text { if } & \|\xi(x)\| \neq 0  \tag{8.48}\\
\mathbf{0}_{m \times 1} & \text { if } & \|\xi(x)\|=0
\end{array}\right.
$$

Given the above definitions of $\xi$ and $\Xi$, the following provides an alternative robustifying feedback extension:

$$
\begin{equation*}
u=k(x)-\zeta(x) \Xi(x) \tag{8.49}
\end{equation*}
$$

Here $\zeta: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ is a smooth function, which must be taken sufficient large as to dominate the disturbance term $\Delta$. Indeed, it is clear from (8.46) that asymptotic stability of the periodic orbit is ensured under (8.49) if the following term is non-positive within a small neighborhood of $\mathcal{O}$ :

$$
z_{\perp}^{\top} L(p) g_{\perp}(x)(v+\Delta(x, t))=\xi^{\top}(x)(v+\Delta(x, t))
$$

Taking the controller according to (8.49), which is evidently equivalent to $v=-\zeta(x) \Xi(x)$, we have that

$$
\begin{aligned}
\xi^{\top}(x)(v+\Delta(x, t)) & =\xi^{\top}(x) \Delta(x, t)-\zeta(x)\|\xi(x)\| \\
& \leq\|\xi(x)\|(\Delta(x, t)-\zeta(x))
\end{aligned}
$$

From this, the following may readily be concluded.
Proposition 8.28. Let $\zeta: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$ be such that $\zeta(x)>\|\Delta(x, t)\|$ is satisfied for all $x \in \mathbb{R}^{n}$ and any $t \in \mathbb{R}_{\geq 0}$. If the control law is taken as (8.49), then the periodic orbit (8.20) is asymptotically stable with respect to the nonlinear system (8.21).

A slight drawback of the control law (8.49) is the fact that $g_{\perp}(x)$, and consequently $D z_{\perp}(x)$, are required in order to compute $\xi(x)$. Thus, in order to provide a simpler alternative, we define

$$
\begin{equation*}
\hat{\xi}\left(s, z_{\perp}\right):=\mathcal{B}_{\perp}^{\top}(s) L_{\perp}(s) z_{\perp} \tag{8.50}
\end{equation*}
$$

as well as

$$
\hat{\Xi}\left(s, z_{\perp}\right):=\left\{\begin{array}{rll}
\frac{\hat{\xi}\left(s, z_{\perp}\right)}{\left\|\hat{\xi}\left(s, z_{\perp}\right)\right\|} & \text { if } & \left\|\xi\left(s, z_{\perp}\right)\right\| \neq 0  \tag{8.51}\\
\mathbf{0}_{m \times 1} & \text { if } & \left\|\xi\left(s, z_{\perp}\right)\right\|=0
\end{array}\right.
$$

As opposed to $g_{\perp}(x)$ used in $\xi(\cdot)$, the term $L_{\perp}(s) \mathcal{B}_{\perp}(s)$ can be computed offline and stored using, e.g., splines or look-up tables. The resulting alternative to (8.49) is therefore to take

$$
\begin{equation*}
v=-\hat{\zeta}(x) \hat{\Xi}\left(p(x), z_{\perp}\right) \tag{8.52}
\end{equation*}
$$

in (8.36) for some smooth function $\hat{\zeta}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$. However, by inserting this choice for $v$ into the expression for $\dot{V}_{\perp}$ given by (8.46), it is clear that it does not guarantee that all perturbations will be rejected in general. One way of resolving this issue is to simply add an additional assumption upon the structure of $g_{\perp}(\cdot)$. For instance, that the following relation holds sufficiently close to $\mathcal{O}$ :

$$
\begin{equation*}
g_{\perp}(x)=\mathcal{B}_{\perp}(p(x)) \mathcal{B}_{\perp}^{\dagger}(p(x)) g_{\perp}(x)=: \mathcal{B}_{\perp}(p(x)) \mathfrak{G}(x) . \tag{8.53}
\end{equation*}
$$

With this condition in place, the following statement, which we leave somewhat imprecise for the sake of brevity, shows that asymptotic stability of the orbit also can be be achieved with this control law as long as $\hat{\zeta}(\cdot)$ is taken sufficiently large.

Proposition 8.29. Suppose there exists some real number $c>0$ such that, for all $\left\|z_{\perp}\right\| \leq c$, the continuous matrix function $\mathfrak{G}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m \times m}$, defined in (8.53), is of full rank and its symmetric part is positive definite therein. Then one can always find some smooth function $\hat{\zeta}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{\geq 0}$, taken to be sufficiently large, such that

$$
\begin{equation*}
u=k(x)-\hat{\zeta}(x) \hat{\Xi}\left(p(x), z_{\perp}\right) \tag{8.54}
\end{equation*}
$$

with $\hat{\Xi}$ taken according to (8.51), renders the periodic orbit (8.20) asymptotically stable with respect to the nonlinear system (8.21).

Remark 8.30. As the condition (8.53) is quite restrictive, it is important to remark that the LRC (8.54) can also be asymptotically orbitally stabilizing even when the condition does not hold. Essentially, this is due to the assumed Lipschitz continuity of the columns of $B_{\perp}(\cdot)$ and the leading quadratic term in the above expression for $\dot{V}_{\perp}$ : Whenever the perturbation terms appearing in (8.46) cannot be compensated for by LRC, i.e. when $\operatorname{span}\left(g_{\perp}(x)\right) \neq \operatorname{span}\left(\mathcal{B}_{\perp}(p(x))\right.$, the order of this term with respect to (8.46) will be $O\left(\left\|z_{\perp}\right\|^{2}\right)$, implying that the LRC will be stabilizing if this term is less in magnitude than the quadratic term $z_{\perp}^{\top} Q_{\perp}(p(x)) z_{\perp}$.

Proof. Recall again from (8.46) that the asymptotic stability of the periodic orbit is ensured under (8.36) if $v$ is taken such that the following term is
non-positive within a small neighborhood of $\mathcal{O}$ :

$$
\begin{aligned}
z_{\perp}^{\top} L(p) g_{\perp}(x)(v+\Delta(x, t)) & =z_{\perp}^{\top} L(p) \mathcal{B}_{\perp}(p(x)) \mathfrak{G}(x)(v+\Delta(x, t)) \\
& =\hat{\xi}^{\top}\left(p(x), z_{\perp}\right) \mathfrak{G}(x)(v+\Delta(x, t))
\end{aligned}
$$

Taking $v=-\hat{\zeta}(x) \hat{\Xi}\left(p(x), z_{\perp}\right)$ in the above, it is clear that the term

$$
-\hat{\xi}^{\top}\left(p(x), z_{\perp}\right) \mathfrak{G}(x) \hat{\zeta}(x) \hat{\Xi}\left(p(x), z_{\perp}\right)
$$

is only equal to zero within $\left\|z_{\perp}\right\| \leq c$ if $\|\hat{\xi}\|=0$, and strictly negative otherwise. It is also clear that the term involving the perturbation $\Delta$ vanishes whenever $\|\hat{\xi}\|=0$. As a consequence, it will always be possible to find some smooth function $\hat{\zeta}$ such that

$$
\hat{\xi}^{\top}\left(p(x), z_{\perp}\right) \mathfrak{G}(x) \Delta(x, t)-\hat{\xi}^{\top}\left(p(x), z_{\perp}\right) \mathfrak{G}(x) \hat{\zeta}(x) \hat{\Xi}\left(p(x), z_{\perp}\right) \leq 0
$$

within $\left\|z_{\perp}\right\| \leq c$ if $\Delta$ is bounded. This concludes the proof.

### 8.5 Case study: Oscillation control of the CartPendulum system

In order to construct a switching surface of the form (8.33) utilizing the method outlined in Section 8.4, the following four basic ingredients first have to be obtained:

1) A desired periodic solution of a nominal model of the system, with some known $s$-parameterization of the form (8.25);
2) A projection operator for the $s$-parameterized orbit (see Def. 4.5);
3) A set of transverse coordinates for the solution (see Def. 4.11);
4) An exponentially orbitally stabilizing state feedback $k(\cdot)$ for the nominal (perturbation-free) system.

In Chapter 5 , specifically Section 5.5 .1 , we demonstrated how all these ingredients can be obtained in the case of orbitally stable oscillation control of the cart-pendulum system using the VHC-based approach of [33]. In this section, we will therefore revisit this example and utilize the control law obtained in Section 5.5.1 for construct a robust orbitally stabilizing feedback extension using the theory outlined Section 8.4.


Figure 8.1: Schematic of the cart-pendulum system.

### 8.5.1 System model

In this section, we will differentiate between the "real" (actual) model of the system dynamics, which we do not know exactly, and the nominal (approximation) model we used in Section 5.5 to construct the desired periodic solution and to design the nominal orbitally stabilizing feedback.
Real dynamical model: The schematic of the system and the coordinate convention now used is shown in Figure 8.1. The cart is situated on a ramp of constant inclination $\psi$ and is driven by an external force $u_{f}$, with the pendulum being unactuated as before. The equations of motion are now

$$
\begin{align*}
\left(m_{c}+m_{p}\right) \ddot{x}_{c}+m_{p} l_{p} \cos (\varphi) \ddot{\varphi}-m_{p} l_{p} \sin (\varphi) \dot{\varphi}^{2} & \\
+g\left(m_{c}+m_{p}\right) \sin (\psi) & =u_{f}-v_{c} \operatorname{sign}\left(\dot{x}_{c}\right)+d_{x}(t), \\
\left(m_{p} l_{p}^{2}+J_{p}\right) \ddot{\varphi}+m_{p} l_{p} \cos (\varphi) \ddot{x}_{c}-m_{p} l_{p} g \sin (\varphi-\psi) & =-v_{p} \operatorname{sign}(\dot{\varphi})+d_{p}(t) \tag{8.55b}
\end{align*}
$$

Here $g=9.81 \mathrm{~m} \mathrm{~s}^{-2}$ is the gravitational acceleration; $m_{c}$ and $m_{p}$ denote the mass of the cart and pendulum bob, respectively; $l_{p}$ is the length of the pendulum and $J_{p}$ is its moment of inertia; $v_{c}$ and $v_{p}$ are dry friction coefficients; while $d_{x}(t)$ and $d_{p}(t)$ are smooth, bounded, time-varying disturbances.
Nominal (disturbance-free) model used for trajectory generation and in the nominal feedback synthesis: Recall the equations of motion for the nominal system considered in Section 5.5:

$$
\begin{align*}
2 \ddot{x}_{c}+\cos (\varphi) \ddot{\varphi}-\sin (\varphi) \dot{\varphi}^{2} & =u_{f}  \tag{8.56a}\\
\ddot{\varphi}+\cos (\varphi) \ddot{x}_{c}-g \sin (\varphi) & =0 \tag{8.56b}
\end{align*}
$$

Comparing this to (8.55), it is clear that this corresponds to the following set of assumptions: zero inclination of the ramp $(\psi=0)$, no friction ( $v_{c}=$ $\left.v_{p}=0\right)$, unit masses ( $m_{c}=m_{p}=1$ ), the pendulum is as a point mass of unit length $\left(l_{p}=1\right.$ and $\left.J_{p}=0\right)$ and zero disturbances $\left(d_{x}=d_{p}=0\right)$.

### 8.5.2 Constructing a switching function

Our aim will now be to design a switching function of the form (8.33) for the cart-pendulum system using the VHC-based orbitally stabilizing feedback designed for the nominal system in Section 5.5.1. More specifically, we will utilize the linearized transverse dynamics of the closed-loop system,

$$
\dot{\boldsymbol{\delta}}_{z_{\perp}}=\left[\mathcal{A}_{\perp}(s)+\mathcal{B}_{\perp}(s) K_{\perp}(s)\right] \boldsymbol{\delta}_{z_{\perp}}=: \mathcal{A}_{\perp}^{c l}(s) \boldsymbol{\delta}_{z_{\perp}}
$$

corresponding to (5.74) under the control law $u=K_{\perp}(p) z_{\perp}$, with the elements of $K_{\perp}(\cdot)$ as in Figure 5.4.

In order to construct a switching function of the form (8.33), we first need to find: 1) a real $2 \pi$-periodic FL factorization of the state-transition matrix of (8.31), and then 2) a full-rank left-annihilator of a real invariant subspace of $F$ of co-dimension $m .{ }^{8}$ To find an FL factorization $(L(s), F, Y)$ for (8.31), we used the boundary value problem formulation proposed in [235], where an initial condition for $F$ was found by integrating (8.10) and using (8.15). This resulted in $Y=\mathbf{I}_{3}$, i.e. $L(\tau)$ was $2 \pi$-periodic as required, while the found matrix $F$ was approximately given by

$$
F \approx\left[\begin{array}{ccc}
0.0843 & 1.1269 & 0.8987 \\
-3.4618 & -4.4920 & -3.1910 \\
0.4531 & 0.4799 & -0.0735
\end{array}\right]
$$

The three real eigenvalue-eigenvector pairs of this matrix $F$ are in turn approximately given by

$$
\begin{aligned}
& \left(\lambda_{1}, v_{1}\right) \approx(-2.97, \operatorname{col}(0.32,-0.94,0.11)) \\
& \left(\lambda_{2}, v_{2}\right) \approx(-1.06, \operatorname{col}(0.68,-0.73,0.04)) \\
& \left(\lambda_{3}, v_{3}\right) \approx(-0.45, \operatorname{col}(0.02,-0.63,0.78))
\end{aligned}
$$

Hence $F$ has three real invariant subspaces of co-dimension one:

$$
\operatorname{span}\left\{v_{1}, v_{2}\right\}, \quad \operatorname{span}\left\{v_{1}, v_{3}\right\} \quad \text { and } \quad \operatorname{span}\left\{v_{2}, v_{3}\right\}
$$

[^47]

Figure 8.2: Elements of the designed switching function $S_{\perp}$ given by (8.33). Here $\left(S_{\perp} \mathcal{B}_{\perp}\right)$ is seen to be nonsingular.

Table 8.1: Parameters of the cart-pendulum system (8.55) used in simulation for the three considered scenarios.

| Types of perturbations | $\begin{gathered} m_{c} \\ {[\mathrm{~kg}]} \end{gathered}$ | $\begin{aligned} & m_{p} \\ & {[\mathrm{~kg}]} \end{aligned}$ | $\begin{gathered} l_{p} \\ {[\mathrm{~m}]} \end{gathered}$ | $\begin{gathered} J_{p} \\ {\left[\mathrm{~kg} \mathrm{~m}^{2}\right]} \end{gathered}$ | $\begin{gathered} \psi \\ {[\mathrm{rad}]} \end{gathered}$ | $\begin{gathered} v_{c} \\ {[\mathrm{~N}]} \end{gathered}$ | $\begin{gathered} v_{p} \\ {[\mathrm{~N} \mathrm{~m}]} \end{gathered}$ | $\begin{gathered} d_{x}(t) \\ {[\mathrm{N}]} \end{gathered}$ | $\begin{aligned} & d_{p}(t) \\ & {[\mathrm{N} \mathrm{~m}]} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| None (nominal case) | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| Only matched | 1 | 1 | 1 | 0 | 0 | 0.25 | 0 | $0.1 \sin (t)$ | 0 |
| Matched \& unmacthed | 1.2 | 1.2 | 0.9 | 0.2 | $5 \pi / 180$ | 0.25 | 0.1 | $0.1 \sin (t)$ | $0.1 \sin (t)$ |

However, only the subspace $\operatorname{span}\left\{v_{2}, v_{3}\right\}$ had an annihilator that satisfied the nonzero-determinant condition in Theorem 8.21. We therefore took $\hat{S}$ such that $\hat{S} v_{2}=\hat{S} v_{3} \equiv 0$ (i.e. $\hat{S} \approx[0.62,0.61,0.48]$ ). The corresponding matrix function $S_{\perp}(s)=\hat{S} L^{-1}(s)=\left[S_{y}, S_{\dot{y}}, S_{I}\right]$ is shown in Figure 8.2, where $\left(S_{\perp}(s) \mathcal{B}_{\perp}(s)\right)$ can be seen to be separated from zero.

Note here that $\operatorname{span}\left\{v_{2}, v_{3}\right\}$ consists of the two one-dimensional subspaces whose eigenvalues have the smallest magnitudes. Since solutions of the nominal (perturbation-free) system under just the LQR feedback may also partly correspond to the subspace spanned by $v_{1}$, it is therefore to be expected that the convergence close to the orbit will (for the nominal system) be somewhat slower in general when confined to the corresponding sliding manifold.

### 8.5.3 Simulation results

Using the above designed switching function, we will now compare in simulations the control law (8.36) with feedback extension (8.40) to both the nominal LQR and the Lyapunov redesign controller (LRC) given by (8.49).


Figure 8.3: (Nominal model) Simulation results showing the performance of each controller, with $\left(\mu_{1}, \mu_{2}\right)=(0.5,0.5)$, when implemented on the disturbance-free system; SMC (-), LRC (-•-), LQR(- -), Target orbit ( $\cdots$ ).

These were implemented as follows:

$$
\begin{array}{rlrl}
u_{L Q R} & =K_{\perp}(p) z_{\perp}, & p & =p(x), \\
u_{S M C} & =K_{\perp}(p) z_{\perp}-\mu_{1} \operatorname{sat}\left(\sigma\left(p, z_{\perp}\right) / \epsilon\right), & \sigma\left(s, z_{\perp}\right) & :=S_{\perp}(s) z_{\perp}, \\
u_{L R C} & =K_{\perp}(p) z_{\perp}-\mu_{2} \operatorname{sat}\left(\xi\left(p, z_{\perp}\right) / \epsilon\right), & \xi\left(s, z_{\perp}\right):=\mathcal{B}_{\perp}^{\top}(s) R_{\perp}(s) z_{\perp} .
\end{array}
$$

Here the saturation function sat $(\cdot)$ was used with $\epsilon=10^{-3}$ rather than the signum function in order to mitigate chattering [44]. The gains $\mu_{1}, \mu_{2}>0$ in the SMC and LRC were taken as constants to facilitate the comparison between the controllers, as well as to highlight the effects of these gains with respect to the magnitude of any matched disturbances.

Each controller was tested on the system (8.55) for three different scenarios: without any perturbations (corresponding to the nominal system (8.56)), with only matched perturbations, and with both matched and unmatched perturbations. Table 8.1 contains the parameters used for each of these scenarios. The initial conditions were taken as

$$
\left(x_{c}(0), \varphi(0), \dot{x}_{c}(0), \dot{\varphi}(0)\right)=(0.1,0.4,-0.1,-0.2)
$$

Nominal case: Figure 8.3 shows the simulation results when implemented on the nominal system (8.56), with the gains of the SMC and LRC taken as $\left(\mu_{1}, \mu_{2}\right)=(0.5,0.5)$. Both the convergence to the orbit and the control inputs are seen to be fairly similar for all the control laws. As seen in (d), however, the LRC quickly drives the states close to the manifold $\xi \equiv 0$ such that $u_{L R C}$ remains close to zero. This results in a slightly slower convergence to the target orbit for the LRC than the other two controllers. The SMC, on the other hand, can be seen in (c) to have a larger overshoot than the other controllers with respect to the projection operator-based distance measure $\left\|x-x_{s}(p(x))\right\|$, before eventually having a similar convergence rate to that of the nominal LQR after reaching the sliding manifold.

Matched perturbations: Figure 8.4 shows the performance of the three controllers when subject to only matched perturbations. The perturbation term had the upper bound $\Delta_{M} \leq 0.35$ (see Table 8.1) and the gains of the SMC and LRC were again taken as $\left(\mu_{1}, \mu_{2}\right)=(0.5,0.5)$. As seen in (a), the LQR is unable to ensure convergence to the target orbit and instead settles into a perturbed orbit having a lower amplitude, whereas both the SMC and LRC are able to almost completely reject the disturbances. The effects of increasing the gains of both controllers can be seen in Figure 8.5. As one would expect, increasing the gain for the SMC is seen to decrease the time needed to reach the sliding manifold, slightly speeding up the convergence, but at the expense of both larger overshoot and increased peak actuator forces. The opposite behavior may be observed when increasing the gains of the LRC; it can be seen that the system's states are driven faster towards the manifold $\xi \equiv 0$, leading to slightly slower convergence to the target orbit, but reducing the overshoot.
Matched- and unmatched perturbations: Figure 8.6 shows the response of the system under the three controllers for $\left(\mu_{1}, \mu_{2}\right)=(4,4)$ when


Figure 8.4: (Matched disturbances) Simulation results showing the performance of each controller, with $\left(\mu_{1}, \mu_{2}\right)=(0.5,0.5)$, when subject to only matched disturbances; SMC (-), LRC (-•), LQR(--), Target orbit ( $\cdots$ ).
subject to both matched and unmatched perturbations. The system under the LQR is seen to become unstable as the controller was unable to keep the angle of the pendulum within the region where the feedback (5.73) and

(a) Results for the SMC. Top: Distance to (b) Results for the LRC. Top: Distance to the orbit; Bottom: the switching function. the orbit; Bottom: the LRC function $\xi$.

Figure 8.5: Gain comparison for the $\operatorname{SMC}$ (a) and LRC (b) when subject to matched disturbances; $\mu_{i}=0.5(-), \mu_{i}=5(-\cdot), \mu_{i}=10(-)$.
the third transverse coordinate are well defined, corresponding to $|\varphi|<$ $\sqrt{(1 / a)} \approx 0.62 \mathrm{rad}$. To stay within this region, both the gain of the SMC and LRC had to be increased, with the SMC needing the largest increase for the considered initial conditions. It can again be seen from (b) and (c) in Figure 8.6 that the SMC is initially more aggressive than the LRC, leading to high peaks in the force applied to the cart and to a larger overshoot with respect to the target orbit. After the transient phase, however, the SMC settles into an orbit that is closer to the nominal orbit on average and which requires slightly less control forces than the settling orbit of the LRC.
Pure sliding mode controller and the effect of noise: Figure 8.7 shows the results for the different scenarios when taking in (5.73) the pure sliding mode controller given by

$$
u=-\mu_{1} \operatorname{sat}\left(\sigma\left(p, z_{\perp}\right) / \epsilon\right)
$$

The gain had to be increased to maintain a similar performance in all three scenarios: $\mu_{1}=2$ for both the nominal case and with only matched perturbations, while it was increased to $\mu_{1}=6$ for the case also including unmatched perturbations. The similarity of these results compared to those under the controller (SMC) indicates that the equivalent control when confined to the manifold indeed corresponds to that of the designed LQR controller used in the switching function synthesis.


Figure 8.6: (Matched \& unmacthed disturbances) Simulation results showing the performance of each controller, with $\left(\mu_{1}, \mu_{2}\right)=(4,4)$; SMC $(-)$, LRC $(-\cdot-)$, $\operatorname{LQR}(--)$, Target orbit ( $\cdots$ ).


Figure 8.7: System response with only the sliding mode controller. The gain was taken as $\mu_{1}=2$ for both the nominal case (--) and with only matched disturbances (- - ), while $\mu_{1}=6$ when subject to both matched and unmatched disturbances (- -).

## Chapter 9

## Conclusions and Further Work

### 9.1 Summary

A summary of each of the chapters in this thesis follows.
In Chapter 2, we introduced the notion of an orbit of smooth autonomous dynamical systems. Some of the key properties of such orbits were then stated, including that they cannot have self-intersection, as well as their inherent time invariance. It was also shown that Lyapunov's notion of stability is not well suited for characterising the stability of non-trivial orbits, motivating the notion of the orbital stability of a solution. A third stability notion, called Zhukovsky stability, was also introduced. It utilized a reparameterization to align perturbed trajectories in state space, making it a suitable stability notion also for non-trivial orbits. We saw that by using reparameterizations à la Zhukovsky, one could construct a so-called moving Poincaré section, upon which one could introduce transverse coordinates. A continuous representation of the stability characteristics of the orbit could then be obtained. This also facilitated the derivation of a certain type of linearization, a transverse linearization, which could be used to assess the stability of an orbit.

In Chapter 3, we formulated the orbital stabilization problem. The notion of an $s$-parameterization was also introduced, and an overview of the type of general control structure utilized throughout the thesis was provided. It was also shown how certain well-known controllers can be viewed as orbitally stabilizing controllers, including planar over- and critically-damped PD controllers, certain sliding mode controllers, and even certain referencetrajectory tracking controllers when viewing the trajectory as a curve in
time-state space. Some alternative methods and related concepts were also discussed, such as energy shaping-based methods, path following, virtual holonomic constraints, transverse feedback linearization and contraction theory.

In Chapter 4, we presented methods for solving the orbital stabilization problem for periodic orbits. These methods were based on the combination of a certain set of (excessive) transverse coordinates and a projection operator. We showed that the combination of transverse coordinates and a projection operator allowed for a local change of coordinates, separating the transverse- and tangential dynamics. It was further showed that an exponentially orbitally stabilizing control law could be designed by solving some periodic differential matrix equation, e.g. a Riccati equation, derived using the corresponding transverse linearization. An easy-to-compute set of excessive transverse coordinates were then studied in detail. We saw that in order to stabilize the resulting transverse linearization, one has to take into account a certain transversality condition. Two main methods were suggested for orbitally stabilizing feedback design: a comparison-system approach applicable only to orthogonal coordinates, and approaches based on projected Lyapunov- and Riccati matrix differential equations.

In Chapter 5, a method for planning $s$-parameterized orbits of a class of underactuated mechanical systems was proposed. Inspired by the virtual (holonomic) constraints approach, this method utilized so-called synchronization functions, which are functions consisting of a finite number of basis functions parameterized by a scalar variable. By assuming that the system's states are synchronized according to these functions, an $s$-parameterized orbit corresponded to the scalar parameter being a monotonically increasing solution to a series of second-order differential equations. Some important aspects related to these reduced dynamics were then reviewed and studied, including their integrability, as well as their equilibria and singular points. Moreover, explicit expressions for the transverse linearization of the projection-based excessive transverse coordinates studied in Chapter 4 for mechanical control systems were also provided in Chapter 5.

In Chapter 6, we introduced a method for inducing, via locally Lipschitz continuous static state-feedback, an asymptotically stable heteroclinic orbit in a nonlinear control system. Our suggested approach used a particular $s$-parameterization of a known point-to-point maneuver, together with a particular projection operator as to merge a Jacobian linearization with a transverse linearization for the purpose of control design. Moreover, a possible way of constructing such a feedback by solving a semidefinite programming problem was suggested. It was demonstrated that the approach
could be used to solve the challenging nonprehensile manipulation problem of rolling a ball, in a stable manner, between any two points upon a smooth actuated planer frame. This provided a general solution applicable to a number of well-known nonlinear systems, including the ball-and-beam, the disk-on-disk and the "butterfly" robot. The approach was successfully applied to the latter system in numerical simulations.

In Chapter 7, the problem of stabilizing (hybrid) periodic cycles of a class of hybrid dynamical systems was considered. Given knowledge of an $s$-parameterization of a hybrid cycle, along which the system's states undergo a single, discrete jump, a method was provided that allowed for its orbital stabilization. The main result was a statement providing sufficient conditions in this regard, by combining a differential linear matrix inequality with a linear matrix inequality accounting for the discrete jump occurring at the end of the cycle. In addition, a numerical framework based on synchronization functions for constructing such forced hybrid periodic cycles of underactuated mechanical systems with jumps was presented. It provided steps allowing for the discretization of the planning problem into a parametric nonlinear programming problem by using some numerical quadrature, e.g. Gauss-Legendre quadratures. The suggested orbit-generation approach and the orbital stabilization procedure were used in numerical simulations to generate an orbitally stable walking gait of a three-link biped robot with a single actuator.

In Chapter 8, the task of designing a robustifying feedback extension for a known orbitally stabilizing feedback controller in the case of trivialand periodic orbits was considered. A new constructive procedure for generating a switching function was proposed, allowing for the use of sliding mode control extensions for disturbance rejection. The designed switching function corresponded to an annihilator of a specific real invariant subspace of a (transverse) linearization. For periodic orbits, it corresponded to a subspace of the Monodromy matrix of the first-order approximation (linearization) of a nominal model of the system. The switching function was constructed using a real Floquet-Lyapunov transformation of the state-transition matrix of the linearized dynamics of a set of transverse coordinates along the nominal orbit. A unit-vector-based approach was also suggested for stabilizing the corresponding sliding manifold in finite time. The efficacy of the proposed robustification procedure was demonstrated in numerical simulations, where it also was compared to a Lyapunov redesign technique. Specifically, it was applied to ensure orbitally stable oscillations about the up-right equilibrium of the Cart-Pendulum system subject to both matchedand unmatched perturbations.

### 9.2 Concluding remarks

In this thesis, we have studied the problem of orbital stabilization of various forced motions. While we have mainly focused on nonlinear and underactuated (mechanical) control systems, the methods which have been proposed can also readily be applied to linear and/or fully-actuated systems.

The orbital stabilization problem. In order to connect the concept of orbital stabilization with the well-established notion of an orbit of an autonomous system, we formulated in Chapter 3 a new control problem: the orbital stabilization problem. The resulting control objective is that of simultaneous generation and stabilization, via time-invariant state-feedback, of a desired (forced) orbit in the autonomous closed-loop system. Hence, orbital stabilization is a fundamental control objective, in which the aim is to ensure the asymptotic orbital (Poincaré) stability of all solutions upon the induced orbit. In light of the discussion in Chapter 2, it is therefore a less strict control objective than trajectory tracking, in which the aim is generally to ensure that the (non-autonomous) closed-loop systems admits the desired motion as an asymptotically Lyapunov stable solution.

Projection-based orbital stabilization. Despite the fundamentality of the orbital stabilization problem and the benefits of an orbitally stabilizing feedback, orbital stabilization has garnered little (direct) attention as a control objective beyond the task of stabilizing periodic orbits. Among the main aims of this thesis was therefore the development of a general-purpose method for designing orbitally stabilization feedback. Specifically, we aimed to provide a linearization-based approach which could be considered as a natural extension of methods utilizing the Jacobian linearization about a linearly stabilizable equilibrium point (i.e. a trivial orbit). Besides allowing stabilizing feedback to be designed using tools from linear control theory, this provides a means to obtain a (local) strict, time-invariant Lyapunov function. Such an approach will of course only guarantee local results, and should therefore always be weighed against alternative techniques which might exploit some inherent structure or other properties of the system.

The approach we suggested utilized a particular projection onto the desired orbit. This allowed an easy-to-compute function to be defined, whose zero-level set provided an implicit representation of the orbit. About a nontrivial periodic orbit, this function could be viewed as an excessive set of so-called transverse coordinates evolving upon a moving Poincaré section. In Chapter 4, explicit expression for the corresponding transverse linearization were derived, which had the same structure as the linearization obtained by Leonov (see Chapter 2). Remarkably, this transverse linearization has not,
at least to the author's knowledge, been utilized before for control purposes. It was shown that an orbitally stabilizing feedback could be constructed by solving certain projected differential Riccati-like equations, allowing one to search for stabilizing feedback gains offline using semidefinite programming.

By imposing further conditions upon the projection operator, the approach was also extended to other orbits. In Chapter 6 it was used to stabilize heteroclinic orbits, corresponding to so-called point-to-point maneuvers, where a pair of algebraic Lyapunov equations were required to hold to account for the equilibrium points on the orbit's boundaries. The same type of projection operators was used in Chapter 7 to design an orbitally stabilizing feedback for hybrid cycles of a class of hybrid systems, with the addition of a linear matrix inequality based on a Saltation-like matrix to account for the discrete jump in the states at the end of the cycle.

Orbit generation using synchronization functions. In order to apply the suggested orbital stabilization approach, knowledge of a particular parameterization of the orbit to be stabilized was required. We called this parameterization an $s$-parameterization. By requiring that the parameter was a monotonically increasing function of time, it acted as a nonlinear time scaling, allowing the whole process from motion planning to control design to be carried out over a fixed interval, $\mathcal{S} \subset \mathbb{R}$, in terms of the parameter $s$. While an orbit with such a parameterization can be obtained using a variety of methods, we suggested in this thesis an approach based on so-called synchronization functions in Chapter 5 for underactuated mechanical systems. It was further shown in Chapter 7 that, under certain assumptions, this approach facilitated a procedure for transcribing a trajectory optimization problem into a parametric nonlinear program for a class of underactuated mechanical systems.

Robust orbital stabilization using sliding mode control. Methods for orbit generation and -stabilization, including those presented in this thesis, are often heavily reliant upon the mathematical model of the system. In order to enhance the robustness of such methods with respect to unknown (matched) perturbations, we proposed in Chapter 8 a new method for constructing a switching function to be used in the synthesis of a sliding mode controller for orbital stabilization of trivial or periodic orbits. Alongside alternative methods such as Lyapunov redesign, the suggested linearization-based technique allows one to add a static robustifying feedback extension to an orbitally stabilizing controller. Some limiting assumptions were however required to ensure stability of the closed-loop system under the suggested unit-vector controller also during the reaching phase.

### 9.3 Topics for future research

Future work will include both experimental validation, parametric (in-) sensitivity analyses and region of attraction estimation of the suggested control strategies. Below, we also outline some relevant topics for future research.

## Objective function for the projected differential LMIs

In order to design orbitally stabilizing feedback for periodic motions, a projected Riccati differential equation was proposed in Section 4.6.3. Using the Schur complement and a specific objective function following Gusev's method, a solution could be found utilizing semidefinite programming. An alternative affine representation was given in Proposition 4.46 which avoided the use of the Schur complement. This differential-linear-matrix-inequality form (also used in Proposition 6.12, Theorem 7.2 and Proposition 7.6) thus lacks a clear candidate for an objective function to be used in the semidefinite program. Whereas the weighting matrices appearing in Riccati equations have a well-understood meaning in terms of the linear-quadratic-regulator (LQR) problem, thus providing one with a somewhat intuitive way of tuning the resulting feedback controller, the freedom in choosing the objective function for the affine representation might also be used for tuning purposes.

## Curve stabilization

Some of the ideas in this thesis can be utilized to stabilize more general curves. Consider, for example, the curve $x_{s}(s)=\operatorname{col}\left(\phi(s), \phi^{\prime}(s) \rho(s)\right)$ with

$$
\phi(s)=s+\psi \sin \left(\eta\left(s-s_{\alpha}\right) /\left(s_{\omega}-s_{\alpha}\right)\right) \quad \text { and } \quad \rho(s):=\kappa\left|s-s_{\alpha}\right|^{\alpha}\left|s_{\omega}-s\right|^{\beta}
$$

for the double integrator system $\ddot{q}=u, q, u \in \mathbb{R}$. Suppose $\mathcal{S}=\left[s_{\alpha}, s_{\omega}\right]=$ $[0,10], \alpha=\beta=3 / 4, \kappa=0.1, \eta=8 \pi$ and $\psi=5$. The finite-time point-to-point curve traced out by $x_{s}(\cdot)$ has several self-intersections. One can still utilize a dynamic projection operator of the form as in Propositions 4.9 and 6.5 , by only looking over a sufficiently small moving subinterval of $\mathcal{S}$. Furthermore, since function $\rho(\cdot)$ is not Lipschitz at the boundaries of $\mathcal{S}$, such curves cannot be stabilized by a locally Lipschitz controller in general.

## Stability during the reaching phase

As stated at the end of the concluding remarks, for the closed-loop system to be asymptotically stable under the robustifying (unit-vector) feedback extension proposed in Section. 8.4.3, quite limiting assumptions were required in Proposition 8.27. By utilizing certain system-specific structures, such as those of mechanical systems (cf. Assumption 5.1), one might obtain more constructive conditions for certain classes of systems.
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[^0]:    ${ }^{1}$ More general strategies, e.g., partial (input-output) feedback linearization [13], can also be of limit use in the general case, due to both the need of nonlinear coordinatecontrol transformations and the possibility of unstable (non-minimum phase) zero dynamics.

[^1]:    ${ }^{2}$ The concept of a maneuver is introduced in [22]. That is, a non-self-intersecting curve in state-control space corresponding to a specific (forced) motion. While the projection of each maneuver upon state space defines a unique orbit, there might not (especially for systems not affine in the controls) be a unique maneuver for each (forced) orbit. Thus, the concept of maneuver regulation considered in [22] is equivalent to the concept of orbital stabilization as we consider it in this thesis.

[^2]:    ${ }^{1}$ While the notions of a solution's orbit and its trajectory are some times used interchangeably in the literature, we will in this thesis make this clear distinction as to further highlight the conceptual difference between trajectory tracking and orbital stabilization.

[^3]:    ${ }^{2}$ The notion of Zhukovsky stability is also of relevance in applications in which orbital stability has certain limitations, including the stabilization of quasi-periodic orbits, e.g. limit tori, and for studying the (in-)stability of attractors; see, e.g., [26, 79].

[^4]:    ${ }^{3}$ We will utilize the notation $\boldsymbol{\delta}_{\chi}=\boldsymbol{\delta}_{\chi}(t)$ throughout this thesis to denote the state of the linearization of the dynamics of a function $\chi=\chi(t)$ about some specified solution.

[^5]:    ${ }^{4}$ We will refer to a matrix $A$ satisfying the the conditions of the Proposition as a Hurwitz matrix [93].

[^6]:    ${ }^{5}$ An alternative, yet highly related notion for the asymptotic stability of the timevarying system (2.9) can be stated using Bol exponents; see, e.g., [76].

[^7]:    ${ }^{6}$ Here transversality means that $\mathfrak{n}^{\top}(x) f\left(x_{\star}\right) \neq 0$ for all $x \in \mathfrak{S}$, with $\mathfrak{n}(x)$ the normal vector of $\mathfrak{S}$ at a point $x \in \mathfrak{S}$.

[^8]:    ${ }^{7}$ The positive definiteness of $Q(\cdot)$ and $L(\cdot)$ can be relaxed to positive semi-definiteness of $L_{\perp}(\cdot)$ and the detectability of the pair $\left(\mathcal{A}_{\perp}(\cdot), Q(\cdot)\right)$.

[^9]:    ${ }^{8}$ Note that both the methods of Borg [50] and Hartman and Olech [51] also provides conditions for the existence of a limit cycle, not only its stability; see Section 3.4.

[^10]:    ${ }^{1}$ Recall from Section 2.1 that an orbit is the set of all points along the curve traced out by a solution of an autonomous dynamical systems. Thus orbital stabilization is just particular type of set stabilization, in which the invariant set under consideration is an orbit of the closed-loop system.

[^11]:    ${ }^{2}$ Consequently, as was previously mentioned in the Introduction, the concept of maneuver regulation, as it appears in [22], is here equivalent to the stabilization of $\mathcal{O}$.

[^12]:    ${ }^{3}$ Note that one cannot simply replace the coordinate $z$ with $\dot{y}$. Not only would this also require one to compute $\ddot{q}$, but as shown in [38], the gradients of both $y$ and $\dot{y}$ loose rank at the same points along $\mathcal{O}$, and so $(y, \dot{y})$ are not valid excessive transverse coordinates.
    ${ }^{4}$ The controller gains are here picked rather arbitrary in order to best illustrate the concept of orbital stabilization compared to reference tracking, and have therefore not been chosen specifically with the goal of optimizing performance in mind.

[^13]:    ${ }^{5}$ If $u=b\left(\kappa^{2} q-\mu \sigma\right)$ for some $0<b<1$, then an underdamped response can occur if $\mu$ is not taken sufficiently large. This is due to the controller overshooting the curve $\dot{q}=-\kappa q$ as the the "nominal control"-part $b \kappa^{2} q$ is no longer sufficient as to render $\mathcal{O}$ positively invariant.

[^14]:    ${ }^{6}$ Assuming $q(0)=0$, the series type PID controller (3.30) can be rewritten as a parallel PID controller: $u=-k_{p} q-k_{d} \dot{q}-k_{i} \int_{0}^{t} q(\tau) d \tau$ with $k_{p}:=\left(\mu \kappa+\eta-\kappa^{2}\right), k_{d}:=\mu$ and $k_{i}:=\eta \kappa$. By the Routh-Hurwitz criterion [92], it is well know that the PID controller is stabilizing if and only if $k_{d}, k_{i}>0$ and $k_{p} k_{d}>k_{i}$. The first conditions evidently correspond to $\mu>0$ and $\kappa \eta>0$, whereas the second can be shown to be equivalent to $\mu \kappa(\mu-\kappa)>\eta(\kappa-\mu)$, which holds only if $\mu>\kappa$.

[^15]:    ${ }^{7}$ If the states either lie above the terminal curve (3.32) in the second quadrant, or below it in the fourth, then the control law (3.34) will always drive the states across the vertical $\dot{q}$-axis. This can however be avoided by taking inspiration from the nonlinear damping approach in [121]. Specifically, we can modify (3.34) as follows: $u=\alpha \kappa^{2}\lceil q\rfloor^{2 \alpha-1}-$ $\mu\lceil\sigma\rfloor^{\frac{2 \alpha+a-1}{\alpha}} /|q|^{a}$, with $\mu=\alpha \kappa^{\frac{1-a}{\alpha}}+\rho$ and $\rho>0$. It has an unbounded gain for any $a \geq 0$, in effect making the $\dot{q}$-axis into a barrier which no solution can cross.

[^16]:    ${ }^{8}$ Similarly to the possible underdamped response of the PD controller stated in Footnote 5 , if $u=b\left(\alpha \kappa^{2}\lceil q\rfloor^{2 \alpha-1}-\mu\lceil\sigma\rfloor^{\frac{2 \alpha-1}{\alpha}}\right)$ for some $0<b<1$, then one might instead obtain a twisting-like behavior, a so-called twisting mode [116].

[^17]:    ${ }^{9}$ The notion of maneuvering is instead used the works of Skjetne and his collaborators $[130,131]$ to clearly distinguish it from pure path following. Note that, while they, too, are inspired by the notion of a maneuver introduced by Hauser and Hindman [22] as we mentioned earlier in the Introduction, they do not consider it as a pure state-control curve as we do in this thesis. Rather, they separate the problem into two parts: the primary task of pure path following and a secondary dynamic assignment task upon the path.

[^18]:    ${ }^{10}$ In the VHC literature, there are two common ways to consider the resulting motioncontrol problem: as an orbital stabilization problem or the as the problem of ensuring strict invariance of the so-called constraint manifold [139, 140]. In the work of Mohammadi et al. [31], a method using particular dynamic VHC is suggested as to solve these two tasks simultaneously, by essentially allowing the constraint manifold to change through the dynamically-defined VHC which eventually converges to its nominal value.

[^19]:    ${ }^{1}$ By well defined, it is meant that $p(x)$ has a unique value for all $x$ in $\mathfrak{X}$.
    ${ }^{2}$ We refer to an open, connected set (a domain) $\mathcal{N} \subset \mathbb{R}^{n}$ containing a compact, connected set $\mathcal{O} \subset \mathbb{R}^{n}$ as a neighborhood of $\mathcal{O}$.

[^20]:    ${ }^{3}$ Other key aspect which may be considered when choosing a projection operator in practice include structural simplicity, sensitivity to noise (e.g. its independence of estimated states), as well as how easy, fast and reliable it is to numerically compute.

[^21]:    ${ }^{4}$ The requirement that the mapping is $\mathcal{C}^{2}$-smooth will be made more clear later in this sections when we will linearize the dynamics of $z_{\perp}$ along the orbit.

[^22]:    ${ }^{5}$ We will see in the next section that the control law (4.21) is in fact exponentially orbitally stabilizing; see Example 4.4.

[^23]:    ${ }^{6}$ The phase portraits in Example 4.3 were generated using Pplane [168] in MATLAB.

[^24]:    ${ }^{7}$ One may, however, define transverse coordinates which are indirectly dependent upon the choice of projection operator. That is, a mapping $y_{\perp}: \mathcal{S} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$, such that $y_{\perp}(x)=y_{\perp}(p(x), x)$ is a vector of transverse coordinates for any $p(\cdot)$, and $D_{s} y_{\perp}(s, x):=$ $\frac{\partial}{\partial s} y_{\perp}(s, x)$ satisfies $\left\|D_{s} y_{\perp}\left(s, x_{s}(s)\right)\right\| \neq 0$ for all $s \in \mathcal{S}$, defines a family of projection operator-based transverse coordinates; see [70] for further details.

[^25]:    ${ }^{8}$ We use the abbreviation PrjLDE rather than PLDE to avoid any confusion with periodic Lyapunov equations [171]. Note also that, while there are obvious similarities, the PrjLDE should not be confused with the so-called projected (generalized continuoustime algebraic) Lyapunov equations of nonsingular descriptor systems as in [187].

[^26]:    ${ }^{1}$ It is interesting to note that, for completely passive (non-Euclidean) mechanical systems, recent work by Albu-Schäffer, Della Santina and collaborators (see, e.g., [188, 189]) related to the notion of Eigenmanifolds, have truly showed the possibility of exploiting the inherent structure of mechanical systems to find families of periodic motions, so-called nonlinear modes, which may be used to generate highly energy-efficient motions.

[^27]:    ${ }^{2}$ Defining the matrix function $\mathbf{C}(\cdot)$ according to (5.3)-(5.4) will not in general guarantee that $\mathbf{N}(q, \dot{q}):=\dot{\mathbf{M}}(q)-2 \mathbf{C}(q, \dot{q})$ is skew symmetric; see, e.g. [190].

[^28]:    ${ }^{3}$ As the distance to the state curve of a maneuver with self-intersections will not everywhere be well defined, one cannot directly utilize the scheme we proposed in Chapter 4 based on transverse coordinates and projections operators. Note, however, that this can be resolved by allowing the projection operator to have memory; see Section 9.3.

[^29]:    ${ }^{4}$ Although we only consider $\mathcal{S} \subseteq \mathbb{R}$ in this thesis, it is important to note that if, say, $\mathcal{S}=\mathbb{S}^{1}$ instead, then the relation between solutions of (5.26) and (5.22) is somewhat more intricate; see [140, 197].

[^30]:    ${ }^{5}$ Choosing a projection operator is not strictly necessary already at this this stage, but it can be convenient to do so while simultaneously choosing the parameterization.
    ${ }^{6}$ Notice from $\ddot{y}=u$ the possibility of pre-stabilizing the $(y, \dot{y})$-subspace by taking $u=\hat{u}-\hat{k}_{y} y-\hat{k}_{\dot{y}} \dot{y}$ for any constant gains $\hat{k}_{y}, \hat{k}_{\dot{y}}>0$.

[^31]:    ${ }^{1}$ We will also use Definition 6.4 in Chapter 7 when we consider the problem of orbitally stabilizing quasi-periodic orbits for a class of hybrid systems.

[^32]:    ${ }^{2}$ An alternative path to this result is to introduce the (minimizing) geodesic curve, $\gamma:[0,1] \rightarrow \mathfrak{X}_{i}$, on the hypersurface $\mathfrak{X}_{i}$ connecting $x_{p}(x)$ and $x$. Since $D p(x)$ (taken from within $\mathcal{T}$ ) is normal to $\mathfrak{X}_{i}$ for any $x \in \mathfrak{X}_{i}$, one has $\operatorname{Dp}(\gamma(\tau)) \gamma^{\prime}(\tau)=0 \forall \tau \in[0,1]$. Thus $F_{\perp}(x)=\left.\int_{0}^{1} \frac{\partial F_{\perp}}{\partial x}\right|_{\gamma(t)} \gamma^{\prime}(t) d t=\left.\int_{0}^{1} \frac{\partial F_{\perp}}{\partial x}\right|_{\gamma(t)}\left(\mathbf{I}_{n}-\mathcal{F}\left(s_{i}\right) D p(\gamma(t))\right) \gamma^{\prime}(t) d t$, where $\gamma^{\prime}(0) \rightarrow$ $\mathcal{E}_{\perp}(p) e \in \mathbf{T}_{x_{p}} \Pi(p)$ as $e \rightarrow 0$.

[^33]:    ${ }^{3}$ To fully appreciate the difficulty of the problem we are attempting to solve, we recommend watching an excellent video on the topic made by Brian Douglas, which is available through the link: https://youtu.be/V30e77x8BQA.

[^34]:    ${ }^{4}$ Stabilizing a heteroclinic orbit of the BR has been considered previously in [208]. In that paper, the authors use several simplifying assumptions, including that the ball is a

[^35]:    ${ }^{1}$ Such a projection operator has to be used now as well due to the fact that we do not know a continuation of the state curve $x_{s}(\cdot)$ beyond the interval $\mathcal{S}=\left[s_{a}, s_{b}\right]$.

[^36]:    ${ }^{2}$ Note that similar conditions to the one in Theorem 7.2 for handling the discrete jumps have been proposed for differential Riccati equations and "standard" transverse coordinates; see [216].
    ${ }^{3}$ A Lyapunov-like function, or non-monotonic Lyapunov function [217], is a strictly positive function which unlike a "regular" Lyapunov function may momentarily increase in value, but is locally bounded and strictly decreasing when evaluated over the whole cycle.

[^37]:    ${ }^{4}$ The time instant $t_{-}$can be determined from the time-to-impact function, $T_{I}(\cdot)$, i.e. $t_{-}-t_{\Pi_{b}}=T_{I}\left(x_{\Pi_{b}}\right)$, which by [135, Lemma 3] is continuous in a neighborhood of $x_{\Pi_{b}}$.

[^38]:    ${ }^{5}$ For certain tasks one might have that (at least parts of) $x_{a}$ and $x_{b}$ are specified in advance.

[^39]:    ${ }^{6}$ We used the squares of the variables in (7.49) as decision variables in our search.
    ${ }^{7}$ The optimization problems were solved using the fmincon command in MATLAB running the interior-point algorithm solver on a 64bit operating system with an Intel Core I7 2.8 GHz processor. Gradients of the constraints and objective were provided to the solver, whilst the Hessian of the Lagrangian was estimated using the BFGS algorithm.

[^40]:    ${ }^{1}$ This idea is inspired by the method proposed by Freidovich and Gusev [67] in regard to a specific procedure for mechanical systems. The approach we here present builds upon and generalizes their ideas, as well as expand their applicability to a larger class of systems and provides a constructive procedure for obtaining the desired switching function.

[^41]:    ${ }^{2}$ Knowledge of a stabilizing matrix $K$ is of course not needed for constructing a sliding manifold for LTI systems. Indeed, there exist several well-known approaches for designing the matrix $S$ directly; see e.g. Chapter 2.2 in [63] or Chapter 7 in [62].

[^42]:    ${ }^{3}$ The author is grateful to Prof. Leonid Freidovich for suggesting this example.

[^43]:    ${ }^{4}$ Using similar arguments to the backstepping-based assignment proposed in e.g. [227], one can alternatively assign arbitrary real eigenvalues, $-\lambda_{1}, \ldots,-\lambda_{\bar{n}}<0$, by taking $u=u\left(y_{1}, \ldots, y_{\bar{n}}\right)$ such that $\dot{\kappa}_{\bar{n}}=-\lambda_{\bar{n}} \kappa_{\bar{n}}$, where $\kappa_{i+1}=\dot{\kappa}_{i}+\lambda_{i} \kappa_{i}$ with $\kappa_{1}=y_{1}$.

[^44]:    ${ }^{5}$ While the restrictions upon $\Delta(\cdot)$ are here taken to be quite conservative for simplicity's sake, they can be somewhat relaxed. For example, the proposed scheme can be extended to a disturbance term of the form $\Delta: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{m}$, for which a (Filippov) solution to the unforced system (8.18) (locally) exists and $\|\Delta(x, u, t)\| \leq \Delta_{0}+\Delta_{u}\|u\|+$ $\alpha(x, t)$ is satisfied given known constants $\Delta_{0}, \Delta_{u} \in \mathbb{R}_{\geq 0}$ and a known class $\mathcal{K}$-function $\alpha: \mathbb{R}^{n} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$.

[^45]:    ${ }^{6}$ Note here that, while the state transition matrix with $s$-parameterization is only defined for $s \in \mathcal{S}$, one can simply take $\hat{\Phi}_{\perp}^{c l}(t, 0):=\Phi_{\perp}^{c l}(s(t))$ for $t \in[0 . T)$, such that, e.g., $\hat{\Phi}_{\perp}^{c l}(t+k T, 0)=\Phi_{\perp}^{c l}(s(t))\left(\mathfrak{M}_{\perp}^{c l}\right)^{k}$ for $t \in[0, T)$.

[^46]:    ${ }^{7}$ Alternatively, the statement can be proven by utilizing the fact that (8.31) is real reducible (the existence of a real FL factorization has been assumed) in order to invoke Theorem 25 in the work of Massera [39]. This allows one to conclude that the origin of the transverse dynamics (8.27) is locally asymptotically stable when in sliding mode, and, therefore, by Proposition 1.5 in the paper by Hauser and Chung [41], that the solution $x_{\star}(\cdot)$ is exponentially orbitally stable.

[^47]:    ${ }^{8}$ Since the system is mechanical, the dimension of the transverse dynamics will always be odd, that is $(n-1)=2 n_{q}-1$. Thus by Fact 8.4 , the system (8.31) must then have at least one such subspace. Although there is no guarantee that this subspace has an annihilator such that $S_{\perp}(s) \mathcal{B}_{\perp}(s)$ is nonsingular everywhere.

