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Abstract

The overall goal of this project is to develop a method for generating precise es-
timates of flow properties. This thesis describes an attempt to use a convolutional
neural network (CNN) to predict the inter-pore hydraulic conductivity of a rock
sample subvolume. The images used as input data were generated from a grid.
The grid is a subvolume from a 3D CT-scan of a rock. The images were generated
in a way that conceivably would be comprehensible for a CNN model.
Different CNN models were built using different image resolutions, amount of
training data, training sample distribution, and image dimensions (2D and 3D).
Eventually, a CNN model was used to provide a Pore Network Model with predic-
tions for the hydraulic conductivities. The permeability of the network model was
estimated and compared to the numerical estimation.
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Sammendrag

Det overordnede målet for denne oppgaven er å utvikle en metode for å gener-
ere presise estimat av strømningsegenskaper. Oppgaven beskriver et forsøk på å
bruke et konvolusjonelt nevralt nettverk (CNN) til å predikere den hydrauliske
konduktiviteten for sammenkoblede pore-par i et undervolum av en steinprøve.
Bildene som brukes som input data ble generert fra et grid. Griddet er et delvolum
hentet fra en 3D CT-scan av en steinprøve. Bildene ble generert på en måte som
kan tenkes å være forståelig for en CNN-modell.
Ulike CNN-modeller ble bygget ved bruk av ulik bildeoppløsning, mengde tren-
ingsdata, treningsdatafordeling, og bildedimensjoner (2D og 3D). Til slutt ble
det brukt en CNN-modell til å tildele predikerte hydrauliske konduktiviterer til
en Pore-Nettverks Modell. Permeabiliteten for modellen ble estimert og sammen-
lignet med det nummeriske estimatet.
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Chapter 1

Introduction

Porous media is everywhere. A blackboard sponge is a porous medium used for
removing chalk. When a sponge is filled with water, it holds the water in its pore
space until it is forced to let it go. This could be due to compaction of the pore
space when the sponge is pushed against the blackboard or due to the water vapor-
izing in the summer heat. Another example of porous media is outdoor clothing.
Shoes that are waterproof and “breathe” at the same time are designed by people
that know porous media. The shoes are supposed to let air in and out and, at
the same time, prevent water from passing through. Describing the properties of
porous media is a topic of interest in many areas, especially in the oil and gas
industry, where the properties of porous media, that is, the reservoir, are of great
value.

Pore scale modeling is a tool used give a better understanding about porous
media’s physical and chemical processes. In 1956, Fatt introduced the network
of tubes. This was a step toward achieving a better understanding of flow and
transport in porous media. Since Fatt introduced his first groundbreaking contri-
bution to the field, pore scale modeling has progressed rapidly along with the
development of new and more powerful computer technology, especially in the
last 20 years (M. J. Blunt, Bijeljic et al. 2013). The network of tubes originally
intended to try and understand displacement processes (Fatt 1956). Now, nearly
70 years later, pore scale modeling has become a tool used for both scientific and
commercial purposes, e.g., in the oil and gas industry. There are different ways to
obtain images of the pore space of porous media. CT-scans are one of the standard
3D-imaging tools. Such imaging of rock samples provides information about the
pore space and mineralogy that would be more or less impossible to obtain using
traditional experimental methods (M. J. Blunt, Bijeljic et al. 2013). Some com-
panies have their expertise in digital core analysis and offer services for the oil
and gas industry. For an oil and gas company, one of the most valuable properties
is the permeability of the reservoir. It describes how easily oil or gas may flow in

1
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the reservoir. For, e.g., field optimization, a precise estimation of the permeability
yield valuable information.

While the global properties may be the most interesting for commercial oil
companies, local properties could be just as crucial regarding porous media sci-
ence. A global property may refer to the hydraulic conductance of a reservoir,
while a local property could be the hydraulic conductance between two intercon-
nected pores in that reservoir. New information about local properties may alter
how the industry measures the basic rock properties. Such properties are used in
reservoir characterization and performance prediction.

In recent years, the application of artificial intelligence (AI) has increased rap-
idly also in the oil and gas industry. One example is the use of AI to classify litholo-
gical facies. This was done using a subcategory of AI called a convolutional neural
network (CNN) (Imamverdiyev and Sukhostat 2018). Other applications of AI are
estimating total recoverable reserve volumes, optimizing well placement, analyz-
ing reservoir data, and much more.

This thesis will describe an attempt to train CNN models to predict the hy-
draulic conductance between a pair of interconnected pores. Images of the sub-
volume between two interconnected pores will be used as training data, and the
effective hydraulic conductance of the pore body-throat-body system will be used
as labels. The images will be generated from 3D CT-scan images of a sandstone
sample. It is crucial that the images capture the essential features needed for the
prediction of hydraulic conductance.

In this project, the following will be attempted:

• To develop methods for generating images from a subvolume of the 3D im-
age of the rock sample to be used for training of a CNN-model, and to struc-
ture the images in such a way that the model is able to extract useful in-
formation from them.

• To find a proper way to scale the labels based on the spatial extent of the sub-
volume from which it is calculated. This is done to eliminate the differences
in hydraulic conductance caused by the size differences of subvolumes.

• To train a model that shows clear signs that it can extract information from
the images and, by that, give sensible predictions.

• To train multiple models using different training set sizes, different image
resolution, different image structuring or image post-processing, and com-
pare the results.

• To use a model for predicting the full data set of images and use those pre-
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dictions for pore network property calculation and then compare the results
with results of the conventional pore network model.

The structure of the thesis will now be described. Chapter 2, Background,
first describes digital rock modeling and imaging. Then follows a description of
some parts of the scientific work that has contributed to the work on pore scale
modeling, from Fatt (1956) to modern pore network modeling. Since this thesis
concerns CNN, some background regarding AI and machine learning (ML) will
be introduced at the end of the Background chapter. A more detailed description
of CNN architecture, convolutional layers, and other functions will be given in
Chapter 3, the Theory chapter. This chapter also describes the method for calcu-
lating the effective hydraulic conductance and a section about the Stokes equa-
tion, which will be used when scaling the labels. The Materials chapter, Chapter
4 describes the grid and link.dat- and node.dat-files used in this project. The
.dat-files store information about the pore throats and bodies, such as length,
radii, location, shape factor, and more. It also describes the codes for building a
CNN-model that handles 2D or 3D input. The inputs are images generated from
the grid. How these images are generated and structured is described in Chapter
5, Methodology. In Chapter 6, Results Discussion, the results of training the dif-
ferent models will be presented and discussed. Finally, the Conclusion is found in
Chapter 7, followed by a suggestion for Future Work, Chapter 8.

Since this thesis is a continuation of the project report from last semester, there
are similarities. Parts of the chapters Background, Theory, and Methodology are
similar to the project report regarding content and structuring.

Attached is a link to a GitHub page where the relevant python codes can be
found. The codes were used to generate input data and for building CNN models.
GitHub: https://github.com/TormodKa/Thesis.git





Chapter 2

Background

2.1 Digital Rock Physics

Digital rock physics (DRP) is commonly used to denote methods to simulate rock
properties from digital representations of the pore space of a porous medium. Over
the last decade, the use of DRP has increased due to the advancing technology
and availability of necessary equipment (Wildenschild and Sheppard 2013). DRP
involves both imaging and analysis and combines different methods for the two.
Proper use of DRP can provide estimates of properties that are seen as valuable.
Such valuable properties can be hydraulic and electrical conductivity. This is done
by constructing a digital 3D model of the porous medium and then simulating
physical processes (Andrä et al. 2013). In addition, experimental methods are
costly and time-consuming. SCAL (special core analysis) properties are valued
in the oil and gas industry. Numerical methods that are able to estimate SCAL
properties are therefore seen as a valuable tool for saving time and money.

Simulations on digital representations of porous media are mainly performed
by one of two different methods. Direct simulation on a grid representation is
the most computational demanding method. An advantage with this method is
that the simulations are conducted on binarized images of the pore space. This
means that the original geometry of the porous medium is maintained. There
are several different simulation techniques in existence. The most popular is the
lattice-Boltzmann method (Martin J. Blunt 2017). It is a particle-based method
that approximates the Navier-Stokes equation, and the method is fairly simple to
implement (C. F. Berg et al. 2017). The second common method for simulations on
digital representations of porous media is called Pore network modelling (PNM).
In this method, physical processes are simulated on a network representation of
the void space.

5
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2.2 Imaging

Imaging is important in the context of DRP, and it is done for mainly two pur-
poses: 1) To obtain descriptive information about the rock sample. Imaging of the
rock sample could yield information about grain size- and pore size-distribution,
information about mineralogy and clay content, to mention some. 2) Imaging is
also important for obtaining a 3D structure of the rock sample to be used for
computation of e.g., the pore space, needed for transport simulations.

2.2.1 2D imaging

Scanning electron microscopes (SEM) was the most common tool for producing
high-resolution images of a rock sample. Where optical microscopes uses light
rays, SEMs use electrons to generate images of the sample. This could be viewed
as a destructive method, meaning that it destroys the rock sample. The imaging it
self is not destructive, but the sample preparation is. For the purpose of imaging
it is common to use end caps from plugs, as the use of such end caps for other
purposes is limited (C. F. Berg et al. 2017). The next concept that will be explained
is the concept of back-scattered electrons (BSE).

Figure 2.1: Illustration of BSE. A
cartoon-ish atom back-scatters an
electron.

BSE, or back-scattered electrons, is a tech-
nique applied to acquire images of sub-micron
scaled features, commonly used in rock char-
acterization (C. F. Berg et al. 2017). Initially,
the rock sample is covered by epoxy and placed
in a vacuum chamber until the sample is filled
with epoxy. Then a thin section of the sample
is cut off, fixed to a glass plate and polished
until the surface is flat with a thickness of 20
µm. When the thin section is fixed and ready,
it is bombarded with electrons from an elec-
tron beam. Some of the electrons will be pulled
towards the opposite charged nucleons, while
some will be back-scattered out of the sample.

Above the sample are detectors consisting
of a material with the traits of a semicon-
ductor. A conductor of this kind is only af-
fected by high-energy electrons, which makes
them a good detector of back-scattered elec-
trons. When an electron collide with the de-
tector, the electron and the semiconductor re-
acts and creates an electron-hole pair. A recom-
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bination process occurs to set up an equilibrium, which means that the electron-
hole pair disappears (Joseph M Polese 2016). If the free electrons and pairs are
separated before being recombinated, an electrical current will be generated. The
current is measured by an electronic circuit, and eventually converted into an im-
age. A heavy element will deflect electrons more strongly than lighter elements. A
heavier element will therefore appear brighter in a SEM image (Sok et al. 2009).
The depth of penetration depends on the acceleration voltage beam. A high ac-
celeration voltage beam increase the penetration death, while lower acceleration
voltage beams makes it easier to examine the surface layers. For a grey scale im-
ages, the epoxy-filled pores will appear darker than the denser grains (Nadeau
and Hurst 1991).

2.2.2 3D imaging

X-ray computed tomography (CT) is a fully non-destructive technique for creat-
ing 3D digital images of a sample. CT-imaging reconstructs a 3D image of a rock
sample by capturing X-ray images of the sample from different angles (Wildenschild
and Sheppard 2013). This kind of technique has been applied for decades in the
oil industry for many different purposes (Cromwell et al. 1984). The scientists
Gilliland and Coles (1990), Honarpour et al. (1985), Hove et al. (1987) and Wel-
lington and Vinegar (1987) all studied the possible areas to apply this imaging
technique within the oil and gas industry. Core inspections, where to drill plug
samples, core plug inspections, rock characterization and imaging of flooding ex-
periments are some of the typical applications. For these kinds of application it
is common to use a so called medical CT-scanner, similar to the ones used in the
medical industry, where the sample is fixed while the source and detectors rotate
around it (C. F. Berg et al. 2017).

There are different micro-tomography systems. Three main systems are med-
ical CT, micro-CT and synchotron micro-tomography. They all vary in resolution,
and are therefore used for different purposes. Rock property calculations require
high enough resolution to resolve all important parts of the structure. A standard
medical CT-scanner has a resolution between 200-500 µm. This does not provide
high-enough image resolution for the purpose of rock sample imaging of the pore
space. The beam line emitted from electron acceleration at a synchrotron facil-
ity was used as the X-ray source for the first high-resolution rock sample images
(Flannery et al. 1987). This is usually no longer used for regular sample imaging,
but more often used to capture transient processes on the pore scale (S. Berg et
al. 2013). Micro-CT scanners are more commonly used for DRP. With a resolu-
tion down to approximately 1 µm, they capture the pore space structure more
precisely than the medical CT scanner (C. F. Berg et al. 2017).
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2.2.3 2D-to-3D reconstruction

The 2D images from Subsection 2.2.1 solely contain 2D information about the
rock sample. DRP calculations require the 2D images to be reconstructed into 3D
images (C. F. Berg et al. 2017). The structure of a rock is not random, it is the
result of a geological process. Trying to replicate the rock forming process gives
valuable information of the rock sample, and at the same time it links together
the structure of the pores to the geological process that formed the rock. This
supports two of the main objectives when reconstruction reconstructing a rock
sample: 1) improved network extraction, 2) relating pore space and the process
that fromed it. A 3D reconstruction with incorporated prior information could
improve the accuracy of the network extraction, while relating the pore structure
to the process that formed the rock is valuable for rock characterization (C. F. Berg
et al. 2017).

As mentioned in Section 2.3.1, Bakke and P.-E. Øren (1997) introduced a pro-
cess based 3D reconstruction. They applied three steps of sedimentation, compac-
tion and diagenesis to mimic the rock forming process. It yields accurate predic-
tions for permeability and conductivity, compared to typical statistical reconstruc-
tion techniques (Hilfer and Manwart 2001).

2.3 Pore Network Modelling

Several properties on a macroscopic scale are determined by the physical charac-
teristics of the fluid in the pore space and the solid around it. In addition, the mi-
crostructure of the porous medium plays a role.

Figure 2.2: Illustration of how the
pore network elements are repres-
ented in a pore network model.
Red spheres represents pore bodies,
while the blue tubes represents pore
throats.

Transport properties, such as permeability, rel-
ative permeability, formation factor and capil-
lary pressure are all properties of interest for
the oil and gas industry, as well as for other
fields. To estimate these transport properties,
the equations describing the physical processes
that takes place on the pore scale needs to
be appropriately averaged. A tool that is com-
monly applied in this kind of investigation is
the network model (Øren et al. 1998).

The pore space observed in porous media is
often complex and chaotic. Fig. 2.3 illustrates
such a pore space. In a network model, the
complex and chaotic pore space of a porous
medium is simplified. The void space of a rock
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Figure 2.3: Illustration of pore body and pore throats in a cartoonish porous
medium. The two dotted circles indicates two of the many pore bodies in the 2D
pore space.

matrix is represented by a network of throats and pores. Throats are narrow pas-
sages where fluid may flow through, and where two or more throats meet is a
larger void space called a pore body. This is illustrated in Fig. 2.4, which shows
a PNM approach to Fig. 2.3. In many cases, the pore and throat surfaces can be
highly irregular. It may even be made up of different materials.In a pore network
model, this is simplified, and due to the simplifications, details in the represent-
ation of the void space is not very accurate. The level of detail accuracy needed
depends on for what it is going to be applied (M. Sahimi 2011). A common repres-
entation of the pore network model, is the stick-and-balls approach, as illustrated
in Fig. 2.2. It illustrates the simplifications done when building a PNM from a rock
sample. The pore network is used as input when simulating e.g. drainage or water
injection.

2.3.1 History

Fatt (1956)

Fatt introduced the first pore network model in 1956. At that time, the science
concerning porous media was simplified and largely based on empirical data. Fatt
introduced his work by stating that much of the science regarding flow through
porous media is far too simplified to give any quality predictions. In addition, Fatt
claimed that the absence of any well founded theoretical description of fluid flow
in porous media had lead to too many empirical descriptions. Some equations
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Figure 2.4: Fig. 2.3 including pore network approximated elements.

were derived from far too simplified geometric models, but they were still used
for scientific purposes. Two models that was commonly used at the time was the
sphere pack and the bundle of tubes. Fatt claimed they were too simple. A con-
sequence of the simplicity of the model was that the equations derived from them
lead to inadequate predictions.

Since the bundle of tubes model is oversimplified, its results were of limited
applicability when applied to real systems. An example of the bundle of tubes
model is illustrated in Fig. 2.6. Valvatne and M. J. Blunt (2004) pointed out that
the bundle of tubes model had difficulties with predicting multiphase data, such as
the capillary pressure and relative permeabilities, that are influenced by the spatial
distribution and the connectivity of the pores and throats. Real porous media are
more or less isotropic with respect to fluid flow.

Figure 2.5: Illustration of a simple
two-dimensional sphere pack
model.

The major weakness of the bundle of tubes
model is that it is perfectly anisotropic. It
fails to resemble real porous media by the ab-
sence of connection between the tubes.Cross-
connection between pores is a major structural
feature of porous media, as can be indicated
by examining sandstone thin sections. Inter-
connected pores were indeed included in the
sphere pack model, but the shape of the pores
were so complex that analyzing flow through
them would be very demanding.

When it comes to the sphere pack model, it
oversimplified the structure, but was still often
too complex for theoretical studies. As a result
of this, Fatt (1956) wanted to come up with a
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Figure 2.6: Illustration of the bundle of tube model. Image "a)" is a complex
porous medium, while image "b)" is a simplified bundle of tube model of the
same porous medium.

model that resembled most real porous media more closely but still simple enough
to derive some useful information from it. Driven by the desire to develop a bet-
ter understanding of the various measurable properties of porous media, and the
relation between them, he came up with the network model.

Figure 2.7: Two-dimensional square net-
work of tubes.

It has cylindrical tubes, but Fatt
(1956) argues that cylindrical pores
could be a fair simplification of com-
plex shapes for some applications. Fatt
(1956) combined these methods, by
keeping the structure of the sphere
pack model, but substituting the com-
plex pore shapes with uniform cylin-
ders. The goal was to create a model
which resembled porous media accur-
ately, yet simple enough to be used
for flow calculations. Combining the
bundle of tubes model and the sphere
pack model resulted in the three-
dimensional network of tubes, as illus-
trated in Fig. 2.7.

Even though the three-dimensional network of tubes was a step in the right
direction, the calculations still were a bit complex. To make the calculations sim-
pler, Fatt (1956) replaced the three-dimensional network by a two-dimensional
network. By assuming that a very thin slice of the porous medium would has
the same properties as a cube of the same structure, and compensating for lost
cross-connections by introducing additional channels within the two-dimensional
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network, Fatt (1956) justified replacing the three-dimensional network by a two-
dimensional network.

Chatzis and Dullien (1977)

A number of scientists continued the work on two-dimensional network models
of capillary segments after Fatt (1956) published the first significant contribution
to the field. Eventually, a three-dimensional model was introduced.

Two decades after Fatt’s publication, Chatzis and Dullien (1977) introduced a
three-dimensional network model, after discovering room for improvement in the
two-dimensional model introduced by Fatt (1956). During a study of the proper-
ties of two-dimensional and three-dimensional network models of capillary tubes,
Chatzis and Dullien (1977) found that the model proposed by Fatt (1956) was
unable to give accurate estimates of three-dimensional flow. In Fatt’s model, the
effect of cross-connected pores was not covered well enough. Chatzis and Dullien
(1977) introduced an average coordination number Z , which defines the aver-
age number of connections for each pore. An actual network of pores needs to be
simplified for the purpose of analysis. The goal was to replace the irregular net-
work of pores with geometrically ordered networks characterized by the number
Z , defined as

Z =
∑

r

Zr fr , (2.1)

where

Zr =
�∑

m
�

r
/2+ 1. (2.2)

where (Σm)r is the number of pores, connected to a pore of type r, at both ends,
and fr is the relative frequency of such pores in the lattice (Chatzis and Dul-
lien 1977). It is clear that Z indicates the pore interconnectivity of the network
(Chatzis and Dullien 1977). A Z value of 2 means that the average pore is con-
nected to 2 pores. A square network lattice would have Z = 4.

To analyse the precision of the models, the two-dimensional and three-dimensional
saturation curves and experimental curves were compared. The three-dimensional
saturation curves were obtained by approximating the data using three-dimensional
bond percolation results. These results were provided by (Frisch et al. 1962). The
percolation problem was introduced by the mathematicians Broadbent and Ham-
mersley (1957). On a lattice, each bond connecting two nodes has a constant
probability p of being “open”. If a bond opens in this case, it means it will trans-
mit fluid. The “critical bond percolation” probability is the minimum fraction of
the bonds that needs to be open for fluid to be transmitted from one end to the
other. In other words, the probability for a breakthrough (Broadbent and Ham-
mersley 1957).
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Chatzis and Dullien (1977) discovered that the spatial interconectivity of the
two-dimensional model was not efficient for modelling flow calculations. The in-
vestigation was done by comparing the breakthrough time of a two-dimensional
square and three-dimensional tetrahedral network, both with equal coordination
number Z = 4 and equal tube/capillary diameter distribution. They discovered
that the breakthrough of a three-dimensional network occurs at a lower capillary
pressure, Pc , than for a two-dimensional network. The Young-Laplace equation
defines the capillary pressure as

Pc =
2σ cosθ

r
, (2.3)

where σ is the interfacial tension, r is the radius of the capillary, in this case a
pore, and θ is the angle between the two fluids and the capillary tube.

Chatzis and Dullien (1977) concluded their investigation stating that the exist-
ing two-dimensional and three-dimensional network models of cylindrical tubes
yielded unrealistic simulations of sandstone pore structures. In addition, two-
dimensional network models was not suited for two-phase flow simulations, due
to the fact that bicontinua cannot exist in two-dimensional network models.

Pore Network Modelling

In 1992, Bryant and M. Blunt (1992) introduced another major breakthrough
building on the work of Fatt (1956). Using random packed equal sized spheres,
they were able to make predictive calculations of two-phase relative permeabilit-
ies. The predictions of their model closely matched existing results form experi-
ments. Although their model was restricted to simple, well sorted porous media,
M. J. Blunt, Jackson et al. (2002) described it as a major triumph for pore scale
modeling.

Figure 2.8: Visualization of the simulated
rock by Bakke and P.-E. Øren 1997. The
model is based on a Bentheimer sandstone.

Bakke and P.-E. Øren (1997) ex-
tended the method proposed by Bry-
ant and M. Blunt (1992) by making
the spheres randomly sized. Grain-size
of each individual grain was randomly
selected from grain-size distribution
curves. They were obtained from BSE-
images from thin sections of the actual
sandstone. Not only did the method
cover the sedimentation of the model
better than the previous methods, it
also included modelling of compaction
and diagenesis Øren et al. (1998).
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Figure 2.9: Ball-and-stick representation of
the same Bentheimer sandstone as in fig 2.8.
Image is taken from Bakke and P.-E. Øren
1997.

Compaction is modelled by a lin-
ear shift in the vertical direction, while
diagenesis is modelled to simulate
quartz overgrowth, clay and cement
precipitation. This method for gener-
ating 3D pore-scale models was both
cost-effective and rapid, at the time
of publication (Bakke and P.-E. Øren
1997).

Pore network modelling was di-
vided into two categories when Øren et
al. (1998) introduced the quasi-static
model. They assumed that capillary
forces are dominant at pore scale, and
claims that it is reasonable for capil-
lary numbers of 10−6 or less (Øren et
al. 1998). A capillary number is a di-
mensionless number describing the in-
terface between a liquid and a gas, or two immiscible liquids. It represents the
relative effect of viscous drag forces versus surface tension forces acting across an
interface between the two fluids, defined as Ca = µV/σ, where V is a character-
istic velocity, µ is the dynamic viscosity of the liquid andσ is the interfacial tension
between the two fluid phases. Afew years later, Ding and Kantzas (2004) stated
that capillary forces dominate the flow in porous media for low capillary numbers.
Their rule of thumb was that Ca < 10−5 is low, agreeing with the assumption of
Øren et al. (1998). The quasi-static model simulates displacement of one fluid
while another fluid fills one pore at a time (Gjennestad et al. 2018). If a pore is
being filled or not is determined by the capillary entry pressure. Narrow pores de-
mand higher pressure than a broader. In situations where flow rates are low and
the viscous pressure is small enough to be neglected, capillary forces are assumed
to be dominant (Gjennestad et al. 2018). The dynamic models accounts for the
viscous pressure drop that is neglected in the quasi-static model. It captures the
interaction between capillary and viscous forces. Pore network modelling has seen
a rapid improvement when it comes to handling of complexity, hand in hand with
the rapidly improving computer technology. Koplik and Lasseter (1985) modelled
fluid propagation and displacement dynamically. They used approximate solutions
of the Navier-Stokes equations to calculate two-phase flow in random networks.
The motivation was to investigate how the macroscopic characteristics of fluid
flow in porous media are affected by the microscopic geometry.

The art of network modelling has surely advanced since Fatt (1956) took ad-
vantage of the analogy between flow in porous media and a resistor network.
Now, there are models that can handle irregular lattices, arbitrary wettability,
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non-Newtonian fluids, non-Darcy flow, two- and three-phase flow and much more
(M. J. Blunt, Bijeljic et al. 2013). At the end of Section 2.4, two recent studies con-
cerning digital porous media will be introduced. Both of the studies is done using
convolutional neural networks, which will be further explained in Section 3.1.
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2.4 Machine Learning

Imagine being given the task of writing a program that would be able to decide if
an image contains a turtle or a tortoise. The program should be able to differenti-
ate between the two animals, which may look quite the same. To be able to classify
the animals, the person writing the program would have to be very creative with
coming up with rules for edges, curves and colors. In addition, the program would
have to take into account all possible angles that the animals could be seen from,
as well as color scaling and maybe even inverted colors. A program like that would
end up being extremely complex. If the program suddenly would have to be able to
classify a terrapin as well, the program would need to be extended, which would
possibly be a lot of work. With machine learning (ML), this kind of problems can
be solved by less manual programming. The machine learning model would, in
this case, be given thousands of images of turtles, tortoises and terrapins. From
these images, the model extracts information from patterns in the images. There
are a lot of subcategories in ML, and ML itself is a subset of artificial intelligence.

2.4.1 Artificial Intelligence

Artificial intelligence (AI) is described as the development or study of computer
systems able to copy human-like behaviour. These behaviours may be in learning,
reasoning or self-correction (Kok et al. 2009) One advantage of AI is increased
efficiency. Computers do not get tired, and can therefore be leveraged to perform
small, repetitive tasks or computational heavy tasks to enable humans to be more
efficient. Another advantage is the decreased rate of human error. A repetitive
task can be particularly prone to human error, as the human brain gets tired after
a long time of focus. AI systems trained to perform one specific task will not have
to deal with fatigue, and will therefore be able to perform a task for as long as
needed. Several AI methods are developed for different areas of application. Fig.
2.10 illustrates subsets of AI. Each of the different subcategories has its own sub-
category. In Fig. 2.10, this is only illustrated for ML, since that is the focus in this
thesis.

AI methods for recognizing human speech and language is often used for sys-
tems using voice control, e.g. Google Assistant and Apple’s Siri. Some other subsets
of AI is is robotics, planning, vision, expert systems and machine learning, which
now will be explained more closely.
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Figure 2.10: Illustration of different subcategories of AI. There are a lot of sub-
categories to all categories, but the focus in this project will be on deep learning
as a subcategory of machine learning.
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Machine Learning

Machine learning is a technique for building a model that is able to make decisions
or predictions. The model is built based on sample data (or training data), and
makes predictions or decisions based on experience from the data (Koza et al.
1996). Tom Michael Mitchell, an American computer scientist stated as early as
in 1997 that ML is one of the ways we expect to achieve AI. Mitchell was a pioneer
in ML, and describes ML as the study of computer algorithms that allow computer
programs to automatically improve through experience (Mitchell 1997).

Machine learning is a collective term for several methods. ML as a subset of
AI provides statistical tools to explore and analyse data, that improve at tasks by
training. Which of the different methods that should be used is dependent on the
problem trying to be solved. Two different approaches would be, e.g., to use a
ML model to estimate a value, or to use it to classify an object in an image. A
Regressor returns a value or a vector. A Classifier returns a class label, and would
be suitable for the problem in the introduction of Section 2.4. It is common to
split machine learning into three major learning paradigms: Supervised learning,
unsupervised learning and reinforcement learning. There are variations and com-
binations, but these three are viewed as the main paradigms (Lampropoulos and
Tsihrintzis 2015).

Supervised Learning

Supervised learning may be used for both prediction and classification tasks. In
supervised learning the input is paired with the output, which means that the ma-
chine receives an input and its associated target value, or label (Lampropoulos
and Tsihrintzis 2015). Supervised learning may be used to build a model that is
able to classify data based on numerical or categorical values, or predict trends
using previous labeled data (Kotsiantis et al. 2006). Labeled data means that the
target value, or expected output, of a problem is known. When training, the ma-
chine gets both the input and the output. For example, let us say that you train a
model using weather data from many days, combined with the outdoor clothing
that you wore each day. After training is finished, the model should be able to pre-
dict which clothing you are going to wear the coming days, based on the weather
forecast. There are many algorithms of supervised learning, but the most com-
mon ones are Support-vector Machines, Linear Regression, Logistic Regression,
Decision Trees and Neural Networks (Daniel Westrich et al. 2009).
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Figure 2.11: Cartoonish illustration of an unsupervised learning clustering al-
gorithm. In this example, three different colored chameleons, frogs and tortoises
are given as input. The model extracts features from the images, discovering that
some of the images contain a round, brown shell, some contain flat, duck-like
feet, and some images contain a head with a bony protrusion. The images are
then clustered based on the features found in the images.

Unsupervised Learning

Unsupervised learning is when the model is trained without labeled data. The
model then attempts to group, or cluster, the data based on similarities (Lampro-
poulos and Tsihrintzis 2015). A typical application for unsupervised learning is
recognition-tasks, situations where the label is unknown or even situations where
picking out characteristic features is difficult (Kotsiantis et al. 2006). Returning to
the example from the intro of Section 2.4. Let us say it is difficult for a human to
specify which features that makes the difference between a turtle and a tortoise.
By passing enough images of turtles and tortoises, the model may extract the im-
portant features and cluster the images based on those features. The model has
never seen the label of the images, so it will cluster the images based on com-
mon features it extracts from the images. Fig. 2.11 illustrates an example of what
unsupervised learning may look like. A downside of unsupervised training is that
the accuracy of the model is not measured during training. In supervised train-
ing, there are several tests for validation of the training. These tests are few when
it comes to unsupervised learning, which makes it more difficult to ensure that
the outcome of the model is accurate (R. Sathya and Annamma Abraham 2013).
As the machine is creating its own outcome based on the features it has extracted
itself, the result is a less controllable environment (Dike et al. 2018). As for the su-
pervised learning method, there are a lot of different approaches to unsupervised
learning. Clustering methods, anomaly detection methods and neural networks
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Figure 2.12: Illustration of the relation between artificial intelligence, machine
learning and deep learning. DL is a subset of ML, which again is a subset of AI.

are some of them. Neural networks will be explained further in Section 2.5.

Reinforcement Learning

Reinforcement learning is based on reward and punishment. It is an efficient
method to develop goal directed action strategies (Lampropoulos and Tsihrintzis
2015). The programmer defines which actions that should be rewarded and which
actions that should be punished, while the model is told to hunt for the highest
possible reward. The model then learns how to achieve the rewards by trial and
error (D. Zhang et al. 2018). A common example when explaining reinforcement
learning is teaching a model to play Pac-Man. Pac-Man is a famous video game
where a yellow, circular head moves around within a dark maze. The character
hunts for rewarding items while dodging ghosts in the maze. For a model to learn
how to play Pac-Man using reinforcement learning, the model may be told to hunt
for the highest possible total numeric reward. Then, when the model plays the
game, it is given a numeric reward for collecting items along the way, with some
items dealing a higher reward than others. If the model hits a ghost inside the
maze, it leads to a deduction in total reward. Through trial and error, the model
will gradually develop strategies to win the game.

Hyperparameters

Hyperparameters are parameters that are used to control the learning process.
An example of a hyperparameter is the learning rate. When a ML model is train-
ing, it updates its model parameters depending on how well the model predicts
during training. The learning rate decides how much the model parameters are
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influenced by the results from its predictions during training. Learning rate will
be explained further in Section 3.1.2. Optimal hyperparameteres are vital for the
training of a ML model (Jia Wu et al. 2019). Usually, the hyperparameters are set
by training the model on a small subset of the data set, a mini-batch. This is done
before the actual training begins (Jianxin Wu 2017). Setting the hyperparamet-
ers is called hyperparameter optimization or hyperparameter tuning (Jia Wu et
al. 2019). Hyperparameters and model parameters are not the same. Hyperpara-
meter tuning is done before training the model, and are used in the process of
deciding the model parameters. Hyperparameters affect both the quality and the
speed of the training process. Different training algorithms may require different
hyperparameters. Some require none (Jia Wu et al. 2019). Some hyperparamet-
ers may be dependent on other hyperparameters, e.g., the size of some layers can
depend on the overall number of layers. A detailed introduction to layers can be
found in Section 2.5.1 and Section 2.5.2.

2.5 Artificial Neural Networks

In the brain of a human or animal, connected nerve cells communicate by trans-
mitting electrical signals between each other. The receiving nerve cell processes
the signal and may transmit a signal to its connected nerve cells. Artifical Neural
Networks (ANNs) are inspired by the way nerve cells in a biological brain com-
municates (S.-C. Wang 2003). In an ANN, often called neural network (NN), a
collection of artificial nerve cells (neurons) are connected by links in various pat-
terns, and they transmit real numbers. One neurons output is an other’s input.
Each neuron may receive input form multiple other neurons. Each link connecting
the neurons has an associated weight which determine the impact of the received
input. The weights are adjusted through out the training. To train a model is actu-
ally trying to optimize the weights within the model (S.-C. Wang 2003). Fig. 2.13
illustrates the communication of three neurons.

Sections concerning ML and its subsets will from now be focused towards
supervised learning, because supervised learning is what has been used in this
thesis. Supervised learning commonly include three different data sets that are
used for three different purposes. Training data, validation data and test data. A
brief explanation is that the model i trained using the training data set, during
training the training of the model is validated using data from the validation set,
and after training is finished, the model is tested using the test set. As mentioned
in Section 2.4.1, a model is usually built by first tuning hyperparameters on a
mini-batch of training data (Jia Wu et al. 2019). During hyperparameter tuning,
the validation set is used to give an estimate of the predictive skills of the model.
After hyperparameter tuning is done, the model is trained on batches of training
data. A batch is the number of training samples utilized in each epoch. The number
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Figure 2.13: The output of the left neurons is 3 and 2. Both neurons transmit
information to the same neuron. The receiving neuron is connected to the two
neurons by links. Each link has its own weight, which impact the output value.
Output value 3 is multiplied by 0.48, and output value 2 is multiplied by -0.55
before being received by the neuron on the right. The input value is the sum of
the weighted outputs, which in this example is 0.34.

of epochs defines the number of batches processed before the training is finished.
When the training is completed, the model is set to predict the test data set. This
is done to give an estimate of the predictive skills of the final model (S.-C. Wang
2003).

2.5.1 Components of an Artificial Neural Network

Layers

An ANN model has an input layer and an output layer. External data, such as an
image, is input for the input layer. The output for the output layer is the output
of the model. The type of input differs depending on the task. Let us say the in-
put is an image containing 5 wolves. For a classifier, the output could be a class
label. For example, the model recognizes the animal in the image as a wolf and
outputs “wolf”. For a regressor, the output is commonly a real number. For ex-
ample, it could be used to estimate the weight of the wolves in the image, and the
output would be a vector of weights. Between the input and the output layer, the
model usually have multiple hidden layers, which are layers that are not directly
observable. Their role is to perform nonlinear transformations of the input. The
layers are typically build up of neurons (S.-C. Wang 2003). Only layers built up
of neurons will be covered in this thesis.
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Neurons

Figure 2.14: Illustration of a neural network
with one hidden layer. All the connectors
between the nodes has its own weight w. To
preserve the clarity of the illustration, only
one connector weight is visualized.

A neuron in an ANN model imitates
the function of a nerve cell in the hu-
man brain. A layer is usually a group
of neurons. Each neuron receives input
from the neurons in the immediately
preceding layer, and transmit output
to the neurons in the immediately fol-
lowing layer (S.-C. Wang 2003). The
output from a neuron is a real num-
ber, an is sometimes called the activa-
tion. A neuron may transmit its output
to multiple neurons it is connected to.

Weights

Each neuron may receive the output
of multiple neurons, but it may only
transmit one single output. An out-
put may be transmitted to multiple
neurons through each neurons indi-
vidual connectors. Each connection to
a neuron has a weight, which determ-
ines the impact of each neuron on the neuron it transmits its output to. A neuron
receives the output of one or multiple neurons, while the input of the neuron is
a weighted sum of all the outputs from the connected neurons (Shiruru 2016).
The weights are tuned frequently during training. To train a model may be seen
as an optimization problem, where the goal is to optimize the weights (Jia Wu et
al. 2019).

2.5.2 Architecture

An artificial neural network typically has multiple layers. The input layer is the first
layer, and the output layer is the last layer. Between them, there may be several
layers, hidden layers, as mentioned in Section 2.5.1. There are networks with only
one or even no hidden layers (S.-C. Wang 2003). Networks containing few layers
will have faster learning speed and less data than a multi layered network. The
downside is that a single layered network can only learn to solve linear problems,
while a multi-layered perception can learn to solve non-linear problems (Gurney
1997).
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After a neuron has received the weighted sum of the activations of all its con-
nected neurons, the weighted sum is passed through an activation function to
produce the output of the neuron. The activation function is usually non-linear
(S.-C. Wang 2003). A commonly used activation function is the ReLU activation.
ReLU, or rectified linear unit, has the function f (x) = max(0, x). For an input less
than 0, the ReLU activation function returns 0, setting the output of the node to 0.
Positive inputs are passed through. Neurons with an output of 0 s not activated in
the network. The ReLU activation function contributes to activating less neurons
by excluding every neuron with an activation less than of equal to zero. In that
way, only a certain number of neurons are activated. This makes ReLU computa-
tionally efficient (Jia Wu et al. 2019). The sigmoid function is another activation
function worth mentioning. Before the ReLU activation function was introduced,
the sigmoid function was seen as the main activation function (Nair and Hinton
2010). Sigmoid and ReLU will be explained in more detail in Section 3.1.4.

There exists a bunch of layers, when it comes to neural networks. Many of the
layers consists of neurons that receive input from the immediately preceding layer
and transmit its output to the neurons in the immediately following layer, but that
is not the case for every type of neural networks. Different layers perform differ-
ent transformations on their inputs. A fully connected layer, or a dense layer, is a
commonly used layer. Every neuron in a dense layer is connected to every neuron
in the following and in the preceding layer. In a recurrent layer, neurons may feed
their input back to them selves or back to neurons in preceding layers. Recurrent
layers are often used to handle time series data (Savarese and Maire 2019). Nor-
malization layers are layers that scale the values in a training set. This is done to
ensure that all the different inputs has a somewhat similar data distribution (Ba
et al. 2016). Convolution layers is the main feature of Convolutional Neural Net-
works (CNNs). CNN will be described in more detail in Section 3.1, as this thesis
is focused on applying CNN to study porous media.

Different input require different amount of neurons in the input layer. Usually,
the number of neurons equals the number of features in the input data (S.-C. Wang
2003). The model configuration determines the number of neurons in the output
layer. A regressor typically has one neuron in the output layer, since it returns a
single number. A classifier may return a probability for each of its class labels. This
means that the number of neurons in the output layer equals the number of class
labels known by the classifier.

Other important features of neural networks, like error-back propagation, will
be introduced in Section 3.1.
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2.5.3 Pruning and Augmentation - Techniques to Improve Learning

There are plenty of techniques when it comes to improve the predictive abilit-
ies of a NN model. Some techniques are applied before building the model, and
some techniques are applied while or even after the model is built. Pruning is a
technique that involves removing as many neurons as possible without making a
significant impact on the predictive skills of the model (Yan Lecun 1990). The idea
is that if all neurons are ranked based on their contribution, some neurons will be
superfluous. The least contributing neurons could be removed without the model
suffering any distress for that reason. The main goal when applying pruning, is to
build a smaller and faster NN, though maybe a bit less accurate (Molchanov et al.
2019).

Data augmentation is a technique that is common to apply when the input
data is images. The reason for augmenting images used in training is to increase
the amount of training data. This is done by, e.g., flipping, rotating, cropping,
zooming or changing the colors. It is common to apply image augmentation to
decrease the chance for the model to overfit the data (Perez and J. Wang 2017).

2.5.4 Overfitting and Underfitting

Overfitting is a result of poor generalization to data. It can be revealed when the
model is able to predict well on the training data, but the general predictive skills
of the model is bad. If the model yields good results on the training data, but bad
results on the test data, it has probably overfit to the training data (Baiyang Wang
and Diego Klabjan 2017). Increasing the amount of training data may be a solution
to the problem. As mentioned, data augmentation can be applied for the purpose
of creating additional training data. Another technique to reduce overfitting is to
apply dropout. During training, each neuron in a layer has a probability of being
left out. This is done to prevent the neurons from reaching a too high degree of
co-adaption (Srivastava et al. 2014).

Underfitting may be the explanation if the model is unable to predict the data
it was trained on. This may be caused by a too simple network. A solution could
be to increase the number of layers or neurons to increase the complexity of the
network (H. Zhang et al. 2019). If dropout is applied, it may be an idea to reduce
the dropout probability. A high dropout probability demands a higher number of
neurons, which eventually will slow down the training speed and lead to under-
fitting (Srivastava et al. 2014).
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Figure 2.15: Feature extraction is done manually in ML. In DL, the feature ex-
traction is done by the machine. The illustration shows a ML classifier and a DL
classifier.

2.6 Deep Learning

Deep learning (DL) is a subset of ML. As ML, it is inspired by the way human and
animal brains learn. It involves exposing a multilayered NN to a large amount
of data. Chassagnon et al. (2020) defines the main difference between classical
ML and DL as a difference in feature extraction. In ML the feature selection is
done before training the model, while in DL, the features are generated during
training. Hidden layers are a crucial part of DL, since they are required for feature
extraction from raw data (C. Zhang et al. 2019). As mentioned earlier, some ML
does not have any hidden layers. CNN is a type of DL that will be explained in
Section 3.1.

Recent years, the use of artificial intelligence has escalated in porous media
related research. Chawshin et al. (2021) used artificial intelligence for lithology
classification of whole core CT scans. As such CT scans can provide valuable in-
formation about cores extracted from wells. The purpose of the research was to in-
vestigate the possibilities for building a CNN model whose purpose is to automat-
ically predict the lithology of a well in the Norwegian continental shelf (Chawshin
et al. 2021). Very recently Elmorsy et al. (2022) developed a model for permeab-
ility prediction of digital porous media. It was made using CNN, and it is built in
such a way that it elevate the models accuracy beyond that of the existing state-
of-the-art 3D CNN models (Elmorsy et al. 2022).
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Theory

3.1 Convolutional Neural Networks - CNN

A convolutional neural network is a class of artificial intelligence. It is common
to apply CNN for visual analysis, such as image classification. In this thesis, an
algorithm for building 2D and 3D CNN models was used.

3.1.1 Architecture

It is common for a CNN to take a 3rd order tensor as input. A tensor is a matrix
of order 3 or higher. A common input for a CNN would be an image with M rows,
N columns and 3 channels, (R, G, B color channels). Common numbers for the
input is 32×32, 64×64, 128×128 and 224×224 (O’Shea and Nash 2015). In this
project a single channel was used, since the images used were binary. As explained
in 2.5.2, there are many different layers used in an artificial neural network.

An abstract illustration of how a forward pass CNN may be structured is shown
with the following equation.

x 1 −→ w 1 −→ x 2 −→ ... −→ x L−1 −→ w L−1 −→ x L −→ z, (3.1)

where x 1 is the input tensor, usually an image. The boxed w 1 is the first layer. This
is where x 1 is processed and forwarded to the next layer as x 2. This forwarding
process goes on until all layers in the CNN has finished, and x L is returned as an
output. During training, the output is evaluated, and the weights in the network
are adjusted by a method called back-propagation. The loss layer z calculates the
discrepancy between the prediction x L and the actual value, Val. Usually more
complex loss functions are used, but just to give an example, z = 1/2||Val− x L||2

27
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could be used as a simple loss function. There are many different loss functions for
both regressors and classifiers. The back propagation layer wL and the loss func-
tion is only applied during training. When predicting, the tensor xi is processed
by the weights wi , and the final output is xL (Jianxin Wu 2017).

3.1.2 Stochastic Gradient Descent

Optimizing the model is to minimize the loss by tuning the weights. A common
method for updating the values of the weights is called Stochastic Gradient Descent,
or SGD for short. First the input x 1 is forward passed until reaching the output x L .
After achieving the loss z, it is used as a supervision signal to guide the updating
of the parameters (Jianxin Wu 2017). The way that SGD updates the parameters
is generalized by the equation:

w t+1
i = w t

i −η
∂ z
∂ w t

i
, (3.2)

where the layers are denoted by i, referring to the layer number, and superscript
t referring to the epoch number. The learning rate η is usually set to a small num-
ber, e.g. η= 0.001 (O’Shea and Nash 2015). The gradient ∂ z/∂ w i measures the
change of z with respect to w i . To decrease the value of z, w i should be updated
along the opposite direction of the gradient. This way of updating is called gradi-
ent descent. In fig 3.1 the gradient is denoted by g. As can be seen from the figure
is that a too big of a change of the weight might lead the weight to pass by the
minimum point. Keeping η too high might lead the weights to jump back and forth
without reaching the minimum. A wrong update of a weight might lead to an in-
crease of z. That is why the learning rateη usually is very small, so that the weights
are updated by a small amount (Jianxin Wu 2017). After using all the training ex-
amples in a batch to update parameters, one epoch has been processed. During
one epoch, the average loss will be reduced while the model learns, and after the
model does not improve for a given patience number the training is terminated.

Figure 3.1: Illustration of the gradient des-
cent method, where wi is optimized based on
the gradient ∂ z/∂wi .

If the patience number is 5, the model
would have to show no signs of im-
provement for 5 epochs in a row, no
matter how fractional the improve-
ment, to stop the training before it
has completed all epochs (Jianxin Wu
2017).

If the gradient descent is used to
update the parameters using only one
training example, the loss function will
be very unstable. Usually the gradient
is estimated from a small subset of the
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training data, instead of using the whole batch from the training data. The para-
meters are updated only once in an epoch, and if the training examples are large,
this demands a lot of computations. When the gradient used for updating the
parameters is estimated from a small batch of data, it is called Stochastic Gradient
Descent. A typical batch size for learning the CNN’s parameters is a set of 32 or 64
examples (Jianxin Wu 2017).

3.1.3 Error Back Propagation

For each layer the partial derivative of z with respect to the layer w i and with
respect to the layers input x i needs to be computed. To do this for the i’th layer,
the partial derivatives from the (i + 1)’th layer needs to be known. This is called
the Error Back Propagation, since the parameter update starts at the last layer, and
propagates backwards towards the first layer. For the last layer, i = L, ∂ z/∂ w L
and ∂ z/∂ x L are easy to compute. For the loss function given as an example,
z = 1/2||Val − x L||2, the partial derivative ∂ z/∂ x L = x L - Val, where Val is the
target value or the "true value" (Jianxin Wu 2017).

Further explanation is done with an example: The propagation process for the
(i + 1)’th layer is finished, and the process moves on to the i’th layer. Since layer
(i + 1) is finished, this means that ∂ z/∂ wi+1 and ∂ z/∂ x i+1 are computed and
stored in memory. The task now is to compute ∂ z/∂ wi and ∂ z/∂ x i . By applying
the chain rule, we get

∂ z
∂ (vec(w i)T )

=
∂ z

∂ (vec(x i+1)T )
∂ x i+1

∂ (vec(w i)T )
(3.3)

∂ z
∂ (vec(x i)T )

=
∂ z

∂ (vec(x i+1)T )
∂ x i+1

∂ (vec(x i)T )
(3.4)

where vec is a reshaping operation converting the matrix into a column vector,
and T is the transpose operator. Notice that x i is directly related to x i+1, and
that the function that relates the two has the parameters w i . That is why it is
easier to compute ∂ x i+1/∂ (vec(w i)T ) and ∂ x i+1/∂ (vec(x i)T ) than to compute
∂ z/∂ (vec(w i)T ) and ∂ z/∂ (vec(x i)T ) directly (Jianxin Wu 2017).

3.1.4 ReLU

From here on, the notation is changed. Assume x l where x l ∈ RH l×W l×Dl
. The

order 3 tensor x l is the input for the l ’th layer. The triplet index set (i l , j l , d l)
helps locating any specific element in the tensor x l , by referring to the element at
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Figure 3.2: Illustration of the ReLU activation function. A positive x-value will
be kept as it is, while all negative x-values will be set to zero.

the i’th row, j’th column in the d ’th channel. To make future notations simpler, the
zero-based indexing convention is used: 0 ≤ i l ≤ H l , 0 ≤ j l ≤ W l , 0 ≤ d l ≤ Dl .
An assumption is that the output x l+1, transformed from the input x l , has the
size H l+1×W l+1×Dl+1. Rectified Linear Unit, ReLU, is an elementwise activation
function, meaning that it applies to every element in x l (O’Shea and Nash 2015).
There are no parameters inside the ReLU layer, which means that there is no need
for parameter learning in a ReLU layer. It does not change the size of the input,
hence the size of y equals that of x l . This means that after applying the ReLu
function, which is

yi, j,d =max(0, x l
i, j,d), (3.5)

the dimensions are 0 ≤ i l ≤ H l = H l+1, 0 ≤ j l ≤W l =W l+1, 0 ≤ d l ≤ Dl = Dl+1

(Jianxin Wu 2017).

Let’s say that x l
i, j,d is one of the H lW l Dl features extracted by the layers 1 to

l − 1. It can be positive, zero or negative. A positive x l
i, j,d may indicate that the

region inside the image contain a certain pattern, for example a platypus beak or
other patterns. If that region does not contain any of the specific patterns, x l

i, j,d is
negative or zero. In the ReLU layer, all negative input values are set to zero. This
means that an image possessing a pattern will be amplified, such that the presence
of the pattern is made more apparent. If one feature is activated, and that feature
is "beak", the probability for the statement "the input image contains a platypus"
is small, unless other features like "beaver-tail", "fur", "webbed foot" are detected.
If multiple features are activated after the ReLu layer, the probability increases.
As mentioned in 2.5.2, the logistic sigmoid function is a much used activation
function:

y = σ(x) =
1

1+ exp(−x)
(3.6)

Compared to ReLU, it tends to be less effective than ReLU for CNN learning. The
derivative d y/d x can be written as d y

d x = y(1− y), where 0 < y < 1. It is clear

that d y
d x ≤ 1/4, which reduce the impact of the gradient ∂ z

∂ x =
∂ z
∂ y
∂ y
∂ x . After several
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sigmoid functions during back propagation, the components of the gradient will
be close to zero. Gradient based learning like SGD with a low impact gradient is
difficult (Jianxin Wu 2017). An important change in CNN is the way ReLU signi-
ficantly reduces the difficulty in learning parameters. ReLU benefits SGD learning
by not changing the activated features, and not activating the features that are
not of interest (the gradient is set to zero) (Jianxin Wu 2017).

3.1.5 Convolution Layer

A convolution layer takes in an input that is usually an image and outputs a set
of feature maps, or a single map. The feature map is a result of the layer trying
to extract different features using convolution kernels. A kernel is a matrix that
"overlaps" the input image and calculates the product of the kernel and the image
values it overlaps. In a convolution layer, the kernels are the only learnable para-
meters (O’Shea and Nash 2015). One typically start from the top left, and move
to the right by a number of pixels defined by the stride s. A stride of n means that
the kernel moves n pixels to the right after each calculation. When reaching the
right end, it moves back to the end on the left and moves n pixel down. The scalar
products will form a new matrix. Usually multiple kernels are used to extract dif-
ferent features. A typical kernel size is therefore 3× 3. This is because the size of
the output matrix is reduced more compared to the input, the bigger the kernel
size. It is crucial to keep the output matrix large enough to capture important fea-
tures from the input, as well as keeping the input small enough to not demand
too much computational power (O’Shea and Nash 2015). As well as keeping the
kernel small, it would be beneficial to keep the kernel odd-sized. If the kernel
is odd-sized, all matrix elements used in the kernel convolution is symmetrically
around the element in the center of the kernel. Without the symmetry, we would
have to account for distortions (Sahoo 2018).

Figure 3.3: A simple illustration of how kernel convolu-
tion works. The kernel with a size 2× moves with a stride
s = 1.

Fig. 3.3 illustrates how
kernel convolution works.
The figure illustrates a
4 × 4 input matrix (im-
age) and a 2 × 2 ker-
nel. After the kernel has
moved through the entire
input matrix, the output
matrix in this case has the
size 3 × 3. If the convo-
lution kernel had the size
3 × 3, the output would
have the size 2× 2.
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Figure 3.4: Input of the size 4 × 4 and 3 × 3 kernel with stride 1. The input is
zero-padded, which results in a 4× 4 output.

Given an input with the dimension H ×W × D, where the dimension of the
l ’th layer is H l ×W l × Dl , where H l is the number of rows, W l is the number of
columns and Dl is the number of channels in the layer. A convolution kernel has
the dimension Hk ×Wk × Dl , which makes it a 3rd order tensor as well. When
the kernel overlap the spatial coordinates (0,0, 0), the convolution result at that
spatial location in the output will have the value of the sum of the HkWk numbers
in each of the Dl channels, i.e. the sum of HkWkDl scalar products. Assuming
multiple kernels, Nk, of the same dimension, and denoting them as f , makes f a
4th order tensor inRHk×Wk×Dl×Nk . To help defining specific elements in the kernels,
the four dimensions have the index variables: 0≤ i ≤ Hk, 0≤ j ≤Wk, 0≤ d l ≤ Dl

and 0≤ n≤ Nk (Jianxin Wu 2017).

As mentioned earlier, the size of the output matrix is smaller than the input.
This holds for as long as the size of the convolution kernel is bigger than 1× 1.
A method called padding is often used to preserve the dimensions (Jianxin Wu
2017). Padding adds extra rows and columns on each side of the input matrix for
every channel of the input. A padding layer element usually has the value zero, but
it may be given any value. Fig. 3.4 illustrates how padding works. If the size of the
convolution kernel is Hk×Wk×Dl and the size of the input matrix is H l×W l×Dl ,
then the output will have the size (H l − Hk + 1)× (W l −Wk + 1). To produce an
output of the same size as the input, H l + 2pH −H + 1= H l , where pH is the size
of the padding layer in the H-direction for both top and bottom of the matrix. It is
clear that pH =

Hk−1
2 . The same holds for W -direction, where pW =

Wk−1
2 (Jianxin

Wu 2017). However, if the stride s is larger than 1, the size of the output matrix
is reduced (O’Shea and Nash 2015). In that case we have an output with the size

(H l+2pH−Hk
s +1)× (W l+2pW−Wk

s +1). In this case, the padding height and width has

to be pH =
(H l−1)s−H l+Hk

2 and pW =
(W l−1)s−W l+Wk

2 , to keep the same dimensions.
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Figure 3.5: Illustration of max-pooling. Input with dimension 4× 4 with kernel
of 2×2 and stride s = 2. Output is becomes a smaller matrix then the input with
the maximum values from the regions where the kernel has overlapped the input.
In this case the output matrix would be 2× 2 with elements [[9, 2], [6,3]]

A beneficial side of CNN compared to other ANNs is the use of parameter
sharing. Assuming that features that are useful to compute at a given spatial region
in the input, are also useful for other spatial regions, there is no need for learning
parameters at each spatial location for the same pattern-recognition. By sharing
weights across all kernels in the same layer the number of produced parameters
in the convolution layer will be massively reduced. For example a kernel that
detects horizontal edges, could be useful for the whole image, not just one part
of the image (Jianxin Wu 2017).

3.1.6 Pooling Layer

Pooling layers are used for the purpose of reducing the size of the input to reduce
the computational complexity and number of parameters, while at the same time
maintaining the quality of the representation. In max-pooling, the kernel moves
across the matrix and returns the maximum value for each stride. This is illustrated
in Fig. 3.5. There are mainly two types of max-pooling. Kernel with size 2×2, and
stride of 2, and overlapping pooling, where the stride is 2 and the kernel size is
3× 3. A larger kernel size will typically lead to decrease in model performance,
due to the destructive nature of pooling (O’Shea and Nash 2015). A kernel of the
dimensions 2× 2 with a stride s = 2 will reduce the size of the input by 25 %.

There exists several different kinds of pooling. General pooling layers are build
of neurons capable of performing many different common operations. An example
is the average pooling layer, which unlike the max-pooling layer, does not find
the maximum value, but the average. Max-pooling highlights the features, while
average pooling smoothens them out (Jianxin Wu 2017).
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3.2 Hydraulic conductivity

In the case of sedimentary rocks as porous media, the hydraulic conductivity is a
physical property that describes the ability for a rock to transmit fluid through its
pore space. To transmit fluid, a hydraulic gradient need to be present. Poiseuille’s
law, that describes pipe flow, can be expressed as

q =
∆P
L
πR4

8µ
= g∆P, (3.7)

where ∆P is the pressure gradient over the length, L, of the pipe with radius R.
Flow rate is q, and the dynamic viscosity of the fluid is µ. Hydraulic conductivity
is denoted as g. Qingrong Xiong et al. (2016) explained how Poiseuille’s law is
valid for laminar flow, and is is therefore applicable for describing flow in pores.
Poiseuille’s law expresses the relation between change in pressure and the flow
rate through a cylindrical pipe. A pore throat may be seen as a cylindrical pipe. In
this thesis, the hydraulic conductance will be defined as

q =
g∆P

L
(3.8)

Geoffery Mason and Norman R. Morrow (1990) related the area A to the inscribed
radius by rinsc = 4GA. The inscribed radius is the radius of a circle that tangent all
sides of a triangle, illustrated by Fig. 3.6.

In Eq. 3.9, Øren et al. (1998) expresses the hydraulic conductivity as a function
of the shape factor, G. It is defined as G = A/p2, where A is the cross section area
of the pore element and p is the perimeter length (Bakke and P.-E. Øren 1997). For
a slit shaped pore, the shape factor is zero, while for equilateral triangle-shaped
pore, the shape factor is 0.0481. Network elements, pore throats or bodies, may
be approximated as shapes with circular, rectangular or triangular cross-sections.
In order to calculate the hydraulic conductivity, when assuming most network
elements have triangular cross-sections, Øren et al. (1998) suggests the functional
dependency between g and G is close to linear and sufficiently approximated by

g =
3
5

GA2

µ
(3.9)

where A is the cross section area of a network element.

By combining Geoffery Mason and Norman R. Morrow (1990) definition of
rinsc and Eq. 3.9, hydraulic conductivity can be expressed as

g =
3
80

r4
insc

µG
(3.10)

Equation 3.10 was used to calculate the hydraulic conductivity of the network
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Figure 3.6: Illustration of the inscribed radius of a triangular pore throat.

Figure 3.7: Two pore bodies, p1 and p2 with the corresponding radii r1 and r2,
and a pore throat with the length lt . The radii r1 and r2 corresponds to l1 and l2.

elements in this project. Two pore bodies p1 and p2 are connected by a pore throat,
and each of the three elements are likely to have different hydraulic conductances
due to their different geometries and sizes. To calculate the effective hydraulic
conductance between p1 and p2, a length-weighted harmonic average of the three
elements is said to be an representative average. The length-weighted effective
hydraulic conductance can be expressed as (Ramstad et al. 2019)

g1,2 = l1,2

�

l1
g1
+

lt

gt
+

l2
g2

�−1

, (3.11)

where the network elements p1, p2 and the pore throat are denoted by 1, 2 and
t, respectively. The effective length l1,2 = l1 + lt + l2, and the effective hydraulic
conductivity is g1,2.

The CNN models will be trained using images of equal dimension. A con-
sequence of this is that the actual sizes of the features in the images is unknown
for the machine. Hence, the hydraulic conductances need to be scaled by a factor
derived from the spatial extent of the pore body-throat-body system. A more de-
tailed explanation on how this is done is found in Section 5.5.1.

3.3 Navier-Stokes

The Navier-Stokes equations are some well known partial differential equations
used to describe fluid motion. Stokes equations are linearizations of the Navier-
Stokes equations. These equations will be the basis when scaling the hydraulic
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conductances.

3.3.1 Stokes

The Navier-Stokes equation is a non-linear, partial differential equation that de-
scribe the flow of viscous fluids.

ρ

�

∂ u⃗
∂ t
+ u⃗ · ∇u⃗
�

= −∇P +∇ ·T+ f⃗ (3.12)

Here, ρ is the fluid density, u⃗ is the fluid velocity vector and∇P is the pressure
gradient. T is the stress tensor, which for a newtonian fluid is T = µ(∇u⃗). By
assuming that there will only be newtonian fluids in the porous medium, the term
∇ · T may be replaced by µ∇2u⃗. The last term, f⃗ , is an applied body force, for
example gravity, f⃗ = ρ g⃗. As the differences in gravitational force in the rock
samples we are considering are negligible, we can assume ρ g⃗ = 0. The left side of
the equation isρ

�

∂ u⃗
∂ t + u⃗ · ∇u⃗
�

. This givesρ Du⃗
Dt , where Du⃗

Dt is the material derivative
of the velocity vector.

ρ
Du⃗
Dt
= −∇P +µ∇2u⃗ (3.13)

If inertial effects are negligible, then ρ Du⃗
Dt = 0. This means that the fluid is

assumed to be incompressible. The result is that the Navier-Stoke’s equation be-
comes the Stoke’s equation

µ∇2u⃗−∇P = 0 (3.14)

Eq. 3.14 may be written out as

∂ P
∂ x
= µ

�

∂ 2u
∂ x2

+
∂ 2u
∂ y2

+
∂ 2u
∂ z2

�

∂ P
∂ y
= µ

�

∂ 2v
∂ x2

+
∂ 2v
∂ y2

+
∂ 2v
∂ z2

�

∂ P
∂ z
= µ

�

∂ 2w
∂ x2

+
∂ 2w
∂ y2

+
∂ 2w
∂ z2

�

which gives the flow in the three spatial dimensions based on the pressure changes
in the same directions. An explanation of how this is used for scaling the images
is found in Section 5.5.1
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Materials

4.1 Grid Model

In this project a grid model created from a cuboid subvolume of a rock sample
is used. The grid model is generated from a 3D CT-scan of a rock sample. The
cuboid subvolume that is used in this project has the size 4.81 mm × 4.64 mm ×
7.17 mm. As a grid, the subvolume has the dimensions 792×764×1180 voxles,
where each voxel has a cell size of 6.0772 · 10−6 m. It is stored as a .raw-file,
and has the name grid_MM_792×764×1180.raw. Pore space, grains and clay is
represented by the values 0, 9 and 1, respectively. Clay is a phase with unresolved
micro-porosity. For simplicity, it is treated as grain in this project. In the images
used for training the model, both grain and clay is changed to have the value 1,
to make the images binary instead of gray scale. A cross section image of the grid
is shown in Fig. 4.1.

4.2 Link & Node - files

Four different network data files were used. The files are ASCII files used to de-
scribe the pore network in SI-units. The format of the files are the same as those
used by Imperial College London, sometimes referred to as the Statoil format.
Two of the four files holds information about the pore bodies in the grid, while
the other two holds information about the pore throats. Pores are stored in the
node-files, and throats are stored in the link-files. The files and the information
they hold will now be presented.
The file names are:

• node1.dat

37
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• node2.dat

• link1.dat

• link2.dat

There are a total of 177753 nodes and 317813 links in the network. Total
number of pores will be referred to as P, and total number of throats will be
referred to as T . The file node1.dat stores positional information specific to each
node. This information is stored in P+1 lines, where the first line contains the total
number of pores, P, total length in the directions x , y and z. Each of the ensuing
P lines contain the following properties: A Pore index between 1 and P, x-, y-
and z-coordinates for the center of the pore and the number of throats connected
to the pore. If the pore is connected to C pores, then the ensuing numbers will
be the indices of the connected pores. Entry C + 1 is 1 if the pore is connected to
the inlet, 0 if not. Entry C + 2 is 1 if the pore is connected to the outlet, 0 if not.
Then follows C entries that are the indices of the connected throats. Geometric
and volumetric properties are stored in node2.dat. It contains P lines. Each line
contains: The index of the pore (1 to P), the pore volume, inscribed radius of the
pore, shape factor of the pore and the micro-porosity volume in the pore.

Figure 4.1: Visualization of the grid-file. The
cross section shows the 792× 764 voxels at
the z-value 590.

Each throat is connected to two
pores only. These two pores will be re-
ferred to as Pore A and Pore B. The first
line of the T+1 lines in the link1.dat-
file contains the number T . The T fol-
lowing lines is structured in this way:
First the throat index (1 to T), fol-
lowed by the index of Pore A and Pore
B, the inscribed radius and the shape
factor of the throat and the length of
the link, from center of Pore A to cen-
ter of Pore B. In link2.dat, there is T
lines which starts with the index of the
throat, Pore A and Pore B. Then fol-
lows the length of Pore A, Pore B and
the throat, throat volume and micro-
porosity volume in the throat. Some of
the scripts developed for this thesis use
information from the .dat-files. Those
scripts can only handle files organized
in this specific way.
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Figure 4.2: Illustration of the architecture used for the 2D CNN model.

4.3 CNN-codes

Two different CNN-modelling codes were used and slightly modified in this pro-
ject. Both codes were made by Kurdistan Chawshin as a part of her PhD (Chawshin
et al. 2022). One of the codes is made for estimation of porosity from 2D CT-scan
images. Since it is used for numeric estimation, it builds a regressor. The second
code is used for facies classification of 3D images. Since it it is used for classifica-
tion, the code builds a classifier. For the 3D code to be able to return a predicted
value for the hydraulic conductivity, the code needed to be changed from a clas-
sifier to a regressor. Both codes are written in Jupyter Lab, and is therefore a
.ipnyb-file. The codes that was used for building the models will be presented
now.

4.3.1 2D CNN Architecture

The model is a sequential regressor, which means that the architecture is arranged
layer by layer and that the output layer only consists of a single neuron. The input
layer of this 2D model is a convolutional layer. This convolutional layer, as well
as the rest of the convolutional layers mentioned in this architecture description,
has a semi-random number of output units. The number of output units form each
convolutional layer is randomly chosen to be a number between 16 to 256 with a
step size of 32. This means that the number of output units are randomly picked
between [16, 48, 80, 112, ..., 224, 256]. Each of the convolutional layers has a ker-
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nel size of either 3 or 5, also randomly selected. The input is given a zero-padding
to make the output the same size as the input. Following the first convolutional
layer comes a ReLU and a max pooling layer. The max pooling layer has a pool
size of 2, and it also ads a zero-padding. After these first layers, the model builds
three more convolutional layers followed by a ReLU and a max pooling layer.

The dense layer needs the input to be one dimensional. Therefore the output
from the last max pooling layer is flattened, which means it is turned in to a
single array. This array is transmitted to a dense layer with dropout. In this layer,
each neuron has a dropout probability of either 0, 0.2, 0.4 or 0.6. the dropout
probability is chosen by random. The number of hidden neurons in the dense
layer are also chosen by random. It is a number of 32 to 256 with a step size
of 32. Then follows the output layer, a dense layer with one single neuron. Both
dense layers uses a linear activation function.

The model use the mean absolute error (MAE) as loss function, and optimizing
is done using Adam with a learning rate of 1e− 2, 1e− 3 or 1e− 4.

Hyperparameter tuning is done for 30 epochs with a batch size of 32. Early
stopping is applied with a patience of 5 epochs, so that the machine avoids spend-
ing much time and computational power on tuning hyperparameters that stops
improving.

When tuning is done, the best model is trained for 300 epochs with a batch
size of 32. Early stopping is again applied, but this time the patience is set to 30.
This is done for both the 3D and the 2D models.

4.3.2 3D CNN Architecture

This model is a sequential regressor as well. And just like the 2D model, the input
layer is a convolutional layer with a number of input units between 16 and 265
and with a kernel size of 3 or 5. The difference is that this models input layer
is a 3D convolutional layer. Following the convolutional layer comes a ReLU and
a 3D max pooling layer with size 2. This layer also ads a zero-padding to the
input, to give the output the same size as the input. Then the model builds three
more convolutional layers followed by a ReLU and max pooling layer built in the
same way as the input layer. Then the output is flattened and passed to a dense
layer with a minimum of 32 and a maximum of 256 hidden neurons and a linear
activation function. The output is activated by a ReLU layer and passed to the
output layer, which is a single neuron. The loss function is MAE, while Adam is
used as an optimizer with the same learning rates as for the 2D model.
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Methodology

As mentioned, this thesis’s primary goal is to build a CNN model that can predict
the hydraulic conductivity of a pore body-throat-body system based on images of
the pore throat and -bodies. The first step is to generate images for all the links
in the network. The predictions will eventually be used for the estimation of the
permeability of the network model.

The property of interest when training the CNN-model, is the hydraulic con-
ductivity between pairs of interconnected pore bodies, hereby referred to as nodes.
The overall goal is to train a model to predict the hydraulic conductivity between
two nodes. To do this we need to generate images of the subvolume between the
nodes and links, from which the ML model will be able to extract structural in-
formation defining the hydraulic conductance. The following method was used to
generate this data.

5.1 Two Methods for Generating Input Data - Cubic and
Cylindrical

Points in the x yz-space need to be generated from the x yz-coordinates provided
in the node1.dat-files. These points will be transformed to grid-coordinates to
extract the grid values at the location given points. These grid values will be
structured and stored as images. The CNN model demands images of the same
dimension. Therefore, the method for generating points should be able to gen-
erate the same amount of points as well as number of images for all node-pairs,
despite differences in distance between them. Two methods are going to be ex-
plained. There are a lot of similarities between the methods, and the first steps
are equal. Therefore, the first steps will be explained before digging deeper in to
the different methods.

41
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Figure 5.1: Illustration of what will be the starting point of each of the three
methods. A and B are nodes, while C is a point at the distance s from B. Vector u⃗
and v⃗ are perpendicular.

5.1.1 Orthogonal Vectors

Assume two pore bodies P1 and P2 connected by a pore throat. Let the coordinates
of the center of the pore bodies be P⃗a = (xa, ya, za) and P⃗b = (xb, yb, zb). Let u⃗ =
P⃗b − P⃗a be the vector defined by the two pore centers. The following is a general
example on how to find the vectors.

To generate our images, we need to find points q⃗ = (x , y, z) such that u⃗ ⊥ v⃗,
when u⃗ = P⃗b − P⃗a and v⃗ = q⃗ − P⃗b and ||v⃗|| = s||u⃗|| for a given scaling factor
s ∈ [0,1].

The two vectors are perpendicular to each other if

u⃗ · v⃗ = |u⃗||v⃗|cosθ = 0. (5.1)

The first assumption gives us the following relation

ux vx + uy vy + uz vz = 0,

(xb − xa)(x − xb) + (yb − ya)(y − yb) + (zb − za)(z − zb) = 0. (5.2)

The second assumptions gives

s
Æ

(xb − xa)2 + (yb − ya)2 + (zb − za)2 −
Æ

(x − xb)2 + (y − yb)2 + (z − zb)2 = 0,
(5.3)

where x , y and z are the coordinates of the point q⃗. The solution of these two
equations with three unknowns gives a circle, as illustrated in Fig. 5.2. We now
have two equations and three unknowns. The process of getting rid of one of the
unknowns will be explained by another example.
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Figure 5.2: Illustration of the possible solutions for the two equations 5.2 and
5.3. The red points share x-coordinate, blue points share y-coordinate and green
points share z-coordinate.

Cosider two points inR3, P⃗a = (xa, ya, za) and P⃗b = (xb, yb, zb) where xa ̸= xb,
ya ̸= yb, za ̸= zb and u⃗ is the vector P⃗b − P⃗a. There exists 6 points equidistant
to P⃗b and orthogonal to u⃗ that shares one spatial coordinate with the point P⃗b.
Two of these points can collapse, giving only 4 points. If we want to calculate the
coordinate of one of the six points, say q⃗ = (xc , yc , zc), this means that for our two
equations 5.2 and 5.3 we have two possible solutions for each of the coordinates
xc , yc and zc . By for example choosing zc = zb, the number of possible solutions
for q⃗ is cut down from six to two. The chosen coordinate is in a way chosen to
be left out of the equations. If two of the coordinates (xa, ya, za) equal those of
(xb, yb, zb), let us say for example xa = xb and ya = yb, the coordinate zc ̸= zb.
Here is why:

Lets say P⃗a = (xa, ya, za) and P⃗b = (xb = xa, yb = ya, zb), where u⃗= P⃗b − P⃗a.
We want to calculate the coordinates of a point q = (xc , yc , zc) such that u⃗ ⊥ v⃗,
when v⃗ = q⃗− P⃗b by using the equations 5.2 and 5.3.

From 5.2 we get

(xb − xa)(xc − xb) + (yb − ya)(yc − yb) + (zb − za)(zc − zb) = 0,

(zb − za)(zc − zb) = 0.

If we in this case chose zc = zb, Eq. 5.2 gives 0 = 0, and we are left with solving
for xc and yc using Eq. 5.3.

s||u⃗|| −
Æ

(xc − xb)2 + (yc − yb)2 = 0,

By in this case choosing xc = xb, we would get

(zb − za)(zc − zb) = 0,
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and

s||u⃗|| −
Æ

(yc − yb)2 + (zc − zb)2 = 0,

which is solvable. This tells us that if the solution circle illustrated in Fig. 5.2 is in
the z-plane, zc ̸= zb. If the circle is in the x- or y-plane, xc ̸= xb and yc ̸= yb.

If we transfer this to our example, one can predetermine either of the spatial
coordinates of q⃗ by putting it equal to the coordinate of P⃗b. It seems natural to
start with, e.g., zq = z2. If the solution circle is in the z-plane, yq = y2. By doing
this, the number of possible solutions is reduced from 6 to 2. And since we now
know one of the coordinates of the two points, this leaves us with two equations
5.2, 5.3 and two unknowns. Solving these equations will give two solutions. Both
solutions are equally applicable for calculating v⃗. Once the coordinates of q⃗ is
known, the vector v⃗ can be calculated.

The vector u⃗ is scaled down using a scaling factor γ = u⃗/nc , where nc is the
number of cross sections. Then point P⃗b = P⃗a − iγ for i ∈ [−nc , 0]. The nc equals
the number of images created between two nodes.

Cubic Extraction

This method is used to generate points in a cubic-shape, with square cross sections.
This method is used to generate squares with any number of points, with the
consequence of not having the node it self as a point for even numbered cross
section-sides. As explained in Section 3.1.1, it is common to train CNN-models on
images with a dimension that are recursive divisible by 2, such as 32×32, 64×64,
etc.

The number of points and number of cross sections should therefore be large
enough to give an adequate description of the area between the nodes. The pro-
cedure will continue where Section 5.1.1 left off.

The vector w⃗= u⃗×v⃗
||u⃗×v⃗|| ||v⃗|| is a vector perpendicular to the plane spanned by u⃗

and v⃗, and of length equal to v⃗. The first corner point of the cross section is found
by adding together v⃗, w⃗ and the coordinated of the cross section center point, as
illustrated in 5.3a. This corner point, qc = w⃗ + v⃗ + P⃗b, will be the starting point
for the calculation of the rest of the points. A vector α⃗ is defined as 2v⃗/np and β⃗
is defined as 2w⃗/np, where np is the number of points equal to the square root of
the number of points in each cross section.

Each point is calculated by the formula pi, j = pn−iα⃗− jβ⃗ , where i = [0, np−1]
and j = [0, np − 1]. After scaling down u⃗, as described previously, a new point
pn is calculated using the same v⃗ and w⃗, but with a new point P⃗2. At the end a
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(a) Vector v⃗ and w⃗ is added the coordinates
of B to find first corner point, here named P.
Then v⃗ and w⃗ is multiplied by 2 and divided
by the number of points for each side to give
the vectors ⃗alpha and β⃗ .

(b) Illustrating down scaling of vector u⃗ to
find the new center point B′.

Figure 5.3: Procedure for the method explained in Section 5.1.1.

np × np × nc sized cube of points is generated. The next step is to extract the grid
values of these points.

Cylindrical Extraction

Figure 5.4: The vector v⃗ is rotated around the axis-
vector u⃗. The rotation starts in the point C .

There is no reason for limiting
this method to generate cubes
only. Actually, generating cyl-
inders allows for more image
augmentation, by yielding an
increased amount of rotation-
possibilities. This method is
used to generate coaxial cir-
cular cross sections along the
vector between two connec-
ted nodes. Each cross section
consists of multiple concentric
circles of points. All the circles
in each cross section have dif-
ferent radii. In this method,
the vector v⃗ is rotated around
u⃗, generating a new point for
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Figure 5.5: After one full rotation, v⃗ is scaled down using a scalar β . The scaled
vector is then rotated around the same axis as v⃗.

each rotation by a given angle. After a full circle, v⃗ is scaled down, and rotated
again. This is repeated for a defined number of layers nl and a given number of
cross sections nc .

The transformation matrix for rotating an angle θ about the axis defined by
the unit vector (l, m, n) is





l l(1− cosθ ) + cosθ ml(1− cosθ )− n sinθ nl(1− cosθ ) +m sinθ
lm(1− cosθ ) + n sinθ mm(1− cosθ ) + cosθ nm(1− cosθ )− l sinθ
ln(1− cosθ )−m sinθ mn(1− cosθ ) + l sinθ nn(1− cosθ ) + cosθ



 .

(5.4)

In our case we use the unit vector gven by l = ux
||u⃗|| , m =

uy

||u⃗|| , n = uz
||u⃗|| , and θ =

2π/np. The vector u⃗ is the axis vector for all rotations of v⃗, hence the unit vector
is the same for all rotations. From here, the transformation matrix with our unit
vector for an angle θ will be referred to as r⃗rot(θ ).

A point Pθ at an angle θ from v⃗ is found by Pθ = B + v⃗ · r⃗rot(θ ).

After completing a full rotation, the vector v⃗ is scaled down using a scaling
factor β = ||v⃗||/(nl). A new number of points is chosen, and the new vector v⃗ =
(v⃗ − iβ) is rotated until reaching full circle to form a new layer of points. The
variable i ∈ [0, nl], starting as 0 for the outer layer, and reaching nl for the inner
layer.

When one cross section of points is finished, u⃗ is scaled down as described
earlier. Thereafter, the process for finding an orthogonal point q is much simpler.
To find the coordinates of the point q, we have the relation q⃗ − P⃗a = αu⃗ + v⃗. A
quick rewrite gives us that the coordinates of q⃗ is found by calculating

q⃗ = αu⃗+ v⃗ + P⃗a. (5.5)
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Figure 5.6: The vector u⃗ s scaled down using a scalar α.

After calculating the new point q⃗ and rotating v⃗ to complete a new cross section,
the process is repeated for as many times as determined by nc .

5.2 Grid

Consider a three-dimensional cuboid grid with X voxels in the x-direction, Y
voxels in the y-direction and Z voxles in the z-direction, where X , Y , Z ≥ 0.

Grid values are extracted by transforming the cartesian x , y , and z coordinates
of a point into grid coordinates. Each voxel in the grid has a value, depending on
the structure it represents. A voxel representing pore space holds the value 0,
matrix holds the value 9, and clay, a phase with unresolved micro-porosity, has
the value 1. Some of the generated points may be outside of the grid dimension
for nodes close to the grid boundaries.

Therefore the points are compared to the grid dimensions before finding the
grid value. If a point is outside of the grid, the link is not included so that no
image will be created from the node connection. A point that is within the grid
boundaries is stored. Then the value corresponding to the stored positional point
is extracted and stored. If the grid value is 9, it is changed to 1 before storing. The
reason for changing the value of clay is to only have pores and solid matrix. This is
done to simplify the problem. In addition to images outside the boundaries, inlet
and outlet nodes are excluded as well.
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5.3 Point Structuring

To train a model on the points, they must be structured in such a way that the
model is able to extract some sort of pattern that relates the images to the corres-
ponding hydraulic conductance. Organizing the points from the cubic extractions
was more or less straight forward. Different methods were used for the 2D and
the 3D CNN. Organizing the points from the cylindric extraction was more of a
challenge. The points corresponds to a circular image, without a way to organize
the points as a square that is obviously better than another.

For the 2D method, all the cross sections were put together to form one image,
as illustrated in Fig. 5.7. This is a simple way to structure the images, and possibly
also understandable for a CNN model. The result is a

p
nc×
p

nc image, where the
first line of each of the first

p
nc cross sections are put together to form the first

line in the compound image. Second line in the compound image is the second
line of the same

p
nc cross sections. This continues until reaching the end of the

firs cross sections. Then follows the first line of the second
p

nc cross section, etc.

Different methods of point-structure was used depending on if the images
were cylindrical or cubic, and depending on whether the images was going to be
used for a 2D or 3D CNN-model.

(a) Images from a cubic extraction with 4
cross sections. Each cross section has sides
of 16 pixels.

(b) Image of all cross sections united. The
first line of the first cross section followed by
the first line of the second cross section, two
make the first line of the final image.

Figure 5.7: Visualization of how the points are structured for training of the 2D
CNN model.
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5.3.1 Point Structuring for 2D-CNN

For 2D CNN the points are stored as an array of 0 and 1, organized in the same
way as illustrated by the Figure 5.8.

Figure 5.8: Example of an image-
representation of how the grid values
are organized for 2D CNN training. Top left
image is the area around Node 190, and
bottom left is the area around Node 286.

The image is a visualization of the
cross sections generated between the
two nodes. In this image, nc = 16
and each cross section contains 32×32
points. The cross sections are organ-
ized from left to right with the area
around Node 286 located between 0
and 32 on the horizontal and vertical
axis, and Node 190 is located between
96 and 128.

It is important that the number of
cross sections is a square number, to
obtain the square shape of the points.
The size of the total image is not ar-
bitrary. According to O’Shea and Nash
(2015), images with the dimension of
32×32, 64×64, 128×128 or 224×224

are common.

5.3.2 Point Structuring for 3D-CNN

For 3D CNN, the points need to be stored as 3D images. In this case that means that
the points are stored as an array of arrays, where each cross section is stored in sep-
arate arrays. Let us say the data set contains 500 links, i.e. 500 node-connections,
and the parameters are the same as the 2D example, 16 cross sections of 32× 32
points, the shape of the array would be (500, 16, 1024).

5.3.3 Cylinder-points Structures

The input of the CNN-model is usually an image with the dimension n×n, though
it could be possible that the image is n×m.

A challenge is to organize the circular cross sections in such a way that they
make sense as a square or rectangular image. This doesn’t necessarily mean that
they have to make sense for us human beings, but there need to be a relationship
between the patterns in the images and the corresponding hydraulic conductance
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(a) The points are organized from
outer layer to inner layer.

(b) Organizing the points based on the
nearest point, starting in the center point.
The four points in the inner layer is at equal
distance to the center, so which point is
chosen as the second point is arbitrary.

Figure 5.9: "Follow-the-dots"-visualization of the two methods used to organize
the points in a cross section from the cylindric-method.

to make sense for the machine. Two different ways of structuring the points are
suggested:

Outer-to-Inner

The outer-to-inner-method starts out with the first orthogonal point that was gen-
erated, that ended Section 5.1.1, and adds the following points in a clockwise
order. When all the points in a layer is stored, the next layer is stored in the same
way, as illustrated in Fig. 5.9a. The last point from a cross section to be stored is
the center point.

Next-Nearest-Point

A second structuring possibility is to start in with the center point, and always
let the next point be the nearest to the current point. This is illustrated in Fig.
5.9b. Which point is chosen as the second point is arbitrary. All the points in the
inner layer is equidistant from the center point. A new array to store the points
in a structured order, a⃗Po are created and points are transferred from an array
containing all the points of the cross section, a⃗P, to the new array. During struc-
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turing, all unstructured points are stored in the array a⃗P. To find the point P⃗i in
a⃗P closest to the current point P⃗cur rent , the following equation is used:

d⃗i = (P⃗i,x − x)2 + (P⃗i,y − y)2 + (P⃗i,z − z)2. (5.6)

When iterating through a⃗P, Eq. 5.6 is applied to each point P⃗i . The distance, di ,
from the point P⃗i = (P⃗i,x , P⃗i,y , P⃗i,z) to the current point point P⃗cur rent = (x , y, z) is
calculated for all the points in the current cross section and stored in the array d⃗i .
The point P⃗i with the smallest distance d⃗i is added to a⃗Po and removed from a⃗P.

5.4 Tube Model

Figure 5.10: Illustration of how the imaginary cylindrical pore space could look
like.

During the specialization project, none of the attempts to train a CNN-model
indicated that the model was learning. Since the code used to build the CNN-
model in this project was made with the purpose to estimate porosity of CT-scan
images of rocks, it would be useful to ensure that the CNN architecture is not part
of the problem. For the purpose of testing the CNN algorithm, images of simpler
geometries than the images generated from the grid was made. The simplest way
would be to generate images of cylinders with a constant radius. To make the
learning slightly more difficult, the images were chosen to be cross sections of a
tube system of three connected cylinders with a semi-random radii. The reason
why the radii is semi-random is because they are restricted by a minimum and
a maximum value that is dependent on the length of the tube model. To have
the same structure as the images generated from the grid, the training images
generated from the tube models consists of sixteen circles of three different sizes,
as illustrated in Fig. 5.11.
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Figure 5.11: Illustration of the training im-
age that could be generated from the tube
model in Fig. 5.10

The images should be structured in
the same way as the original images,
meaning that the nodes, or inlet/outlet,
should be placed in the top left and bot-
tom right corner, with the throat going
from left to right, line by line. Each image
were generated by semi-randomly gener-
ating three real valued lengths, l1, l2, l3
∈ [10, 120], where ltot = l1+ l2+ l3. Then
three radii, r1, r2, r3 are randomly gen-
erated, restricted by r1, r2, r3 ∈ [10,120]
or ∈ [10,0.85ltot]. The number of images
of each of the three radii is decided by
the ratio li/ltot , where li represents one
of the three lengths. A high li/ltot means
that the circle of radius ri will be included
in a high number of the images.

Fig. 5.11 illustrates what the training image for the pore space in Fig. 5.10
could look like. Each of the individual cross section images has the spatial dimen-
sion ltot × ltot , hence the total image has a dimension of 4ltot × 4ltot .

5.5 Hydraulic Conductivity - Labels

The hydraulic conductivity, g, is a measure of how easily fluids can flow through
the pores of a porous media. The relation between the flow rate, Q and g is de-
scribed by

Q = g∆P. (5.7)

Two sets of images are illustrated in Fig. 5.12, hereby referred to as set a) and
set b). Set a) and b) are of equal size, with cross section images of the same pore-
throat-pore system. The only difference is that the images in set b) includes voxels
from a larger area of the same cross section. The prediction for set a) and set b)
is referred to as Ga and Gb. For the images in Fig. 5.12, Ga > Gb, even though the
two sets contains the exact same pore elements.

The labels need to be scaled based on the images spatial extent. In this project
Eq. 3.10 was used to calculate the hydraulic conductivity for each of the network
elements. Eq. 3.11 was used to calculate the effective hydraulic conductivity. As
the images them selves give no clue about the actual size of the pore or the distance
between the two connected pores, the hydraulic conductivities need to be scaled.
Each of the labels are scaled based on its associated images spatial extent, before
they can be used for training.
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Figure 5.12: Two data sets of the same pore at different scale. The predicted
conductivity for set a) would most likely be higher than for set b).

The hydraulic conductivity calculated from Eq. 3.10, g = 3
80

r4
insc
µG , has the unit

[m5s/kg], compared to Eq. 3.7, g =
πr4

insc
8µL , which has the unit [m4s/kg]. The two

equations give different units, which means they will have to be treated differently
when calculating the flow rate, Q. A change in pressure can lead to a change in
flow. To calculate Q when g is found by using Eq. 3.7, the relation Q = g∆P is
used. While using equation Eq.3.10 to calculate g, the relation is Q = g∇P, i.e.
the pressure gradient instead of the pressure difference. The unit difference is
due to the fact that the length of the medium is included in Eq. 3.7, while it is not
included in Eq. 3.10.

After multiplying Ga and Gb by their individual scaling factors, the predictions
for the hydraulic conductivities should be equal, gha = ghb.

5.5.1 Scaling the Labels

Figure 5.13 illustrates a cuboid that represents an arbitrary subvolume between
two nodes in the rock sample. The spatial extent of all the subvolumes in the
rock sample may vary a lot. These differences are not present in the cross section
images that are used to train the model. Each subvolume has its own hydraulic
conductivity, g. To eliminate the differences in g caused by the different sizes of
the subvolumes, g must be scaled based on these differences. A scaled variable
will be denoted by " ′ ". Two factors a and b will be used to scale properties of the
cuboid.

The area of the yz-plane faces is scaled in the following way: A′2 = b2A2. Flow
rate is a function of the cross section area, and is scaled by Q′ = b2Q. Darcy’s
law, q = − k

µL∆P, describes the flow through a porous media for a single phased,
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Figure 5.13: An illustration of a subvolume between two nodes. Illustrated on
the front face of the cuboid is the center of a pore body, a node. The pore body is
connected to a pore throat, which is connected to another pore body. The cross
section area of the cuboid is A, and the length is L. Inlet and outlet pressure is pi
and po. The velocity of the fluid inside the subvolume is described by the velocity
vector u⃗, which also describes the pressure.

stationary, incompressible fluid flow. Fluid flux, q, is a function of permeability, k,
dynamic viscosity µ, length of the medium, L and the pressure change, ∆P. By
rearranging,∆P becomes a function of L. It is scaled by the factor a:∆P ′ = a∆P.
On gradient form, Darcy’s law is q = − k

µ∇P. The pressure gradient is independent
of L.

To solve Stokes equation, Eq. 3.14 need some assumptions: 1) The pressure
change in z-direction is assumed to be close to zero. This is due to the small height
of the rock sample. With a height of 7.17 mm, the maximum hydrostatic pressure
difference in the rock sample would be:
ρgh= 1000 kg/m3 9.81 m/s2 7.17 · 10−3 m ≈ 70 Pa.
2) The flow is assumed to be mainly in the x-direction. The pressure change is as-
sumed to be mainly in the flow-direction, ∂ P/∂ y = ∂ P/∂ z = 0. Stokes equation
is then reduced to ∂ P

∂ x = µ
�

∂ 2u
∂ x2 +

∂ 2u
∂ y2 +

∂ 2u
∂ z2

�

.

In the fluid viscosity vector u⃗, v and w are cancelled out by the 2nd assumption.
Since flow is only assumed to be in the x-direction, u only works on the surface
where the scaling factor b2 is applied. Applying the scaling factors give

∂ aP
∂ ax

= µ

�

∂ 2 b2u
∂ (ax2)

+
∂ 2 b2u
∂ (b y)2

+
∂ 2 b2u
∂ (bz)2

�
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If the velocity in x-direction is constant, then ∂ b2u/∂ (ax2) = 0.

∂ aP
∂ ax

= µ

�

∂ 2 b2u
∂ (b y)2

+
∂ 2 b2u
∂ (bz)2

�

, and scaling factors cancels out.

∂ P
∂ x
= µ

�

∂ 2u
∂ y2

+
∂ 2u
∂ z2

�

If P and u is a solution, then aP and b2u is a solution.

Q = u2A= P g, Q′ = b2P g

g =
Q
∇P

(5.8)

since

g ′ =
Q′

∇P
=

b2Q
∇P

= b2 g (5.9)

A′ = b2A
g ′

A′2
=

g ′

b2A2
=

g
A2

(5.10)

To sum up this section: the labels for the data sets used to train the model
needs to be scaled based on the spatial extent of the subvolume the images are gen-
erated from. Each label is scaled by dividing it by the cross section area squared,
A2, of the cuboid subvolume.

5.6 Logarithmic Labels

The plan was originally to train the models using the scaled g ’s, ĝ ’s, as labels. For
the rock sample subvolume used in this thesis, the maximum ĝ is 1.89 [m5s/kg],
while the minimum value is 2.03·10−8 [m5s/kg]. This means that the labels of the
images spread across 8 magnitudes, which is a huge variation. To get precise and
accurate predictions demands a very well trained model. After training a model,
some critical problems were discovered.

One of the problems was that the model gave the same prediction for a large
number of the samples in the test set. For over 15 % of the test set, the model
predicted the ĝ to be 9.98 · 10−5. This was also the lowest prediction the model
gave. Another problem was that the model gave negative predictions, which from
a physical perspective is preposterous. As an attempt to solve these two issues, the
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model was trained, validated and tested using log10-values of the labels. In this
way, the problem with the large spread when it comes to number of magnitudes
is removed and replaced with a need for precision in decimal numbers. It also
removes the possibility for predictions to negative (unphysical) values. The labels
will therefore be logarithmic.

5.7 Choosing an Efficient Number and Resolution of Cross
Sections

There are multiple factors to take into account when choosing the number of
cross sections included in the data set images. A high number of cross sections
and a high image resolution demands a lot more computational power compared
to fewer cross sections and poorer resolution. On the other hand, it is crucial to
include an efficient amount of information from the subvolume in the images. As
described earlier, the cross section images represents an average of the cross sec-
tion it is generated from. Both the number of cross sections and the cross section
image resolution could possibly affect the results of the predictive skills of the
CNN-model. The optimal number of cross sections may vary from link to link. A
plot showing the distribution of the lengths is shown in Fig. 5.14. From the plot
it is clear that there is a great differences in distance. The red line marks the 95th
percentile. It tells us that 95% of the nodes connected by a link is located at a
distance of equal to or less than 32 voxels. On the other hand, 5 % has a distance
between 32 and 1400 voxels. For the image structure suggested in Section 5.3.1,
the number of cross sections needs to be a square number. As mentioned in Sec-
tion 3.1.1, it is common for the inputs of CNN networks to have a dimension of
32× 32, 64× 64, 128× 128 or 224× 224. To choose a number of cross sections
that suits every link is ambitious. It should primarily suit the great majority of the
links.

Some of the links in the network may be too long to be properly represented
by the chosen number of cross sections. An interesting topic to investigate is how
these links influence the training of a model. During hyperparameter tuning and
model training, the model is tuned based on the input samples. If a link is poorly
represented due to too few cross section images, the accuracy and precision of the
model may be influenced. The model would probably be tuned to try to handle
such images as well. If it handles those images probably would depend on the
amount of such images in the data set.
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Figure 5.14: The node-lengths are distributed as a right-skewed normal distri-
bution. The red dotted line shows the 95-percentile. It has a value of 32.3 with a
probability density of 0.0045. The arrow points out the maximum value, which
is found at x = 25.7.

5.8 Handling the wide spectre of labels

5.8.1 Choosing the Number of Cross Sections Image Resolution

Another thing that may be worth investigating is the impact of large variations
in ĝ. Fig. 5.15 shows a normal distribution plot of the labels in the data set. If
the model is only exposed to a few images of high and low labels during training,
it might impact the predictive skills of the model. This meaning that the model
might not get to adapt to those cases well enough. The overall predictive skills
of the model might also be impacted if the model tries to adapt to the extreme
cases, but not adapts well enough. A cumulative distribution function of the labels
is shown in Fig. 5.16. The 5th percentile and 95th percentile are marked by a
dotted line. The plot tells us that there is a high probability that the models will
be trained with an insufficient amount of high- and low-conductance links if the
training images are picked by random. The models will therefore be trained using
data sets that somewhat matches the normal distribution curve of the complete
data set.
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Figure 5.15: The distribution curve for the data set labels. The median label is
slightly lower than -3.00.

5.8.2 Multiple Models for Different Cases

It could be worth investigating the result of training three different models - one
for the highest labels, one for the lowest and one for the majority. One model will
therefore be trained using 5th percentile images only, one model will be trained
using only images above the 95th percentile, and one model will be trained using
only images between the 5th percentile and 95th percentile. The goal is to invest-
igate if training three specialized models will give better predictions than a model
trained on the whole spectre of labels.

5.9 Post-Process Image Augmentation

Image augmentation is a technique that is used for altering existing data to create
more data. In this case, rotation and flipping of images will be done to investigate
if it the quality of the predictions are effected. The label, ĝ, of an image will be
same, independent of rotation or flipping, due to the way ĝ is defined. All para-
meters used for calculating ĝ for a link is the same no matter the orientation of the
images. The amount of training images is believed to be sufficient, and the image
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Figure 5.16: A cumulative distribution function for the labels in the data set. The
dashed, red lines shows the 5th and 95th percentile.

augmentation will therefor be done only to investigate if the predictions of the
models are influenced. The way this will be done is by rotating a data set by 90◦,
180◦ and 270◦. Then the four data sets will be flipped horizontally, which gives a
total of 8 sets of images for each label. The model will be set to make predictions
for all the 8 data sets, and an average of all the predictions for each label will
be calculated. There may be a lot of different outcomes of this investigation. The
model could give the same prediction for the different orientations of the images.
This means the accuracy of the model is well-adjusted. Another possibility is that
the model gives different predictions for the different orientations. In that case,
the assumption is that an average of the predictions will be a better prediction
than the prediction for the image that is not augmented.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.17: Illustration of post-processing augmentation applied to the images.
The original image is a). Image b), c) and d) rotates each individual image in a)
by 90◦, 180◦ and 270◦ counterclockwise. After rotation, the images in a)-d) are
flipped around the horizontal axis, e)-h). The label, ĝ is preserved, and the result
is eight images with the same label.

5.10 Error Functions

The CNN models were trained to minimize the MAE of its predictions. This method
will now be introduced. A method for calculating the precision of each individual
prediction will also be introduced. This method is called the relative error (RE).

Mean Absolute Error

A frequently used error function to measure accuracy in CNN is the error function
Mean Absolute Error (MAE).

MAE =
1
n

n
∑

i=1

|p− l| (5.11)

where p is the predicted value l is the true value, and the number of predictions is
n. This method works fine as long as it is used while labels and predictions are on
logarithmic form, log10( ĝ). If the labels are on the form of ĝ, the labels differ by
many orders of magnitude. Then the MAE will not be able to pick up the correct
error. Let us illustrate this by an example:
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Figure 5.18: Illustration of overprediction and underprediction with the use of
RE. A predicion to the right of the identity line is an underprediction. A prediction
to the left is an overprediction.

• Let us say the label for an image is l = 10−6 and that the prediction is
p = 10−8. Its contribution to the MAE will be |p− l|= 9.9 · 10−7.

• Now, let us change p from an underprediction by magnitude 2 to an over-
prediction by magnitude 2. If p = 10−4 and l = 10−6, the contribution will
be |p− l|= 9.9 · 10−5.

This illustrates the fact that if the model underpredicts or overpredicts by the
same magnitude, the effect of overprediction is influencing the MEA by a higher
degree. In addition, the higher magnitude of the label, the greater impact it po-
tentially has on the MAE.

Relative Error

Relative Error is an error function that will be used to analyze the predictions of
the models. It gives the error relative to the expected value, in this case the label.
RE is usually defined as

RE =
p− l

l
(5.12)

As for the MAE, this method is useful as long as the labels are on the form
log10( ĝ). Otherwise, it will weight an underprediction and an overprediction
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differently. To illustrate this by an example:

• Let us say that p = 10−3 and l = 10−5, RE = (10−3 − 10−5)/10−5 = 99,
which is an overprediction by 9900%.

• Now, let us say that p = 10−5 and l = 10−3, RE = (10−5 − 10−3)/10−3 =
−0.99. This is an underprediction with the absolutevalue of 99%.

In both examples the prediction misses by a magnitude of 2. Both the underpredic-
tion and the overprediction should ideally be treated equally. For log10-values of
labels, this method works fine. For labels that are on exponent form a different
method is needed.

Fig. 5.18 illustrates the zones for an underprediction and an overprediction.
If Label < 0, RE < 0 for an overprediction and RE > 0 for an underprediction. If
Label > 0, RE < 0 for an underprediciton RE > 0 for an overprediction.

Modified Relative Error

A possible solution for calculating the error of the labels on exponential form is
to use the relative error (RE), but to change the denominator to be Predic t ion+
Label. In this way, it is the difference between the Predic t ion and the Label that
determines the error.

RE =
p− l
p+ l

(5.13)

In this case, an underprediction and an overprediction of the same magnitude is
weighted equally. Let us use the same example as the example used for RE.

• RE = (10−3 − 10−5)/(10−3 + 10−5) = 0.99, which is an overprediction of
99%.

• RE = (10−5 − 10−3)/(10−5 + 10−3) = −0.99, which is an underprediction
-99%,

where the absolute value of these two examples is equal. This method is more of
a measure of the difference between the prediction and the label. A great under-
prediction will result in the same RE as an equally great overprediction.
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Figure 5.19: Comparison of two cross plots. They give an identical trend line, but
different R2. The graph to the left is accurate, but not precise. The graph to the
right is both precise and accurate.

Figure 5.20: Illustration of the difference between a high R2 and a good trend
line. A trend line of y(x) = x would indicate that the data points are oriented
around the identity line, the accuracy. While a low or high R2 would indicate if
the data points have a high or a low variability.

5.10.1 Trendline and R2

After building a CNN model, it predicts a test set to provide an evaluation of
the model. The predictions may be plotted against the corresponding labels as a
scatter plot to inspect the quality of the predictions. Ideally, the scatters orient
around the identity line. A precise model is able to make more or less equally
accurate predictions for most of the images. An accurate model is able to make
predictions close to or equal to the labeled value. A precise and accurate model is
able to give predictions more or less equal to the labeled value.

A perfectly trained model would give predictions with a trend line function of
y(x) = x and a R2 = 1. R2 describes the precision of the trend line, which again
describes the accuracy of the estimations. High precision means that the predic-
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tions are "predictable" or "collected", etc. High accuracy means that the predictions
give results close to the expected value. Predictions oriented around the identity
line will have a trend line close to y(x) = x , with a slope m≈ 1, as the right plot
in Fig. 5.19. A noisy, high-variability plot as the left plot in Fig.5.19 can have a
significant trend. The trend indicates that the model is able to extract information
from the images, and make predictions that is reasonable as a collective, and not
individual. The low R2 indicates that the trend line does not fit the data points.



Chapter 6

Results & Discussion

In this chapter, the results will be presented and discussed. First, an example of
a 2D and 3D image will be presented. Then different CNN models will be intro-
duced and compared. As mentioned in Section 4.3.1, the models were trained to
minimize the MAE. A further investigation of the predictive skills of the models
will be done by comparing |RE| and RE, as introduced in Section 5.10. For the
models where it is possible, both the results of a 2D CNN and 3D CNN model will
be investigated. Finally, the predictions of one of the CNN models will be used for
flow property estimation of a network model.

6.1 Results - Images

6.1.1 Cubic Images

As mentioned in Section 5.2, some links was not included when generating im-
ages. All the links that generated points outside of the grid were ignored. This
also includes all the links directly connected to the inlet or outlet. Fig. 6.1 shows
a distribution curve for the number of voxels between two interconnected pores.
As the plot shows, the amount of long-distance links are drastically reduced when
compared to Fig. 5.14. With this distribution, it could be fair to assume that 16
images could be an appropriate number of cross section images for each link. This
means that a majority of the links will have approximate one image for each layer
of voxels. For some links with a short distance between them, this might be super-
fluous, as several cross sections can be equal. For other long-distance links, this
will be too few layers to capture all the details, however, it might be sufficient for
the models to give good predictions.

To generate both the 2D and 3D images, the cubic extraction method with 16

65
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Figure 6.1: A plot showing the distribution of the links that was used for genereat-
ing images.

cross sections was used. An example of a 2D image and one 3D image cross section
are provided in Fig. 6.2. In this thesis, cross section images with the dimension
16× 16 and 32× 32 has been used. An arbitrary dimension is therefore referred
to as n× n.

6.1.2 2D images

The 2D images were generated with cross sections of the size n× n. Structured in
the way described in Section 5.3.1, the total image has the size 4n×4n. Each image
contains a node in the upper left corner, between 0 and n on both the vertical and
horizontal axis and a node in the bottom right corner, between 3n and 4n on both
axis.

6.1.3 3D images

The 3D model stores each of the 16 cross section as an individual image. Each
image has the size n× n. Figure 6.2b shows one of the 16 images generated for
the same node pair as in Figure 6.2a. Fig. 6.2a is an image of the third cross
section, and can be seen in 6.2a between 0 and 32 on the vertical axis and 64 and
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96 on the horizontal axis.

(a) Example of a training image used for the
2D-model. The dimension of the cross sec-
tion images is 32×32, while the total dimen-
sion of the images is 128 × 128. The image
represents the connection between the node
25642 and node 92498.

(b) An example of a training image used for
the 3D-model. The dimension of the image
is 32×32 This is the image created from the
third cross section between node 25642 and
node 92498.

Figure 6.2: Two different images created for the connection between node 25642
and node 92498. The image to the left is an example of the images used for the
2D-model. The image to the right is one of the 16 images used for the same
connection for the 3D-model.

6.2 Discussion - Images

The way the images are generated may be suboptimal. Fig. 6.3a illustrates the data
set image for link 108654. From this image, it is hard to tell what part of the pore
pixels that belong to the node. It seems like the cross section images include pore
from surrounding pore elements. In that way, the image does not represent the
link it is supposed to represent. Thus the model is making predictions based not
only on the current link. The image in Fig. 6.3a has a label of log10( ĝ)≈ −7.69,
and is one of the samples with the lowest label.

One of the samples with the highest label is shown in Fig. 6.3b. It illustrates
the training image for link 299045, with a label of log10( ĝ)≈ −0.43. The last six
cross section images for this sample are all dark. With this great amount of pore-
pixels, it is clear that details about the size and structure about the pore elements
are missing. This could be crucial for the predictions, since the model does not
know the extent of the pore. It is possible that the pore taking up the complete
or almost complete cross section leaves some information about the size of the
log10( ĝ), but a precise prediction would be difficult for such an image.



68 Kårstad: Predicting Inter-Pore Hydraulic Conductivity using CNN

(a) Data set image for link 108654. For this
link, log10( ĝ)< −7.

(b) Data set image for link 299045. For this
link, log10( ĝ)> −0.5.

Figure 6.3: Comparison of an image with a low label and an image with a high
label.

Figure 6.4: Distribution plot of the full set of labels, and the 5000 labels used as
a common test set.
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6.3 CNN Setup

6.3.1 Training and Validation Sets

For all the CNN models, the training and validation set have a distribution similar
or equal to the distribution of the labels for the complete data set. The distribution
curve of the complete data set is found in Fig. 5.15. The validation sets have
had a size of 20 % of the training set size. The number of cross sections and the
dimensions of the cross section images was 16× 16 unless otherwise specified.

6.3.2 A Common Test Set

When comparing the predictive skills of the models, a common test set is used.
The test set consists of 5000 images. None of the images in the test set have been
included in a training set or validation set for any of the models. A distribution
curve of the test set is shown in Fig. 6.4. It shows a similar distribution as the full
set of labels.

6.3.3 Underpredictions & Overpredictions

Figure 6.5: A simplification of Fig. 5.18. This
illustration is only valid for labels and predic-
tions < 0. In the test set, there are only 2 la-
bels and predictions that is not within these
boundaries.

As illustrated in Fig. 5.18, a prediction
that fall to the right of the identity line
is an underprediction, and a prediction
that fall to the left of the identity line is
an overprediction. For an underpredic-
tion, RE may be both positive or neg-
ative, depending on the label and pre-
diction. To make it easier to analyse,
the sign of RE will be modified depend-
ing on if it is an underprediciton or an
overprediction.

Fig. 6.5 shows a modified version
of Fig. 5.18. For negative predictions
and negative labels, RE > 0 for an un-
derprediction, and RE < 0 for an over-
prediction. The distribution curve in
Fig. 6.4 shows that a few labels in the
test set are positive. An underpredic-

tion for a positive label would usually mean RE < 0, while RE > 0 for an over-
prediction. For simplification, and because there are only two positive labels in
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Model Names
of Training Samples 5000 25000 50000

2D CNN 2DM5k 2DM25k 2DM50k
3D CNN 3DM5k 3DM25k 3DM50k

Table 6.1: The models are named based on the amount of training data used,
and whether they are used for predicting 2D or 3D input.

the test set, the sign of the RE for the positive labels will be changed. This is done
to make all overpredictions RE < 0 and all underpredictions RE > 0. This will
eventually make the error analysis a bit more intuitive.

6.4 Different Amount of Training Data

This section will present and discuss the results of three 2D and 3D CNN models.
The models have been trained using different amount of training images. For both
2D and 3D, one model was trained using a training set of 5000 samples, one was
trained using 25000, and one using 50000 training samples. The data samples
included in the three sets are the same for both 2D and 3D CNN. The different
models are named, and the names of the models in this section are found in Table
6.1. In this section, the effect of an increased amount of training data will be in-
vestigated. Theoretically, increasing the amount of data will build a better model.

6.4.1 2D CNN Models

The MAE for each model and descriptive statistics regarding the different models
are included in Tab. 6.2. The |RE| is calculated using Eq. 5.12. The table also
includes characteristics of the trendline of the predictions. Fig. 6.6 shows a cross
plot of the predictions of model 2DM5k for the test set. The trendline of the cross
plot has the slope m= 0.8244 and the reliability R2 = 0.7738. The cross plots for
every model will not be presented, but the trendline characteristics will.

Table 6.3 contains information about the |RE| and the RE of 2DM25k and
2DM50k. It compares the error of the models in three different categories. Low
and High are the labels within the 5th percentile and above the 95th percentile
of the labels. Rest refers to the labels between the 5th and 95th percentile.

Let us first have a look at the MAE, which is the function that the models have
tried to minimize during training. The MAE decreases gradually as the amount
of training data increases. The improvement from model 2DM25k to 2DM50k is
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2D CNN Models
MAE 2DM5k 2DM25k 2DM50k
MAE 0.4066 0.3984 0.3800

|RE| 2DM5k 2DM25k 2DM50k
Average 14.41 % 14.00 % 13.21 %
Median 11.41 % 10.73 % 10.14 %

Max 1357.49 % 1455.90 % 1568.65 %
Min 0.0039 % 0.0062 % 0.0017 %

Trendline 2DM5k 2DM25k 2DM50k
R2 0.7738 0.7902 0.787
m 0.8244 0.8717 0.8557

Table 6.2: Comparing MAE, |RE| and trendline characteristics of three different
2D CNN models.

Figure 6.6: A crossplot of predcitions vs labels for model 2DM5k. The dotted blue
line is the trendline for the predictions.
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Comparison of Different Amount of Training Data
2D Model 2DM25k 2DM50k
|RE| High Low Rest High Low Rest

Average 30.78 % 13.64 % 13.10 % 31.39 % 15.51 % 12.08 %
Median 13.11 % 13.02 % 10.50 % 13.71 % 14.28 % 9.72 %

Max 1455.90 % 47.35 % 68.20 % 1568.65 % 46.12 % 77.77 %
Min 0.03 % 0.18 % 0.0062 % 0.19 % 0.39 % 0.0017 %

RE High Low Rest High Low Rest
Average 24.04 % -12.63 % 6.79 % 25.75 % -14.82 % 4.33 %
Median 7.61 % -13.01 % 6.39 % 10.63 % -13.99 % 3.96 %

Max 1455.90 % 23.39 % 68.20 % 1568.65 % 20.55 % 77.77 %
Min -36.61 % -47.35 % -58.14 % -37.03 % -46.12 % -62.73 %

Table 6.3: A comparison of the relative error of the two models. High and Low
refers to the 95th and the 5th percentile labels in the test set of 5000 samples.
Rest is the remaining samples.

actually higher than the improvement from 2DM5k to 2DM25k. This does not
necessarily mean that the predictions of model 2DM50k will always be better
than the predictions of model 2DM25k. In Table 6.2, the average and median of
the |RE| for the three models indicate that increasing the size of the training set
improves the prediction error. Although 2DM50k has the lowest minimum error,
it also has the highest maximum error.

Increasing the size of the training and validation set will theoretically improve
the results, as the model gets to adapt to more cases. It is therefore interesting to
see that the trend line of 2DM25k seems to be the best among the three mod-
els. Its R2 is marginally better than 2DM50k, while m is better by a fair amount.
An explanation for this can be that 2DM50k has been exposed to twice as many
"extreme-case" images - images with very high or very low label-value. For each
input sample, the model is exposed to during training, it adjusts its weights to
handle all cases as well as possible. If the model is exposed to several extreme
cases, but not many enough to adapt completely, it will surely influence how it
solves other cases as well. 2DM50k may have adapted to the extreme cases to a
higher degree than 2DM25k, which may have influenced its predictive ability. To
investigate this theory, we need to isolate the predictions for higher and lower
labels.

Table 6.3 contains information about the |RE| and the RE of 2DM25k and
2DM50k. It compares the error of the models in three different categories. Low
and High are the labels within the 5th percentile and above the 95th percentile
of the full data set of labels, as shown in Fig. 5.15. The category Rest refers to the
labels between the 5th and 95th percentile.
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Figure 6.7: A cross plot for the predictions of model 3DM5k vs labels. The blue
dotted line is the trendline. The function for the trendline and the reliability of
the trendline is also included in the plot.

Both models have similar results for all three categories in Table 6.3. The aver-
age and median RE for High-labels indicate that the models underpredict, and for
Low-labels they overpredict. This could mean that the both models have a spectre
of predictions more narrow than the actual spectre of labels. The RE of 2DM50k
for High and Low are respectively higher and lower than the RE of 2DM25k.
A higher degree of overpredictions for Low labels, and a higher degree of un-
derpredictions for High labels will naturally tilt the trendline more horizontally,
causing a more gentle slope. Table 6.2 shows that the slope m for model 2DM25k
is steeper than for 2DM50k.

To compare the performance of the models excluding the labels below the 5th
percentile and above the 95th percentile, a cross plot of the Rest for both models
was made. It gave the trendline characteristics:

• 2DM25k: R2 = 0.7476, m= 0.9128

• 2DM50k: R2 = 0.7467, m= 0.9038

These trendlines are not that different, but 2DM25k still has the best fit. In Table
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3D CNN Models
MAE 3DM5k 3DM25k 3DM50k
MAE 0.3939 0.3577 0.3883

|RE| 3DM5k 3DM25k 3DM50k
Average 13.87 % 12.26 % 13.39 %
Median 10.82 % 9.46 % 10.25 %

Max 1633.15 % 1324.77 % 1294.46 %
Min 0.0118 % 0.0008 % 0.0002 %

Trendline 3DM5k 3DM25k 3DM50k
R2 0.7697 0.8001 0.7785
m 0.8071 0.8226 0.8594

Table 6.4: Comparing the |RE| and trendline characteristics of three different 3D
CNN models.

6.3, both the median and the average |RE| for 2DM50k are better than for 2DM25k
for the Rest-category. This indicates that model 2DM50k actually is better than
2DM25k at predicting the majority of the test samples. Model 2D50k has both a
higher maximum and a lower minimum RE, which gives a wide spread of points,
i.e., a lower precision. This is also indicated by its R2, which is lower than the
R2 for model 2DM25k. The difference between the maximum RE of 2DM25k and
2DM50k is higher than the difference between the minimum, which is also indic-
ated by the slope of 2DM25k, which is steeper than the slope of 2DM50k.

Model 2DM25k has a better trendline than 2DM50k, but 2DM50k has a better
average and median error. This may be explained by the fact that 2DM50k has
been exposed to twice as much data, and thereby, twice as many extreme-valued
data samples than 2DM25k. Model 2DM50k may have adapted to these extreme
cases, without luck, causing a decreased predictive skill for the extreme cases,
and a wider spread of predictions. Its wide spread of predictions may in the end
be the reason for not having a better trend line than 2DM25k, even though its
predictions are better in general. It is also suggested by the MAE that 2DM50k
benefits from its increased amount of training data.

6.4.2 3D CNN Models

This section will present the results of the 3D CNN models 3DM5k, 3DM25k and
3DM50k. Descriptive statistics about the |RE| and trendline characteristics for the
models are found in Table 6.4. To compare the predictive skills of the two models
3DM25k and 3DM50k, a table containing the |RE| and RE for High and Low labels
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Comparison of Different Amount of Training Data
3D Model 3DM25k 3DM50k
|RE| High Low Rest High Low Rest

Average 27.32 % 16.95 % 11.16 % 28.84 % 15.34 % 12.43 %
Median 11.99 % 16.30 % 9.12 % 14.93 % 13.84 % 10.00 %

Max 1324.77 % 47.20 % 75.11 % 1294.46 % 51.19 % 77.80 %
Min 0.2056 % 0.0754 % 0.0008 % 0.0002 % 0.4390 % 0.0035 %

RE High Low Rest High Low Rest
Average 18.84 % -16.79 % 1.37 % 18.09 % -14.86 % 4.88 %
Median 4.77 % -16.30 % 0.90 % 6.75 % -13.84 % 4.44 %

Max 1324.77 % 10.63 % 75.11 % 1294.46 % 9.87 % 77.80 %
Min -29.13 % -47.20 % -59.72 % -40.15 % -51.19 % -56.78 %

Table 6.5: A comparison of the |RE| and RE of the two models. High and Low
refers to the 95th and the 5th percentile labels in the test set of 5000 samples.
Rest is the remaining samples.

are found in Table 6.5. A crossplot of predictions vs labels for model 3DM5k is
found in Fig. 6.7.

A table comparing the MAE, the |RE| and the trendline of the three models
3DM5k, 3DM25k and 3DM50k can be found in Table 6.4. From the table it can
be seen that increasing the amount of training data also increases the slope of the
trendline. What may be surprising is that the MAE is lowest for model 3DM25k.
This is the error function that the models are trained to minimize, and it is there-
fore unexpected that the MAE of model 3DM25k is lower than the MAE of model
3DM50k.

Model 3DM50k has the steepest slope, with m = 0.8594. The most precise
model is 3D25k, with R2 = 0.8001. This means that 3DM50k is more accurate,
whilst 3DM25k is more precise. Model 3DM5k has a a precision close to the one of
3DM50k, with R2 = 0.7697. Model 3DM25k has the lowest average and median
|RE|. The median of 3DM50k is closer to the median of 3DM5k than the one of
3DM25k. This, after being trained using 10 times as many images as for 3DM5k.

From Table 6.4 it is clear that both 3DM25k and 3DM50k has better |RE| stat-
istics and trendline characteristics than model 3DM5k. Therefore, only the two
models 3DM25k and 3DM50k will be compared further. This is done to investig-
ate the same hypothesis as for the 2D models: if the predictive skills of the model
trained using a higher amount of data samples has adapted to the extreme cases
to a higher degree, and thereby lost some predictive skills for the majority of the
cases.
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As for the 2D CNN, the predictions for 3DM25k and 3DM50k are presented in
a table, Table 6.4. The predictions are divided into three categories, High, Low
and Rest. From Table 6.4 it seems like both models have the same characteristics
for each category. Both 3DM25k and 3DM50k tend to overpredict for low labeled
input samples. Their maximum error is around 10 %, whilst their minimum er-
ror is around −50 %. For High-labeled samples, both models have an average
RE of around 18 %. Model 3DM50k has a higher median |RE| than 3DM25k,
even though the median of both models indicate that the models underpredict
for most of the labels. The rather high averages indicates that both models tend
to underpredict by a great deal for a few samples. Both maximum values are ex-
tremely high, RE around 1300 %. For each model, there are only two predictions
with a RE > 1000%. These predictions have a great impact on the average, and
a low impact on the median. Both of the samples are positive labeled, but both
models tend to give a negative prediction. This leads to great underpredictions,
which impacts the average RE by a great amount. Without the two positive labeled
samples, the maximum RE for 3DM25k would be 117.72 %, and for 3DM50k it
would be 109.95 %. The averages would then be 8.85 % for 3DM25k, and 8.78
% for 3DM50k.

The overall predictive skills of model 3D25k seems to be better. Model 3D50k
is better at predicting samples with Low labels, but for both High and the Rest,
model 3DM25k gives better predictions. For High and Low labels, the median RE
is lower for 3DM25k, indicating that the higher average is caused by a few outliers.
Model 3D50k has a better slope than model 3D25k, but it also has a wider spread.

For the 3D CNN models, increasing the amount of training data from 5000 to
either 25000 or 50000 samples gave an improved model. Increasing the amount of
training samples from 25000 to 50000 reduced the predictive skills of the model,
except for the lowest labels. It could be that further increasing the amount of data
would give a model better suited for the whole spectre of labels. For the models
presented in this thesis, increasing the training data from 25000 to 50000 samples
did not give an improved model.

6.5 Comparison of 2D CNN and 3D CNN

One could argue that estimating hydraulic conductance is a 3D problem, since g
is a spatial property. It is therefore conceivable that 3D CNN works better than 2D
CNN for the purpose of predicting hydraulic conductance.

In this section, the results from 2D CNN models and 3D CNN models will be
compared. The models 2DM5k and 3DM5k will be compared, and the models
2DM50k and 3DM50k will be compared. In Table 6.6, statistics about the predic-
tions of the two models can be found.
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2D CNN vs 3D CNN
5000 Training Images 50000 Training Images

MAE 2DM5k 3DM5k 2DM50k 3DM50k
MAE 0.4066 0.3939 0.3800 0.3883

|RE| 2DM5k 3DM5k 2DM50k 3DM50k
Average 14.41 % 13.87 % 13.21 % 13.39 %
Median 11.41 % 10.82 % 10.14 % 10.25 %

Max 1357.49 % 1633.15 % 1568.65 % 1294.46 %
Min 0.0039 % 0.0118 % 0.0017 % 0.0002 %

Trendline 2DM5k 3DM5k 2DM50k 3DM50k
R2 0.7738 0.7697 0.7870 0.7785
m 0.8244 0.8071 0.8557 0.8594

Table 6.6: Comparing the error of 2D and 3D models.

6.5.1 Training Set of 5000 Images

A comparison between the 2D and 3D model trained with a set of 5000 samples is
found in Table 6.6. It shows that the 2D model has a better trendline. The average
and median |RE| of the 3D model is lower than for the 2D model. Its minimum
and maximum is higher than for 2DM5k, and may be the reason for its lower R2.
The MAE of model 3DM5k is better than the MAE of 2DM5k, indicating that the
3D model actually have solved the optimization problem better. The general pre-
diction of 3DM5k is better than for 2DM5k, indicated by the median and average
|RE|, as well as the MAE, despite the weaker trendline. For this low amount of
training data, the 3D CNN model seems to benefit slightly.

6.5.2 Training Set of 50000 Images

For the models trained with 50000 samples the 2D model has the best average and
median |RE|, but only marginally. It also has the highest maximum and minimum
error. The trendline of model 3DM50k has a higher m, while 2DM50k has a better
R2, while MAE of model 2DM50k is better than 3DM50k.

Table 6.7 compares the |RE| and RE for the predictions of the models 2DM50k
and 3DM50k to investigate if there are any clear differences. Both models seems to
struggle with the same problem: underpredicting for high labels, and overpredict-
ing for low labels. For High, 2DM50k has a lower median |RE|, but a higher av-
erage. The high average may be explained by the high maximum |RE|. Regarding
RE, model 2DM50k seems to have a generally wider spread than model 3DM50k.
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Comparison of 2DM50k and 3DM50k
2DM50k 3DM50k

|RE| High Low Rest High Low Rest
Average 31.39 % 15.51 % 12.08 % 28.84% 15.34 % 12.43 %
Median 13.71 % 14.28 % 9.72 % 14.93 % 13.84 % 10.00 %

Max 1568.65 % 46.12 % 77.77 % 1294.46 % 51.19 % 77.80 %
Min 0.19 % 0.39 % 0.0017 % 0.0002 % 0.4390 % 0.0035 %

RE High Low Rest High Low Rest
Average 25.75 % -14.82 % 4.33 % 18.09 % -14.86 % 4.88 %
Median 10.63 % -13.99 % 3.96 % 6.75 % -13.84 % 4.44 %

Max 1568.65 % 20.55 % 77.77 % 1294.46 % 9.87 % 77.80 %
Min -37.03 % -46.12 % -62.73 % -40.15 % -51.19 % -56.78 %

Table 6.7: A comparison of the models 2DM50k and 3DM50k.

For Low labels, model 3DM50k has a better average and median |RE|, though its
maximum and minimum are higher than for model 2DM50k.

When it comes to the trendline and |RE|, it is difficult to say which model that
is the best. Both models have their pros and cons. Model 2DM50k has the lowest
MAE and the highest m, while 3DM50k has the highest R2.

It is surprising to see that the MAE suggest that the 2D CNN benefits the most
by the increased amount of training data. Hydraulic conductance is, as mentioned,
a spatial property, and one could argue that the 3D CNN should benefit from that.
It was discussed in Section 6.4.2 that model 3DM50k had a reduced predictive
ability, compared to 3DM25k. This might also be reflected when comparing it to
model 2DM50k. A quick comparison between model 2DM25k and 3DM25k shows
that the 3D model is greater at predicting than the 2D model. Therefore, we have
no basis for stating that 2D CNN are better than 3D for the purpose of predicting
hydraulic conductance. The 3D models are better with a training set of 5000 and
25000 samples. For the two models 2DM50k and 3DM50k, the 2D model seems
to be the best.

It is also worth mentioning that the computational time for the 3D model is
significantly higher than for the 2D model. Almost 6 times as long computational
time was needed for the 3D model.
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6.6 Image Augmentation as Post-Processing

Image augmentation was introduced in Section 2.5.3. It is a way to create more
data samples from the already existing samples. Sometimes the samples are used
as additional training samples. In our case the images are rotated and/or flipped,
and will be used as additional test data. The label of a data sample is the same no
matter the orientation of the cross section images. If a model is perfectly tuned,
it will give the same prediction for all orientations of an image. A model that is
not perfectly tuned will most likely give different predictions for each orientation.
The idea is to see if the average of those predictions gives a more narrow spread
than the individual predictions, i.e., a lower R2.

The test set from Fig. 6.4 was rotated by 90◦, 180◦ and 270◦, to give 4 dif-
ferently orientated images. After rotating, the images were flipped around the
horizontal axis to make a total of 8 data sets for each label. The model 2DM50k,
introduced in 6.4.1, was set to predict eight data sets of 5000 images. An average
of the eight predictions was calculated for each label. The |RE| and RE for the
average and for the unaugmented data set will be compared.

6.6.1 2D CNN - Original vs Augmented

Table 6.8 compares the predictions of 2DM50k. First of all, the average of the
predictions for the augmented images has a drastically improved MAE. This in-
dicates that the predictions in general have become more accurate. In addition,
every asset in the table regarding |RE| is better than the |RE| for the model without
post-processing. From the trendline characteristics, the precision seem the have
improved, with an increased R2. The slope, m, of the trendline has decreased
slightly.

From Table 6.9 it seems like the augmentation tend to reduce the magnitude
of the overpredictions and underpredictions. Fig. 6.8 illustrates this in a good way.
It shows a plot of the predictions for the eight augmented data sets (blue), and
the average of the predictions (red). What can be seen from the plot is that for the
sample predictions that are evenly spread at each side of the identity line, the av-
erage prediction comes very close to a perfect prediction. For samples where some
of the predictions are close to perfect and some predictions are far off, the average
will naturally be dragged away from the identity line. As mentioned in the intro-
duction to this section, augmentation was applied to investigate if it could improve
the R2 for the trendline of the predictions, and it clearly does. The maximum and
minimum RE for all the categories are reduced, resulting in an improved R2. For
High labels, the average and median |RE| and RE increases after augmentation,
while it decreases for Low labels. The increased error for the overpredictions of
High labels are higher than the increased error for the underpredictions of Low
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2DM50k
MAE Original Image Avg Augmented Images
MAE 0.3800 0.3490

|RE| Original Image Avg Augmented Images
Average 13.21 % 12.35 %
Median 10.14 % 9.42 %

Max 1568.65 % 1486.96 %
Min 0.0017 % 0.0013 %

Trendline Original Image Avg Augmented Images
R2 0.7870 0.8207
m 0.8557 0.8506

Table 6.8: Comparison between the predictions of the original test set of 5000
images, and the average of the predictions of the augmented images. The predic-
tions are done by the model 2DM50k.

labels. This leads to a reduction in m, although the reduction is quite small com-
pared to the increase of R2. It is clear that applying augmentation as it has been
done here will reduce the spread of points, i.e., improve R2.

Comparing the Results of Original Data vs Augmented Data
2D Original Image Avg Augmented Images
|RE| High Low Rest High Low Rest

Average 31.39 % 15.47 % 12.08 % 32.94 % 14.61 % 11.08 %
Median 13.71 % 14.25 % 9.71 % 16.81 % 12.77 % 9.02 %

Max 1568.65 % 46.12 % 77.77 % 1486.96 % 45.45 % 74.99 %
Min 0.1913 % 0.3876 % 0.0017 % 0.2263 % 0.0090 % 0.0013 %

RE High Low Rest High Low Rest
Average 25.75 % -14.82 % 4.33 % 29.13 % -14.10 % 5.01 %
Median 10.63 % -13.99 % 3.96 % 14.12 % -12.70 % 4.69 %

Max 1568.65 % 20.55 % 77.77 % 1486.96 % 17.49 % 74.99 %
Min -37.03 % -46.12 % -62.73 % -26.98 % -45.45 % -59.74 %

Table 6.9: Comparing the |RE| and RE for different parts of the distribution curve.
The predictions were done by model 2DM50k.
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Figure 6.8: The plot shows the predictions (blue) for 10 of the 5000 samples
in each data set, and the average of the predictions (red). The predictions were
done by model 2DM50k.

6.6.2 3D CNN - Original vs Augmented

Table 6.10 compares the |RE| of the predictions for the original image and the av-
erage |RE| of the augmented images. It also includes trendline characteristics and
MAE of the predictions. As for the 2D predictions, the average of the augmentated
data sets lead to a drastic decrease in MAE. It also has a generally better |RE|. The
only asset where the predictions for the original images is better is the minimum
|RE|. For the trendlines, the average of the predictions for the augmented images
has a better precision, R2, while the accuracy, m, is somewhat lower than the slope
for the original images.

From Table 6.11 it can be seen that the |RE| and RE follows somewhat the
same trend as for 2D in Table 6.9. The error of the underpredictions for High labels
have increased and the error of the overpredictions for Low labels. In addition,
the spread is reduced. For |RE|, the Rest indicates an improved predictive ability
for the majority of the labels. This indicates that that this way of post-processing
improves the general predictions of the model.
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3DM50k
MAE Original Images Avg Augmented Images
MAE 0.3883 0.3482

|RE| Original Images Avg Augmented Images
Average 13.39 % 12.14 %
Median 10.25 % 9.25 %

Max 1294.46 % 1244.15 %
Min 0.0002 % 0.0017 %

Trendline Original Images Avg Augmented Images
R2 0.7785 0.8212
m 0.8594 0.8480

Table 6.10: Comparison between the predictions of the original test set of 5000
images, and the average of the predictions of the augmented images. The predic-
tions were done by model 3DM50k.

Comparing the Results of Original Data vs Augmented Data
3D Original Image Avg Augmented Images
|RE| High Low Rest High Low Rest

Average 28.84 % 15.34 % 12.43 % 27.42 % 15.01 % 11.14 %
Median 14.93 % 13.84 % 10.00 % 13.93 % 14.33 % 8.87 %

Max 1294.46 % 51.19 % 77.80 % 1244.15 % 47.22 % 73.85 %
Min 0.0002 % 0.4390 % 0.0035 % 0.0242 % 0.0615 % 0.0017 %

RE High Low Rest High Low Rest
Average 18.09 % -14.86 % 4.88 % 21.58 % -14.75 % 5.44 %
Median 6.75 % -13.84 % 4.44 % 9.08 % -14.33 % 5.02 %

Max 1294.46 % 9.87 % 77.80 % 1244.15 % 7.27% 73.85 %
Min -40.15 % -51.19 % -56.78 % -24.43 % -47.22 % -56.85 %

Table 6.11: Comparing the |RE| and RE for different parts of the distribution
curve. The predictions were done by model 3DM50k.
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6.7 Increased Image Resolution

It is hard to say if the predictions of the CNN models are based on anything other
than the amount of pore in the images. From Eq. 3.10, it is clear that the size and
shape of the pore impact the hydraulic conductivity. If the CNN model is aware of
this correlation, it would possibly be able to give better predictions if the amount
of details about pore shape is increased.

Until now, all the models have been trained using cross section images with a
dimension of 16×16 pixels. This means that the 2D images are a total of 64 × 64
pixels, while the 3D images contain 16 images of 16 × 16 pixels. It is conceivable
that the models would yield better predictions if they had been trained on images
with a higher image resolution, i.e., more detailed images. Fig. 6.9 shows that
detail is lost due to the low resolution. The majority of the lost details concern the
shape of the pores. If the model predicts based on the amount of grain vs. pore
ratio, increasing the resolution will probably not make any difference.

6.7.1 2D CNN Increased Image Resolution

Two 2D CNN models were trained using cross section images with a resolution of
32×32. One of the models used a training set of 5000 samples and one model
used a training set of 50000 samples. The models are named 2DM5kRes and
2DM50kRes, respectively. Table 6.12 compares the MAE, the |RE| and the trend-
line of the predictions from 2DM5k and 2DM5kRes.

(a) Image used as input data for the 2D CNN
model. The image consists of 16 images with
the dimensions 16×16 pixels.

(b) Image used as input data for the 2D CNN
model. The image consists of 16 images with
the dimensions 32×32 pixels.

Figure 6.9: Two images illustrating the differences in image resolution.
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According to the MAE, both 2DM5kRes and 2DM50kRes have better predictive
abilities than the models 2DM5k and 2DM50k, respectively. For the 5k-models,
average and median |RE| shows that 2DM5kRes has generally better predictions.
Its maximum and minimum |RE| have increased, which may be the reason why
its trendline is worse than the trendline of model 2DM5k. For the 50k-models,
both the average |RE| and R2 are as good as equal. Model 2DM50kRes shows that
increasing the resolution has lead to a decreased maximum |RE| but an increased
minimum. 2DM50k still has the best trendline, while 2DM50kRes has the best
|RE|-statistics.

Increasing the cross section resolution has lead to a decreased MAE, but it
has surely not provided any clear signs that indicate a major improvement. The
improvement that are found could be the result of a more precise pore vs grain
ratio in the images of higher resolution.

2D CNN - Resolution Comparison
MAE 2DM5k 2DM5kRes 2DM50k 2DM50kRes
MAE 0.4066 0.3949 0.3800 0.3779

|RE| 2DM5k 2DM5kRes 2DM50k 2DM50kRes
Average 14.41 % 14.11 % 13.21 % 13.02 %
Median 11.41 % 10.86 % 10.14 % 10.12 %

Max 1357.49 % 1701.82 % 1568.65 % 1286.69 %
Min 0.0039 % 0.0063 % 0.0017 % 0.0101 %

Trendline 2DM5k 2DM5kRes 2DM50k 2DM50kRes
R2 0.7738 0.7640 0.7870 0.7867
m 0.8244 0.7829 0.8557 0.8481

Table 6.12: Comparing the |RE| and trendline characteristics for the predictions
of model 2DM5k and 2DM5kRes, and 2DM50k and 2DM50kRes.

6.7.2 3D CNN Increased Image Resolution

One 3D CNN model was trained using cross section images with the resolution
32 × 32. It was trained using 5000 images, and is therefore named 3DM5kRes.
Training a 3D CNN model proved to be a lot more time consuming than training a
2D model. The model 2DM5kRes spent 5 days of hyperparameter and model tun-
ing, whilst 3DM5kRes spent 20 days. 2DM50kRes spent six weeks, and the model
that was supposed to be named 3D50kRes did not finish in time to be included in
this thesis. Therefore, Table 6.13 compares the results of the two models 3DM5k
and 3DM5kRes.
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3D CNN - Resolution Comparison
MAE 3DM5k 3DM5kRes
MAE 0.3939 0.4581

|RE| 3DM5k 3DM5kRes
Average 13.87 % 16.19 %
Median 10.82 % 13.12 %

Max 1633.15 % 988.58 %
Min 0.0118 % 0.0098 %

Trendline 3DM5k 3DM5kRes
R2 0.7697 0.7854
m 0.8071 0.9095

Table 6.13: Comparing the |RE| and trendline characteristics for the predictions
of model 3DM5k and 3DM5kRes.

Let us start with the error function that the models were trained to minim-
ize, MAE. For model 3DM5k, MAE = 0.3939, and for model 3DM5kRes, MAE =
0.4581. This is a rather high increase. The increase of MAE is also reflected in
the average and median |RE| of model 3DM5kRes. Its trendline has improved a
lot. Both R2 and m is way better than those of 3DM5k. This could be due to the
reduced maximum and minimum |RE|, which also indicate that the spread of the
model is drastically reduced.

In Table 6.14, statistics regarding the |RE| and RE are listed. From the min-
imum and maximum RE, it is clear that increased image resolution helps the
model with reducing underpredicting, i.e., reducing maximum RE. This leads to
overall more precise predictions. That said, the general error, both RE and |RE| is
worse than for model 3DM5k. This indicates that the precision, R2, is improved,
but the general error for each prediction has increased. This might be what is
reflected in the MAE. It would have been interesting to see the results of model
3DM50kRes. As discussed before, increasing the amount of training data tend to
improve the model. It is therefore possible that model 3DM50kRes would be able
to lower the MAE and at the same time keep the R2 high.
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Comparing the Results of Increased Image Resolution
3D 3DM5k 3DM5kRes
|RE| High Low Rest High Low Rest

Average 26.47 % 13.94 % 13.17 % 23.33 % 16.05 % 15.80 %
Median 13.32 % 11.82 % 10.73 % 13.97 % 12.72 % 13.10 %

Max 1633.15 % 107.21% 182.47 % 988.58 % 67.24 % 109.72 %
Min 0.2300 % 0.0615 % 0.0118 % 0.0217 % 0.0480 % 0.0098 %

RE High Low Rest High Low Rest
Average 15.36 % 5.90% 3.31 % 16.64 % 12.02 % 10.06 %
Median 2.66 % 5.34 % 2.64 % 8.45 % 10.29 % 9.54 %

Max 1633.15 % 107.21 % 182.47 % 988.58 % 67.24% 109.72 %
Min -42.85 % -32.73 % -60.20 % -33.56 % -33.12 % -61.05 %

Table 6.14: Comparing the |RE| and RE for different parts of the distribution
curve. The predictions were done by model 3DM5k and 3DM5kRes.

6.8 Training A Model on a Wider Distribution

Until now, the models have been trained using data sets with a similar distribution
as the entire data set of labels. What seems to be recurring is that the models lack
training when it comes to the highest and lowest labels. Labels above the 95th
percentile or below the 5th percentile have a much higher |RE| than the rest of
the labels for all models. A solution to this problem could be to train a model using
a data set with a different distribution curve. A higher number of high and low
labels could help build a model better suited for predicting the whole specter of
data samples. The question is whether this happens at the expense of the model’s
predictive skills for the majority of the labels. The model that will be presented
now has been trained using a training data set of 50000 samples. In this set,
10000 samples are above the 90th percentile, 10000 samples are below the 10th
percentile, and 30000 samples have a label between the 10th and 90th percentile.
A comparison between the distribution of the training set and the distribution for
the complete data set is shown in Fig. 6.10.

The model trained using the data set with the orange distribution curve in
Fig. 6.10 is named 2DM50kDist. From the MAE presented in Table 6.15, it seems
like the overall predictive skill of the model is decreased. Concerning the |RE|,
the average and median have increased. The minimum |RE| has also increased,
while the maximum has decreased. The trendline for the predictions of model
2DM50kDist is way better than that for model 2DM50k. It shows signs of a more
narrow spread and also a reduced underprediction for high labels and reduced
overprediction for low labels. In Table 6.16, statistics about the |RE| and RE for
the two models are found. What seems to be the reason for the good m of the



Chapter 6: Results & Discussion 87

trendline is the rather low median |RE| for High labels, which eventually affect
the trendline by tilting it upwards. The spread of the predictions is narrowed in,
especially for the High labels, but also for the Low. For the Rest, the spread is
actually wider than for the 2DM50k model. The results have thus improved for
the samples below the 5th percentile and above the 95th percentile, but it may
be at the expense of the overall predictive abilities of the model, as the error for
the Rest has increased. Why this happens is not clear. It could be because the
specter of labels is too wide for the model to be able to yield good predictions
for the whole specter. It could also be because the model has been exposed to
significantly fewer of the Rest-category samples than 2DM50k and therefore lack
training. It is anyway clear that the model is able to yield good predictions for the
High labels. The predictions for the Low labels have also clearly improved, but
the result for the High is outstanding.

Figure 6.10: A distribution plot showing the label-distribution for the full data
set (blue) of the rock sample. The distribution of the training set (orange) clearly
has a wider distribution (higher standard deviation).
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2D Different Training Set Distributions
MAE 2DM50k 2DM50kDist
MAE 0.3800 0.4045

|RE| 2DM50k 2DM50kDist
Average 13.21 % 13.45 %
Median 10.14 % 10.31 %

Max 1568.65 % 1346.59 %
Min 0.0017 % 0.0038 %

Trendline 2DM50k 2DM50kDist
R2 0.7870 0.8177
m 0.8557 0.8951

Table 6.15: 2DM50k refers to the model trained on a data set with the distribution
of the blue line in Fig. 6.10. Model 2DM50kDist was trained using a training set
with the distribution of the orange line. Both models were trained using 50000
2D images.

Comparison of Different Training Set Distributions
2D 2DM50k 2DM50kDist
|RE| High Low Rest High Low Rest

Average 31.39 % 15.47 % 12.08 % 11.74 % 14.16 % 13.51 %
Median 13.71 % 14.25 % 9.71 % 0.97 % 13.45 % 10.95 %

Max 1568.65 % 46.12 % 77.77 % 1346.59 % 44.53 % 77.67 %
Min 0.1913 % 0.3876 % 0.0017 % 0.0038 % 0.1111 % 0.0046 %

RE High Low Rest High Low Rest
Average 25.75 % -14.82 % 4.33 % 11.33 % -12.89 % 6.14 %
Median 10.63 % -13.99 % 3.96 % 0.80 % -13.24 % 5.57 %

Max 1568.65 % 20.55 % 77.77 % 1346.59 % 15.77 % 77.67 %
Min -37.03 % -46.12 % -62.73 % -2.83 % -44.53 % -66.82 %

Table 6.16: Comparison of the |RE| and RE of the models 2DM50k and
2DM50kDist for three different parts of the test set. As for previous tables, High
refers to labels above the 95th percentile, Low refers to the labels below the 5th
percentile, and Rest refers to the labels between the 5th and 95th percentile.
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2D Single Model vs Three Models
MAE 2DM50k 2DM5kComb
MAE 0.3800 0.3497

|RE| 2DM50k 2DM5kComb
Average 13.21 % 11.33 %
Median 10.14 % 9.20 %

Max 1568.65 % 72.20 %
Min 0.0017 % 0.0002 %

Trendline 2DM50k 2DM5kComb
R2 0.787 0.8207
m 0.8557 0.8581

Table 6.17: The result of using three specialized models vs a single model. The
three models were trained using 5000 training samples each. The single model
was trained using 50000 training samples.

6.9 Combining Three Specialized Models

All the models introduced in the previous sections have one thing in common: they
struggle with giving good predictions for the whole specter of labels, especially
for the ones referred to as High and Low. To improve the predictive abilities for
high and low labels, a solution could be to train three different models. One model
will be trained solely using labels above the 90th percentile. One model will be
trained using labels within the 10th percentile, and one will be trained using labels
between the 10th and the 90th percentile. All three models will be used to predict
the same data set.

The three models were trained using 5000 2D training samples each. After
training, the models predicted the part of the test set 6.4 that was within their
domain. The combination of the three models will be referred to as 2DM5kComb.
In Table 6.17, the MAE, |RE| and trendline for the predictions of 2DM5kComb are
compared to the predictions of model 2DM50k.

First of all, the MAE of model 2DM5kComb3 is significantly lower than the
MAE of model 2DM50k. This tells us that the error for most of its predictions is
low. The trendline is also reflecting low errors for the high and low labels, as well
as a more narrow spread. All the assets for |RE| in the table are better than for
model 2DM50k. Taking a look at Table 6.18, it can be observed that the error of
the High and Low labels are significantly improved. The spread is reduced, and
the median and average are drastically decreased.

Concerning the |RE| in the Rest-category, model 2DM50k has a better me-
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dian and almost the same average. This is quite surprising since the model in
2DM5kComb used for predicting this category was, as mentioned, trained using
5000 training samples. This indicates that the predictive skill of model 2DM50k
for the Rest-category is negatively affected by the High and Low labels during
training. Theoretically, since model 2DM50k has been exposed to 45000 Rest-
labels (from the distribution of the labels), which is over 40000 samples more
than 2DM5kComb, it should be able to give better predictions. It could be that
since it also has to tune its weights to try and fit the extreme cases as well, it
decreases its predictive skills for most of the samples.

Figure 6.11 shows a crossplot of the |RE| for the predictions of the two models.
For the labels lower than -4.5, model 2DM5kComb has a significantly lower error,
that seems to increase around log10[ ĝ] = −5.5. The error for the two lowest
samples is actually way higher for model 2DM5kComb. For labels above -1.5, most
predictions have a rather low error for model 2DM5kComb. For model 2DM50k,
the error seems to increase as the value of the label increase. The error of the
labels between -4.5 and -1.5 seems to have no distinct difference.

One of the limitations of this model is clear: When the label of a sample is
unknown, it is also unknown which model to use. One could use all three models
to predict the same data set of unknown samples. The problem is that the models
do not leave any clue of which of the model’s prediction to use. The models are,
as mentioned, built using the Keras packages in Python. Keras does not have a
function for returning a confidence score with the predictions for regressors. A
confidence score would be great for deciding which of the models’ predictions to
use. Li (2018) writes in Towards Data Science that a confidence score is the one
thing that the Keras-library is lacking (Li 2018). Though a confidence score would
be of great use, in this case, it is not given that the models would be able to give
a neutral evaluation of their ability to predict. It is also suboptimal to have three
models instead of one.
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Comparing the Results of the Models 2DM50k and 2DM5kComb
2D 2DM50k 2DM5kComb
|RE| High Low Rest High Low Rest

Average 31.39 % 15.47 % 12.08 % 4.74 % 5.06 % 12.04 %
Median 13.71 % 14.25 % 9.71 % 3.16 % 4.11 % 9.96 %

Max 1568.65 % 46.12 % 77.77 % 64.39 % 23.97 % 72.20 %
Min 0.1913 % 0.3876 % 0.0017 % 0.0141 % 0.0132 % 0.0002 %

RE High Low Rest High Low Rest
Average 25.75 % -14.82 % 4.33 % 0.57 % -1.52 % 1.81 %
Median 10.63 % -13.99 % 3.96 % -0.44 % -0.44 % 1.28 %

Max 1568.65 % 20.55 % 77.77 % 64.39 % 13.46 % 72.20 %
Min -37.03 % -46.12 % -62.73 % -16.71 % -23.97 % -65.03 %

Table 6.18: Comparison of model 2DM50k and model 2DM5kComb. High and
Low still refers to the 95th and 5th percentile.

Figure 6.11: Plot showing the |RE| of a prediction to the corresponding label. The
blue scatters are the |RE| of model 2DM50k. Two of the predictions for this model
is left out of the plot, due to an error of over 1000%. The red scatters are the |RE|
for the predictions of model 2DM5kComb. The scatters have a transparency of
50%.
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6.10 CNN Model Comparison - Summary

The different CNN models have now been introduced, compared and discussed.
Table 6.19 compares results of all the CNN models introduced. Model 2DM5kComb
was left out of this section, since that model is not actually possible to use without
a confidence score.

In general, it seems to be a fair assumption that increasing the amount of
training data gives a better model. Model 3DM25k and 3DM50k is an exception
here, but for the other models, this seems to be true. The exact reason why the
increased amount of training data impaired the model is hard to say. One explan-
ation could be, as suggested, that the model adapted to the extreme cases to a
higher degree, and therefore its predictive skill was reduced for the majority of
the samples. For some models, 3D CNN gives a better result than 2D. An excep-
tion is the model 3DM50k and 3DM5kRes. Both models was inferior to their 2D
counterparts. Unfortunately, only four of the six 3D models finished in time to be
included in this thesis. It would have been interesting to see the predictions from
model 3DM50kRes, as we now can assume that it would have been an improve-
ment of model 3DM5kRes.

Making a CNN model predict multiple sets of augmented data also seems to
enhance the overall precision of its predictions. The only model that does not
seem to benefit from this is model 3DM5kRes. The general error for this model
has increased after predicting the augmented images. The only improvement after
augmentation is the R2, which is the parameter that was aimed to improve when
this introducing augmentation.
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6.11 CNN Predictions To Supplement a Network Model

As introduced in Chapter 2, a network model is a common way to estimate flow
properties in porous media. During this process, the effective conductance of the
links and corresponding node pairs are calculated using the Equations 3.11 and
3.10. In this section, the result of running the code using the calculated hydraulic
conductances will be compared to the result of running the code using the pre-
dictions as hydraulic conductances.

A code for solving Kirchhoff’s equations was used for calculating the permeab-
ility of the network models. Flow calculations were done with an inlet pressure,
pin = 2Pa, and an outlet pressure pout = 1Pa. Fluid viscosity was set to µ= 1cP.

6.11.1 Results for the Traditional Network Model

Running the solver using the link and the node .dat files introduced in Section
4.2 estimated that the network has a permeability of 1834.5mD.

6.11.2 Results for the CNN Supplemented Network Model

Solving Kirchhoff’s equations for a network of this size demanded a lot more com-
putational time than expected. Therefore, only the predictions of model 2DM50k
was used. A distribution plot for the predictions and labels of the full data set
is shown in Fig. 6.12. The distribution is moved slightly to the left. It is there-
fore likely that the estimated permeability will be lower for the model using the
predictions. As mentioned in Section 5.2, when generating images, some links
are ignored. In total, 17027 links were excluded, where 3874 are inlet- or out-
let nodes. The conductivity of these links are calculated as usual. The hydraulic
conductivity of the remaining 300786 links were predicted and used for estim-
ation of flow properties. Image augmentation was not applied, due to the vast
amount of storage capacity needed for storing 8 sets of images. The predictions
are log10-values of the spatially-scaled hydraulic conductivities of the links, and
was therefore scaled back to their exponential form by applying the scaling pro-
cess in reverse.

The estimated permeability after supplying the network with 300786 predic-
tions was 1618.9mD.
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Figure 6.12: The distribution curves of the labels in the data set (blue) and the
predictions (orange).

6.11.3 Discussion - Permeability Estimation

The permeability for the traditional network model will be referred to as kN M
and the CNN supplemented network will be referred to as kC NN .

It is hard to say to which extent the kC NN is influenced by the links that
were ignored when generating images. The conductivity for these links are, as
mentioned, the same for both network models. As these links make up a total
of less than 5 % of the links in the network. Still, this includes all the input and
output links.

It is worth mentioning that the estimations done by the network model is not
the ground truth. Both the calculated hydraulic conductances, and the link and
node properties, are a result of numerical simplifications. Therefore the estimated
permeability kN M carries some natural insecurities. The estimation of kC NN also
carries a lot of insecurities. Not only is it a result of predictions that has a varying
degree of error, but it is also a result of predictions from a CNN model that was
trained on numerical estimations of a spatial property. Numerical estimations are
never hundred percent accurate, and therefore they can not be treated as the
ground truth.



Chapter 6: Results & Discussion 95

The difference between kN M and kC NN is small, and there is no clear way
to distinguish which of the estimations that is least reliable. It would be interest-
ing to see what the estimated permeability would be if the network model was
supplemented with predictions from the other CNN models.
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Chapter 7

Conclusion

The main goal of this thesis was to investigate if a CNN model can give good pre-
dictions for the hydraulic conductance of interconnected pores. CNN models have
a proven history for problems concerning images. For this purpose, images of the
subvolume between each connected node pair were generated and structured so
that the CNN model could extract useful information from them. The method used
for generating and structuring the images may have been suboptimal for some of
the links. The effective hydraulic conductance of the links and their corresponding
node pair was calculated and scaled based on the spatial extent of its associated
subvolume.

Multiple CNN models were built and compared. The models differed regarding
the amount of training data, image resolution, different image structuring (2D
or 3D), and training data distribution. The models were compared regarding the
mean absolute error, the relative error, and the trendline characteristics. The effect
of image augmentation for the purpose of post-processing was also investigated.

It is hard to determine which of the models that gave the best predictions.
An overall result is that increasing the amount of training data will possibly also
increase the model’s predictive abilities. Image augmentation used as described
in this thesis gave the predictions a higher precision at the expense of reduced
accuracy. There are also some differences between 2D and 3D CNN, as the 2D
models seem to benefit from increased image resolution, while it appears to impair
the 3D model.

The result of supplying a network model with the predictions from one of
the CNN models gave similar permeability as the original network model. This
indicates that CNN can be a valuable tool for generating network models from 3D
grids.
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Chapter 8

Future Work

The permeability estimation indicates that the CNN model can give good predic-
tions overall. However, there is a need for further improvement concerning the
individual predictions.

A possible solution could be by, e.g., developing a less general way of gener-
ating data set images. A more specialized method, especially for the samples with
the lowest and highest labels, could make the task easier for the CNN model. For
the samples with the lowest labels, generating images that only include the cur-
rent pores and throat would probably ease the predicting of such samples. For the
samples with the highest labels, generating images of the entire cross sections of
the whole pore elements could probably also be an improvement.

The images in this thesis neglected the clay content. Building a model using
images that include the clay could be interesting, because the unresolved micro-
porosity of clay indeed affects the hydraulic conductance of a rock. These images
can be generated in the same way as the images used in this thesis.

The structuring of the cylindrical images could also be investigated further,
as this method allows for additional rotation angles. An increased number of ro-
tations may provide an increased number of augmented data sets, which have
proved to beneficial for increasing the precision of the predictions.

This project aimed to investigate the possibility of using CNN models to predict
the hydraulic conductance between interconnected pores. The method suggested
in this thesis is not limited to this purpose, and could also be used to predict other
properties of porous media, e.g., electric conductance.
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