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Summary 
 

The concept of a modern double-skin façade (DSF) as we know it today has been around for more 

than 100 years since the idea of Le Corbusier’s active glass wall, although the origins of this design 

can be recognized far earlier in vernacular architecture. However, it is only in the last 30 years that 

the application of DSFs in buildings has become more common, indicating the lack of established 

building practice, best reflected in the frequent occurrence of the dual nature (behavior) of the DSF 

in practice. On one side, flexible control of mass and energy fluxes between indoor and outdoor 

environments offered by DSFs enables far better performance than static single-skin envelopes in 

terms of energy demand and thermal, visual, and even acoustic comfort. The other side of the coin is 

reflected through a necessity for proper design and constant administration, which, if not done 

correctly, can lead to a drastic underperform, even compared to conventional envelopes. Transport of 

mass, momentum, and energy (heat and light) highly interact with each other. In addition, they are 

non-linear in DSF systems due to their constant interaction with the varying boundary conditions and 

construction features. Therefore, it is not straightforward to link and quantify the influence of 

construction features, operational modes, and environmental conditions on the thermophysical 

behavior of DSFs. Systematic investigations allow comprehensive and reliable insights into such 

cause-and-effect relationships, but there are insufficient examples, which is the main reason why 

these links are not fully understood. 

This doctoral research aims to expand the knowledge on thermal and fluid dynamics behavior of 

DSFs and quantify how this behavior is influenced by the construction elements and boundary 

conditions. As the most fundamental and reliable way of obtaining new knowledge, an experimental 

approach has been chosen to accomplish this, which had to be systematic to ensure the 

comprehensiveness of the results. Through several experimental campaigns, both in the field and in 

a controlled environment, the performance of real-scale DSF mock-ups has been monitored. Given 

that DSFs do not have a long building tradition and, at the same time, exert complex behavior atypical 

for conventional envelopes, their performance assessment and measurement procedures are under-

researched or non-standardized. Moreover, the standard metrics for traditional envelopes are not 

suitable to describe the dynamic behavior of DSFs, so distinctive performance indicators were used 

to address these issues. Therefore, this doctoral research additionally seeks to improve the 

methodological approach to conducting experiments to enable a more comprehensive and reliable 

characterization of DSF behavior. The findings from this aspect of the research are equally important 
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since without proper experimental design, setup, and execution, valid conclusions about thermal and 

fluid-dynamics behavior cannot be drawn. 

The state-of-the-art review in Chapter 2 frames the research by systematically depicitng current 

knowledge about the cause-and-effect relationships between construction features, boundary 

conditions, and thermophysical behavior of DSFs. In addition, an overview of both experimental and 

numerical methods appropriate for such investigation is provided. The outcomes of this activity 

inform the direction of the present research. More precisely, what aspects of the thermophysical 

behavior need to be studied and how this should be done. Accordingly, in the second stage of the 

research, an experimental testbed was developed to allow comprehensive and systematic testing of 

DSFs in a controlled environment. The assembled testbed was verified with experimental 

investigations of various levels of complexity suitable for different types of characterizations. It was 

concluded that for the developed flexible experimental testbed, the design of the experiment (DOE) 

method is most appropriate to systematically characterize the thermophysical behavior of a DSF. 

Therefore, in the following research activity, the focus was placed on optimizing the selected 

methodology to make the most of the experimental testbed. An extensive simulation study with nearly 

half a million simulations resulted in the recommended course of action for finding the optimal 

experimental design suitable to characterize the targeted complex behavior using resource-limited 

experiments. 

The developed methodological approach using building performance tools and simulations was 

validated in the following research stage with the real ‘physical’ experiments in a climate simulator. 

An equally important result of this experimental campaign was the assessment  of the impact of 

construction features and boundary conditions on the thermal and fluid-dynamics behavior of a 

single-story DSF naturally ventilated in a wide range of boundary conditions typical of summer. The 

analysis results indicated that the central regulators were environmental factors, while the influence 

of controllable features (venetian blinds and the opening size) was considerably limited. However, 

some aspects of behavior, such as net heat transfer and even the airflow rate, could be controlled by 

adjusting the angle of venetian blinds. Another experimental campaign in a climate simulator was 

conducted with the single-story DSF to examine the efficiency of mechanical ventilation and venetian 

blinds in controlling heat transfer. It was found that mechanical ventilation effectively relieved the 

thermally-overloaded DSF cavity but did not significantly reduce the net heat penetrating the indoor 

environment. Regarding air preheating, relatively low airflow rates were able to deliver enough fresh 

air and sufficiently preheated air, while any higher rates of supplied air significantly increased the 

energy required to keep the constant interior temperature. The way in which the research activities 
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are related to the research questions, publications, and the overall objective of the doctoral study is 

provided in the graphical abstract given below.  

This thesis comprises several articles set as chapters, connected and arranged to coherently follow 

the course of the conducted research. The collection of articles is preceded by an introduction that 

discusses the theoretical background,  defines the problem, and presents the  overall goal, research 

questions, and the methodology of the study. The last chapter discusses the  results of the study and 

provides answers to previously defined research questions, and also reflects on the limitations of the 

research. Finally, this doctoral thesis closes with conclusive remarks and presents possibilities for 

further research. 
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Foreword 
 

As has often befallen people in the Balkans, the time came for me to leave the homeland for the 

unknown to search for something better, somewhere where the past and present are less tumultuous, 

and the future is more certain. The choice, or perhaps more a set of circumstances, led me to Norway 

and Trondheim, the same city in which Miloš Crnjanski wrote in his travelogues almost 100 years 

ago that for every man there is one world unto himself and that all individuals together make one 

unusually pleasant society. However, deciding to leave your homeland in years when one should reap 

the fruits of their labor is not easy and carries many risks, especially when the haven is thousands of 

miles away, and where sky and air, culture, and ties within society are utterly different from those 

you’re used to. Yet the desire for a life unencumbered by the past and all the bonds it carries was 

stronger than all the brakes created by the many differences. And here I am, with one stage in my life 

completed, almost four years after I arrived in Trondheim one rainy September morning with two 

suitcases. Throughout this time, it wasn’t easy, but it was worth the effort. Everything from language 

learning, adaptation to climate and culture, meeting people from different backgrounds, fighting 

isolation, and having the opportunity to work with state-of-the-art technology and science has made 

me grow so much as a person, both professionally and personally. And perhaps this speaks best; if I 

could go back to summer 2018, I would do it all over again. 

After almost four years of work, as the crown of my doctoral research, this thesis has seen the light 

of day, and therefore I would like to thank several people who contributed to the successful 

completion of this trip in various ways. First of all, I owe the greatest gratitude to my supervisor 

Francesco Goia, who made this experience much more accessible and enjoyable by having an 

excellent pedagogical approach and selflessly sharing his research experience and knowledge. 

Further, I would like to thank all those who helped carry out this study, either by collaborating on 

research or supporting me morally and affirmatively. Forgive me if I leave anyone out. A big credit 

should be given to Odne Oksavik, whom I want to thank for developing software to control and 

monitor the experiment and facilitating cooperation with SINTEF within the laboratory. My 

appreciation goes to Muhammad Salman Siddiqui and Gaurav Chaudhary for collaborating on several 

publications and assisting in the experimental setup. Thanks to Fabio Favoino and Giovanni Gennaro 

for cooperating in the experimental campaign at Politecnico di Torino and to Alesssandro Nocente, 

Egil Rognvik and Øystein Holmberget for support in the laboratory. I am thankful to Biljana 

Obradovic and other fellow doctoral students from the 4th and 8th floors for the many little things and 
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tips that helped me navigate this quest more easily. And of course, I thank the institution of NTNU 

itself, the REINVENT project, and the Research Council of Norway for funding this Ph.D. position. 

Finally, I would like to thank my family, especially my wife Vanja, for accepting this journey into 

the unknown. She definitely carried the heaviest burden, especially during the long days when the 

whole world around us was shut down. Thanks to my mother for the selflessness she provided and 

my father for encouraging me to follow my dreams. He would surely be proud today. I dedicate this 

work to him.  
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qvent – heat flux rate exchanged between the supplied fresh air and the 
indoor environment. 
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Figure 7. The combined effect of mechanical ventilation rate and venetian blind 
set up on a) the net heat transfer and b) preheating efficiency (right) in 
the considered winter conditions. 
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Figure 8. The combined effect of mechanical ventilation rate and venetian blind 
setup on the normalized heat gain rate by the airflow and temperature of 
the airflow near an outlet in a) the winter and b) summer conditions. 
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Figure 9. The combined effect of mechanical ventilation rate and venetian blind 
set up on a) the dynamic insulation efficiency and b) net heat transfer 
(right) in the considered summer conditions. 
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1. Introduction 
 

1.1. Theoretical background 
 

1.1.1. General considerations 
 

The concentration of carbon dioxide in the atmosphere, most likely due to increased anthropogenic 

emission of greenhouse gasses, has increased at a record speed over the last 150 years to a level not 

seen for more than three million years (IPCC, 2014). Cities are the main drivers of the observed 

changes in climate since they are responsible for up to 70 % of global greenhouse gas emissions (UN-

Habitat, 2011). Furthermore, the building sector represents a primary energy-consuming sector, 

accounting for more than a third of global energy consumption (Ahmad & Zhang, 2020)(Agency, 

2013). Considering the statistics of the European Union, the energy consumption of the building 

sector amounts to about 40 % of final energy consumption, and residential buildings consume 

approximately two times more than commercial (Figure 1) (Belussi et al., 2019). Due to such a 

significant impact of the building sector on greenhouse gas emissions and energy consumption, 

increasingly stringent regulations aimed at reducing building energy demand have been present for 

some time, while new legislation encourages the construction of zero-energy buildings or buildings 

with zero net energy consumption (Marszal et al., 2011). 

 

Fig. 1. – Final energy consumption by sector and end-use 

With this approach, the built environment is expected to be nearly carbon-neutral in 2050, with 

greenhouse gas emissions 88-91 % lower than in 1990 (The European commision, 2011). In addition 

to reducing the emissions of greenhouse gases, this approach will also lead to economic benefits. 
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Concrete steps toward this goal are the Energy Efficiency Directive (The European Commision, 

2012) and the European directive on the energy performance of buildings (EPBD) (The European 

Commision, 2010), as well as its updated and revised versions in 2016 (The European Commission, 

2016) and 2018 (The European Commission, 2018). Directives suggest that all the European states 

should approve energy policies to promote the inclusion of very low and even close to zero energy 

buildings (De Gracia, Castell, Navarro, Oró, & Cabeza, 2013). 

Final energy consumption in the building sector by end-use indicates that space heating occupies the 

largest share (Figure 1), while the energy demand for lighting and space cooling is also considerable. 

These types of energy consumption by end-use are directly dependent on the thermal insulation 

quality of the envelope and its ability to take advantage of the positive effects of the surrounding 

environment. Therefore, increased interest is evident in the search for building skin configurations 

that promise to minimize energy use for different purposes (heating, cooling, lighting, and ventilation) 

and maximize various aspects of user comfort (visual, thermal, and acoustic) (Cabeza et al., 2010). 

The most profitable strategy for achieving this is based on dynamic and responsive building envelope 

systems (Goia, 2013) capable of interacting with both indoor and outdoor environments and 

exploiting the effects of external stimuli instead of suppressing them (Taveres-Cachat, Grynning, 

Thomsen, & Selkowitz, 2019).  

Recent qualitative research has identified four major families of dynamic (adaptive) facade 

technologies: dynamic shading, chromogenic, solar active, and active ventilated facades (Attia, 

Lioure, & Declaude, 2020). Although this study classifies double-skin façades (DSF) as solar-active 

facades, it must be emphasized that DSF systems can offer active ventilation and dynamic shading 

technology, depending on which design features are enabled. More precisely, a DSF is a multi-layered 

envelope element, most often highly transparent, with an external and internal skin separated by a 

ventilated space that can host a shading device for solar and visual control (Oesterle, Lieb, Lutz, & 

Heusler, 2001). Due to their visual attractiveness and flexibility in managing the interaction between 

indoor and outdoor environments, DSFs have become an interesting and important architectural and 

technological element in the last thirty years.  

1.1.2. Double skin facades 
 

The history of DSF architecture begins with the important invention of cast plate glassmaking in the 

middle of the 19th century, although the origins of this design date from a much earlier time when 

dwellings were built without professional guidance and with traditional materials and resources 

(Bonham, 2019a). Such examples are screened buffer zones (Jali screens or Mashrabiya from the 
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Middle East and India) or glazed buffer zones (traditional glass verandas in Balkan countries) (Lianos 

& Kostopoulos, 2006). The demand for better lighting, more than a need to exploit solar heat gains, 

brought the first glass curtain walls at the turn of the 20th century. However, the concept of active 

heating was first explored by Swiss-French architect Le Corbusier by inserting heating pipes between 

glass panes or between the glass pane and opaque wall construction (Bryan, 1991).  

In addition to lighting and heating, through the second half of the 20th century, there were continuous 

attempts to employ DSF systems for better energy efficiency, thermal comfort, indoor air quality, and 

even better indoor acoustics. Empirical knowledge gained from these experimentations led to 

consolidating basic knowledge on the processes occurring in DSFs and increased confidence and 

interest in such technologies, resulting in the proliferation and increased application of DSFs since 

the early 1990s (Bonham, 2019a). Notable examples of buildings that incorporate DSF technology 

are 30 St Mary Axe (London), One Angel Square (Manchester), Manitoba Hydro Place (Winnipeg), 

and Pearl River Tower (Guangzhou). Some succesfull applications of DSF technology in Norwegian 

buildings are Sinsen Panorama, Hydro Vækerø and Helsfyr Atrium (Oslo), and Rådhus (Hamar). 

Although the application of DSFs is becoming increasingly popular globally, especially in regions 

with stricter energy efficiency regulations, significant knowledge gaps still exist regarding how the 

thermophysical behavior of DSFs is dictated by the boundary conditions, construction features, and 

operational strategies (Barbosa & Ip, 2014). Moreover, due to the lack of established building 

practices, there are no standardized procedures for designing and evaluating the performance of a 

DSF (Sinclair, Phillips, & Mezhibovski, 2009)(Choi, Joe, Kwak, & Huh, 2012).  

 

Fig. 2. – Examples of DSF building typology: a) 30 St Mary Axe (London) (Guichard, 2009) and b) Helsfyr 
Atrium (Oslo) (“Helsfyr Atrium building,” 2022) 

DSFs can be classified according to three main criteria: ventilation type, cavity partitioning, and 

airflow path (or ventilation mode) (Loncour, Deneyer, Blasco, Flamant, & Wouters, 2005). 
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Ventilation of the cavity can rely on naturally induced airflow with wind action and thermal buoyancy 

as drivers.  Both stimuli are often present, but an exact balance between them depends mainly on the 

climatic conditions and construction features of the DSF. The cavity of a DSF can be mechanically 

ventilated, most often utilizing powered fans. We can distinguish Box window, Shaft Box, Corridor, 

and Multi-Story configurations according to how the ventilation space is arranged, i.e., how the 

façade cavity is partitioned. In a box window configuration, the façade cavity is partitioned into 

smaller stand-alone units in which horizontal air movement is restricted between modules and, 

vertically, between floors. In a shaft-box configuration, the façade cavity is partitioned vertically, 

while in a corridor configuration, horizontally, most often by a story where the air moves laterally 

across façade elements. Vertical segmentation of the façade cavity is favorable for promoting the 

stack (chimney) effect, while horizontal is advantageous for fire safety and acoustic insulation 

(Poirazis, 2004). In the multi-story configuration, the façade cavity is not partitioned, and air can 

move freely through it (Hachem-Vermette, 2020).  

Finally, the following ventilation (airflow) path arrangements exist: indoor air curtain, outdoor air 

curtain, exhaust, supply, and air buffer mode (Haase, Marques da Silva, & Amato, 2009). In the 

indoor air curtain and exhaust air ventilation modes, the air is drawn from the interior, whereby after 

passing through the cavity, it is returned to the interior in the former, while it is released to the outside 

in the latter mode. The flow is opposite in the outdoor air curtain and the supply air ventilation modes, 

with air drawing from the outdoor environment. The former ventilation mode releases the air back to 

the outside, while the latter, toward the interior. The DSF cavity is insulated from air exchange with 

the indoor and outdoor environment in the air buffer mode. Additionally, the air handling unit (AHU) 

can be connected to the DSF system to mechanically draw air from the cavity and release it to the 

interior space after the air treatment. This is the case with the climate façade where the air 

mechanically circulates in the indoor air curtain loop from the indoor space through the HVAC system 

and back into the interior (BBRI, 2002)(Serra, Zanghirella, & Perino, 2010).  

DSFs have potential to be one of the best solutions for managing the interaction between the indoor 

and outdoor environment by providing minimum energy use and maximizing user comfort (Ahmed, 

Abel-Rahman, Ali, & Suzuki, 2015). For example, a fully glazed façade with integrated shading 

brings transparency without glare, which is often desired by architects when designing a residential 

or commercial building (Kuznik, Catalina, Gauzere, Woloszyn, & Roux, 2011). Besides visual 

comfort, DSFs bring appealing aesthetics and improve acoustic and thermal performance compared 

to single-skin glazed facades  (Shameri, Alghoul, Sopian, Zain, & Elayeb, 2011). DSFs can provide 

air preheating in the façade cavity in the colder parts of the year through the greenhouse effect and 

solar heat gains (Carlos, Corvacho, Silva, & Castro-Gomes, 2011). Aside from air preheating, DSFs 
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offer the possibility of fresh air supply and heat recovery (Faggembauu, 2006). However, some 

disadvantages are known, such as overheating in the peak summer and insufficient air preheating in 

cold and overcast weather. Generally, dynamic envelope elements increase construction and 

maintenance costs compared to conventional envelopes. (Oesterle et al., 2001). Furthermore, DSFs 

must be well designed and managed since real-time optimization requires adjusting and fine-tuning 

the response of construction features to varying weather conditions. If this is not achieved, the desired 

optimization may turn into performance far below expectations due to the delicacy of interactions 

between controllable and uncontrollable factors. 

 

 

 
Fig. 3. – Classification of DSF according to 

I) ventilation type: a) natural and b) mechanical 
II) cavity partitioning: a) box window, b) shaft box, c) corridor, and d) multi-story configuration 

III) ventilation mode: a) outdoor air curtain, b) indoor air curtain, c) exhaust, d) supply, and e) air buffer. 
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The concept of the DSF has been around for over 100 years, and it is constantly increasing in 

complexity through the addition of novel components such as photovoltaic (PV) elements (Preet, 

Sharma, Mathur, Chowdhury, & Mathur, 2020)(Luo et al., 2018), phase-change materials (PCM)(Li, 

Darkwa, & Kokogiannakis, 2017)(Elarga, Goia, Zarrella, Dal Monte, & Benini, 2016), plants (Yang, 

Yuan, Qian, Zhuang, & Yao, 2018), or thermochromic smart materials (Iken et al., 2019)(Liang et 

al., 2017). Predicting the thermal performance of DSFs, including conventional types, is far more 

complex than for other building envelope elements. Transports of heat, mass, and momentum in DSFs 

are highly dynamic and nonlinear, constantly driven by the varying boundary conditions and 

influenced by the construction features. Therefore, it is not a straightforward task to determine how 

the thermophysical behavior of DSFs is dictated by environmental, structural, and operational factors. 

Systematic research, both numerical and experimental, is the best way to translate the complexity of 

underlying processes in DSF systems into more accessible and pragmatic relations between the 

impacting factors and DSF behavior.  

Nevertheless, these studies are very rare, which is one of the reasons why these links are generally 

not well understood and quantified. For that reason, decisions regarding the design and optimization 

of DSFs are not straightforward and may lead to performances far below expected, and even worse 

than those of conventional envelopes (Pasut & De Carli, 2012). Expertise in underlying physical 

processes and knowledge of prevailing on-site climatic conditions are required in the design phase to 

select suitable optical and geometric properties of glazing, shading device, cavity, and openings. 

Moreover, decisions regarding real-time optimization, including control of ventilation strategy and 

shading device, are even more complicated, and few researchers have addressed this. The flexibility 

offered by DSFs adds costs to architectural solutions, which may not always be a justified trade-off 

against high-performance single-skin facades (Bonham, 2019b). Nowadays, control strategies for 

ventilation and blinds in DSF systems are being developed (Gomes, Santos, & Rodrigues, 2014; Oh, 

Lee, & Yoon, 2012). However, their further development and success, to a large extent, depends on 

whether systematic investigations support them.  

1.1.3 Experimental and numerical methods to investigate DSFs 
 

Experiments and numerical modeling represent powerful tools for engineers and researchers to study 

DSF behavior and expand knowledge on heat transfer and fluid dynamics in such systems. According 

to Dopudi, numerical models can be grouped into three classes, depending on how detailed the cavity 

is modeled: simplified, zonal, and computational fluid dynamics (CFD) models (Dopudi, 2017). 

However, to address the full complexity of DSFs, modeling needs to be capable of representing heat, 

mass, and momentum transfer with a high degree of accuracy and detail (Gavan, Woloszyn, Kuznik, 
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& Roux, 2010). CFD modeling is the only type of numerical modeling capable of accurately capturing 

temperature and velocity fields (especially in the cavity), from which precise thermal and energy 

performance indicators can be derived. CFD modeling can be used for optimization purposes in the 

design phase, such as selecting the most favorable glazing or shading device type. It can also be used 

to extract simpler models that are easy to employ for real-time optimization, usually limited to a 

specific DSF type. The main advantage is higher flexibility than experiments when it comes to the 

comprehensive study of complex interactions between construction features and boundary conditions. 

However, at the same time, numerical simulations are highly dependent on experiments, as 

unvalidated results can give an erroneous picture of thermal and fluid-dynamic behavior. Due to the 

complex numerical set-up and detailed information they offer, CFD simulations require high 

computing and time costs. Furthermore, due its nature, only steady state or short-time transient states 

can be studied with CFD, which is why they are used mainly for research purposes far from everyday 

use.  

 

Fig. 4. – Sketch of a natural and controlled experiment 

Experimental studies represent the principal and most reliable source of information for building 

knowledge on any phenomena, without which numerical models cannot be used properly. Generally, 

two types of experiments can be recognized: natural and controlled. In natural experiments, the test 

element is exposed to actual, outdoor, and transient conditions, while in controlled experiments, the 

surrounding environment is manipulated. In the latter experiment type, a mock-up is usually placed 

in a facility where the thermal or radiative environment can be controlled. For example, a climate 

simulator consists of two chambers intended to replicate the indoor and outdoor environment, with 

the mock-up placed in-between. Some facilities can simulate wind conditions, such as wind tunnels, 

but testing a real-scale DSF mock-up is challenging. 

The first experiments that could be indirectly linked to the processes taking place in DSFs were 

realized in the second half of the twentieth century, where the heat and fluid flow were observed in 

the cavity between two vertical and opaque parallel plates (Batchelor, 1954)(Eckertf & Carlson, 

1961)(King, 1989). At the beginning of this century, the first experiments with real DSFs as mock-
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ups appeared, and all of them were natural (Zöllner, Winter, & Viskanta, 2002)(Manz, Schaelin, & 

Simmler, 2004)(Saelens, 2002). The scientific community had to wait until 2007 for the first 

experiment in a controlled environment, where the solar irradiance could be manipulated in addition 

to temperature (Mei et al., 2007). After the experiment at Loughborough University, only two 

laboratories provided testing of DSFs in both thermally and radiative controlled environments, the 

Center de Thermique de Lyon CETHIL (Gavan et al., 2010) and the Building Physics Laboratory at 

the İzmir Institute of Technology (Inan, Basaran, & Erek, 2017). No experiment has been performed 

to date in which thermal and radiative environments were controlled in addition to wind conditions. 

No more than thirty experimental campaigns, where conventional DSFs (testbeds) were subjected to 

experimental investigations of varying complexity levels, have been performed under natural and 

controlled conditions. In most experiments, the temperature of various constructive elements was 

measured along with heat flux, incident, and transmitted solar radiation. The complexity of the 

experiments differed on the detailedness of the temperature field monitoring. For example, whether 

the temperature of the glazing surface was measured at only one point or multiple points were used. 

Also, how closely the physical quantities in the DSF cavity were monitored, whether temperature 

profiles could be extracted, and whether it was possible to obtain the airflow rate and velocity 

distribution in the cavity. The largest uncertainty in DSF thermal/energy performance assessment 

originates from the airflow measurements in the cavity since the instruments intended for measuring 

velocity and temperature represent perturbations in momentum fields. Generally, we can distinguish 

three categories of experimental airflow assessments: bulk airflow, direct velocimetry, and non-

intrusive techniques. Each of these techniques differs in complexity and depth of insight they offer. 

Most experimental studies on DSF behavior use bulk airflow techniques, such as gas tracer techniques 

(Zeng, Li, Li, & Zhu, 2012)(Corgnati, Perino, & Serra, 2007)(Marques da Silva, Gomes, & 

Rodrigues, 2015), pressure difference methods (Manz et al., 2004)(Başaran & İnan, 2016), or one-

point measurement of velocity to determine the bulk airflow (Zhang, Gang, Wang, Xu, & Du, 

2019)(Curpek, Cekon, & Hraska, 2019). Very few experiments allowed the assessment of airflow 

patterns and velocity distribution in the cavity using multi-punctual direct velocity measurement,  

such as velocity profile method VPM (Zöllner et al., 2002)(Kalyanova & Heiselberg, 2008)(Mei et 

al., 2007)(Gavan et al., 2010)(Hassanli, Hu, Kwok, & Fletcher, 2017) or particle image velocimetry 

(PIV)(Safer, 2006)(Sánchez, Giancola, Blanco, Soutullo, & Suárez, 2019). 

Unlike natural experiments, investigations in a controlled environment offer the possibility of 

focusing on certain phenomena by deliberately setting boundary conditions and even repeating or 

adjusting tests to make the effects of a specific phenomenon more detectable. In such investigations, 

parametric analyses are often performed based on a series of experiments in steady-state conditions. 
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The response of a particular performance indicator is examined through systematic alteration in 

controllable factors such as construction features or boundary conditions. In this way, controlled 

experiments offer a systematic and comprehensive approach to studying cause-and-effect 

relationships between variables in a system or process. The reason why there are more CFD studies 

than experimental studies lies in the high economic costs and the complex setup of experiments. The 

obtained results depend highly on the accuracy of instruments, reliability of measurement methods, 

and compliance with measuring procedures, which are most often non-standardized and insufficiently 

researched when it comes to DSF. Experiments in a controlled environment are even more sparse due 

to even higher expenses and specialized facilities not always being available for research. 

1.2. Research objective and scope 
 

1.2.1. Problem statement 
 

This Ph.D. project is framed within the broader project: REsponsive, INtegrated, VENTilated - 

REINVENT – windows, financed by The Research Council of Norway, under the program 

FRINATEK – Young Research Talents. The project aims to introduce substantial innovation in how 

transparent facade elements are conceived and managed. On the one hand, the project aims to deepen 

understanding of the performance and the challenges of integrating dynamic components into 

building envelopes. On the other hand, it seeks to develop an advanced façade system for enhanced 

energy and environmental performance. The project involves designing, manufacturing, and testing 

a flexible and integrated façade system with incorporated sensing and control logic technology based 

on a double-skin façade architecture suitable for new and refurbished buildings. The research project 

is led by the Faculty of Architecture and Design (NTNU) with Hydro Extrusion AS as an industrial 

partner and SINTEF as a scientific partner. A collaboration with the Polytechnic University of Turin 

and Aalto University took place as well, and the results of this joint effort are also reflected in this 

doctoral thesis. 

Double-skin facades are not a novel concept, but their more significant application only began in the 

1990s. Due to their complex nature and to the absence of well-established building practice, a set of 

guidelines on designing DSFs to meet the building energy needs and users’ requirements in terms of 

comfort do not exist. Unlike static envelope elements, transport processes in DSFs are highly coupled 

and dependent on interaction with construction features and external stimuli, meaning that the 

variability of exchanged energy and mass fluxes are also significantly greater. DSFs interact with the 

indoor and outdoor environment quite differently from traditional façade elements, such as opaque 

façades or windows, meaning that standard metrics (U- and g-value) are not good indicators of 
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thermal and energy performance of DSFs. Therefore, standardized procedures for assessing the 

performance of existing DSFs do not exist, meaning that the improvement and optimization of 

existing facades are more of a research process full of uncertainty than a well-established procedure. 

Although underlying physics and governing laws behind processes occurring in DSFs are more or 

less well understood, they are not translated into practical knowledge on DSF performance. For 

example, regarding the extent and how construction features, operational modes, and boundary 

conditions affect the thermophysical behavior of DSFs. 

From the theoretical considerations in the previous section, it is clear that DSFs have been the subject 

of research, both experimental and numerical, for only twenty years. With such a short period of 

interest with a relatively small number of studies and insufficient experience from building practice, 

the scientific community has not been able to build a comprehensive knowledge base on thermal and 

fluid-dynamics behavior. This is best reflected through the typical problems DSFs encounter, such as 

overheating in a hot season or insufficient air preheating in cold periods. It is entirely wrong to say 

that these are common problems that are not solvable; rather, they are, in fact, examples of poorly 

designed DSFs or non-optimized functioning. The maximum potential of DSFs can be exploited once 

it is quantified and understood how different arrangements of construction features and operational 

modes in combination with boundary conditions influence the heat transfer and fluid dynamics in 

DSFs. In general, it can be said that the combined effects of environmental conditions, construction 

features and operational modes on the thermal and energy performance of DSFs are less known and 

studied, which represents an obstacle to optimal DSF design and operation.  

Experiments in a controlled environment, especially when it comes to the simultaneous regulation of 

several flow drivers (such as solar irradiance, temperature difference, and wind conditions), represent 

valuable potential for examining these interactions and broadening the knowledge of cause-and-effect 

relationships in DSFs. Systematic investigations can translate these complex and (sometimes) 

nonlinear interrelations into accessible and practical relationships and provide answers to what extent 

and how various factors influence DSF performance. Moreover, the results of controlled experiments 

enable the validation of CFD models, which are another tool offering the opportunity to study DSFs 

more comprehensively. However,  few experiments have been able to fully replicate and control the 

complexity of the external environment, which is one of the main reasons the knowledge base on 

DSF behavior is expanding slowly. To my best knowledge, only three laboratories (Gavan et al., 

2010; Inan & Basaran, 2019; Mei et al., 2007) have run experimental campaigns in which real-scale 

DSFs were placed in facilities where the thermal and radiative environment was manipulated. 

Furthermore, no experiment has been performed where the surrounding temperature, incident solar 

radiation, and wind conditions were controlled simultaneously. 
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Generally, we can identify the following research gaps in the form of insufficient knowledge on: 

• the overall impact of factors over a wide range of boundary conditions (comprehensive 

depictions of thermal and fluid behavior of DSF), 

• the combined effect of several factors, i.e., interactions between construction features, on the 

thermophysical behavior. 

Research gaps in the form of insufficient knowledge are caused by the lack of research on a given 

topic. In this case, how certain factors and their interactions influence the thermophysical behavior 

of DSF. Therefore, we can recognize a lack of systematic investigations in a controlled environment, 

especially those where two or more factors can be held constant, as a valuable resource for better 

understanding cause-and-effect relationships in DSF systems. 

1.2.2. Research questions and objective 
 

This doctoral study aims to fill these research gaps by expanding knowledge on DSF thermophysical 

behavior and quantifying how DSF performance is influenced by construction features, operational 

modes, and environmental conditions. Moreover, this research aims to demonstrate how experimental 

methods can be applied to successfully investigate thermophysical behavior of DSFs as atypical 

building envelope elements. A flexible experimental testbed was designed and developed, which, 

combined with optimized experimental procedures, offered the possibility to fill the existing 

knowledge gaps. Several experimental campaigns aimed at thoroughly examining the DSF 

performance were carried out. 

Therefore, the main research question around which the doctoral research is centered is: 

“To what extent and in what way is the thermophysical behavior of a DSF influenced by 

construction features, operational modes, and boundary conditions?” 

The main research question can be divided into more specific sub-questions to facilitate decomposing 

a rather large problem into attainable elements to be systematically investigated. 

• Which cause-and-effect relationships between construction features, boundary conditions, 

and thermophysical behavior of DSFs have been identified? Which of these are less 

understood?   

• What is (are) the most suitable experimental method(s) to systematically investigate how 

the thermophysical behavior of DSFs is influenced by construction features, operational 

modes, and boundary conditions? 
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• What factors and interactions affect, and in what way, the heat transfer and the air 

dynamics in single-story DSF naturally ventilated over a wide range of boundary 

conditions typical of the summer period? 

• In what way does mechanical ventilation interact with venetian blinds when it comes to 

the utilization of accumulated heat in a cavity? 

The first research sub-question relates to the problem statement and identifying research gaps, while 

the second relates to developing a methodological approach for solving the previously recognized 

problem. The answers to the last two research sub questions represent the results and new knowledge 

about the thermophysical behavior of DSFs obtained by applying the previously developed 

methodological approach. These research questions are answered through published or recently 

submitted research and review articles in highly influential scientific journals. Four published 

conference papers are not presented in the thesis since they mainly provide the results of the initial 

research phase and do not bring any new findings compared to the articles. 

Table 1. – Journal article contributions 

 NAME AUTHORS JOURNAL 
Journal 
article I 
(Aleksandar 
Jankovic & 
Goia, 2021) 

Impact of double skin facade 
constructional features on heat 
transfer and fluid dynamic behaviour 

Aleksandar 
Jankovic, 
Francesco Goia 
 

Building and 
Environment, Vol 
196, June 2021, 
107796 
 

Journal 
article II 
(Aleksandar 
Jankovic, 
Chaudhary, 
& Goia, 
2021) 

Designing the design of experiments 
(DOE) – An investigation on the 
influence of different factorial designs 
on the characterization of complex 
systems 

Aleksandar 
Jankovic, Gaurav 
Chaudhary, 
Francesco Goia 

Energy and 
Buildings, Vol 
250, November 
2021, 111298 

Journal 
article III 
(Aleksandar 
Jankovic, 
Siddiqui, & 
Goia, 2022) 

Laboratory testbed and methods for 
flexible characterization of thermal 
and fluid dynamic behaviour of 
double skin facades 

Aleksandar 
Jankovic, M. 
Salman Siddiqui, 
Francesco Goia 

Building and 
Environment, Vol 
210, February 
2022, 108700 

Journal 
article IV 
(Aleksandar 
Jankovic, 
Gennaro, 
Chaudhary, 
Goia, & 
Favoino, 
2022)  

Tracer gas techniques for airflow 
characterization in double skin 
facades 
 

Aleksandar 
Janković, Giovanni 
Gennaro, Gaurav 
Chaudhary, 
Francesco Goia, 
Fabio Favoino 

Building and 
Environment 
Volume 212, 15 
March 2022, 
108803  

Journal 
article V 
(Aleksandar 

Characterization of a naturally 
ventilated double-skin façade through 
the design of experiments (DOE) 

Aleksandar 
Jankovic, 
Francesco Goia 

Energy and 
Buildings 
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Jankovic & 
Goia, 
2022a) 

methodology in a controlled 
environment 

Volume 263, 15 
May 2022, 
112024 

Journal 
article VI 
(Aleksandar 
Jankovic & 
Goia, 
2022b) 

Control of heat transfer in single-story 
mechanically ventilated double skin 
facades 

Aleksandar 
Jankovic, 
Francesco Goia 

Sent for review to 
Energy and 
Buildings in May 
2022 

Conference 
paper I (A 
Jankovic & 
Goia, 2019) 

A simulation study on the 
performance of double skin façade 
through experimental design methods 
and analysis of variance 

Aleksandar 
Jankovic, 
Francesco Goia 

IOP Conference 
Series: Materials 
Science and 
Engineering, 
Volume 609, 
2019, 062003 

Conference 
paper II (A 
Jankovic, 
Goia, 
Eckert, & 
Müller, 
2019) 

A test bed for thermal fluid dynamic 
analysis of double skin facade systems 

Aleksandar 
Jankovic, 
Francesco Goia  

IOP Conference 
Series: Materials 
Science and 
Engineering, 
Volume 609, 
2019, 032006 

Conference 
paper III 
(Aleksandar 
Jankovic, 
Gennaro, 
Chaudhary, 
Goia, & 
Favoino, 
2021)  

Gas traces techniques for airflow 
characterization in double skin 
facades 

Aleksandar 
Janković, Giovanni 
Gennaro, Gaurav 
Chaudhary, 
Francesco Goia, 
Fabio Favoino 

Proceedings of 
15th RoomVent 
virtual 
conference: 
Energy Efficient 
Ventilation for 
Healthy Future 
Buildings, 2021, 
s. 226-229. 

Conference 
paper IV 
(Siddiqui, 
Jankovic, & 
Goia, 2021) 

Design and testing of a flexible test 
bed for thermal and fluid mechanic 
investigations of double skin facades 

Aleksandar 
Jankovic, M. 
Salman Siddiqui, 
Francesco Goia 

Proceedings of 
15th RoomVent 
virtual 
conference: 
Energy Efficient 
Ventilation for 
Healthy Future 
Buildings, 2021, 
s. 558-561. 

 

1.2.3. Structure of the research 
 

All research questions are related to specific activities within the doctoral project, which can be 
identified as: 

1) The state of the knowledge; 

2) Development of the experimental testbed; 

3) Designing the experiment in a controlled environment; 

4) Experimental campaigns in the controlled environment; 
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Figure 5 shows how this doctoral research is organized through activities and how these activities are 

related to the overall aim of the study, research questions, and contributions through publications. 



15
  

 
Fi

g.
 5

. -
   

R
el

at
io

ns
 o

f r
es

ea
rc

h 
qu

es
tio

ns
, a

ct
iv

iti
es

, a
nd

 p
ub

lic
at

io
ns

 w
ith

in
 d

oc
to

ra
l r

es
ea

rc
h



16 
 

1.3. Research methodology 
 

The main activity around which the doctoral research revolved is the experimental testing of a full-

scale DSF prototype in a climate simulator at the shared laboratories of NTNU and SINTEF. This 

involved equipping the test element with sensors, developing the onboard system for monitoring and 

control, calibrating set-up, designing and performing the experiments, and analyzing experimental 

data. Accordingly, a calibrated testbed for experimental analysis was developed, which was used (and 

is being used still) to assess the thermo-fluid behavior of DSF systematically. In planned experimental 

activities, numerous operational modes and configurations of the DSF were tested under different 

boundary conditions.  Experimental analyses aimed to assess the energy performance and investigate 

the complex interrelation of thermophysical phenomena occurring in the systems, that is, the 

thermophysical behavior of the DSF in relation to cavity features, shadings, airflow rates, and more. 

The results of each of these research activities aimed to provide the answers to one or more of the 

research questions. 

1.3.1. The state of the knowledge 
 

This research activity aimed to systematically synthetize the current knowledge provided in the 

literature on the cause-and-effect relationships between construction features, operational modes, and 

boundary conditions and the resulting thermophysical behavior of DSFs. The body (of knowledge) 

was built and systematically organized by analyzing all previous relevant experimental and numerical 

research investigating topics of interest. The relevant publications for review were identified using 

the academic web search engines (Google Scholar, ScienceDirect, and Scopus) using specific 

keywords. The so-called snowball method (Wohlin, 2014) was then employed to expand the 

collection of publications (articles in journals and, to a lesser extent, doctoral dissertations and 

conference papers) as a source of information. Personal experience and general knowledge of heat 

transfer and fluid mechanics phenomena were used to complement and shape the information found 

in the literature. This was especially evident in systematizing the influence of structural elements and 

drawing conclusions and generalizations from the reviewed sources. In addition to shaping the current 

knowledge about thermophysical behavior, an overview of methods appropriate for such 

investigations (both experimental and numerical) was provided. Finally, knowledge gaps regarding 

methods for investigation and unexplored aspects of DSF behavior in the literature were pinpointed.  

The literature review indicated a further course of research by recognizing problems not addressed in 

the current state of knowledge and determining the way in which they could be tackled. More 

precisely, what aspects of the thermophysical behavior of DSFs need to be studied and how that 



17 
 

should be done. Therefore, besides answering RQ1, this research activity aimed to answer the 

following sub question: “How can relationships in complex systems, such as DSFs, be studied?”. 

Besides formal review, activities in this phase of the research and associated publication (Aleksandar 

Jankovic & Goia, 2021) can be considered a state-of-the-art review since the publication history on 

experimental and numerical studies of DSFs only spans the last 20 years.  

1.3.2. Development of the experimental testbed 
 

In the framework of this activity, a flexible testbed was developed that, combined with optimized 

experimental procedures, would increase the possibilities for comprehensive and systematic 

investigation of DSF behavior and performance. The testbed was designed as an adaptable DSF 

mock-up equipped with a system for measurement and control of the experiment, placed into a 

cutting-edge climate simulator with an integrated artificial solar system. Features of this experimental 

testbed enabled relatively easy investigation of the response of thermophysical indicators to different 

configurations, operational modes, and boundary conditions replicated in the climate simulator. As 

such, it was possible to investigate how construction features, environmental conditions, and 

interactions among them influence the thermal and fluid dynamics behavior of a DSF. Activities at 

this stage of the research led to the publication of the article (Aleksandar Jankovic, Siddiqui, et al., 

2022), where possible characterization methods suitable for addressing open questions about DSF 

thermophysical behavior were presented, including systematic investigations. This activity required 

the most time within the entire research, representing a central part of the doctoral study that paved 

the way for its overall success.  

The methodological approach in this research activity can be divided into four steps: 

I) Development of DSF mock-up; 

II) Equipping the DSF mock-up with sensors and control features; 

III) Airflow measurements by various techniques; 

IV) Verification of the experimental set-up and preliminary measurements. 

Development of DSF mock-up - The DSF mock-up was conceived as a flexible real-scale DSF 

prototype that can change its features. It was possible to manipulate the depth of the cavity, the slat 

angle of venetian blinds, size of the opening, fan speed, and airflow path by closing two of the four 

possible openings (Figure 6). The test element was planned to be subjected to a series of experimental 

investigations in the climate simulator located at the shared facilities of NTNU and SINTEF in 

Trondheim. The facility consists of two chambers for replicating indoor and outdoor conditions in 
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terms of air temperature and humidity conditions. The chamber replicating external conditions 

contains a solar simulator that can irradiate energy of maximum intensity of around 1000 Wm-2. 

 

Fig. 6. -   Alterable features of the DSF mock-up 

Equipping the DSF mock-up with sensors and control features - Instrumentation of the DSF mock-

up with sensors and control features required a long and thorough engagement. Over 70 sensors were 

installed for monitoring thermal and velocity fields in the cavity, temperature and irradiance 

distribution on the glazing and shading device, transmitted solar radiation, heat flux through glazing 

surfaces, and much more. Apart from standard metrics, such as U- or g-value, measurements of all 

other quantities in the DSF are not standardized. Therefore, selecting sensor type, positioning, and 

protection against adverse effects and providing physical support had to be guided by experience and 

best practices from literature. Recommended methods available in the literature were implemented to 

reduce the adverse impact of solar irradiance on temperature, heat flux, and airspeed measurements. 

For example, sensors were protected from additional heating from absorbed solar radiation by placing 

adhesive reflective aluminum tape in the suggested way.  



19 
 

Many sensors and control functions of the test element had to be connected into one system to monitor 

and control the experiment. The hardware of the communication system was made by wiring the 

sensors and control functions to devices that can communicate with and power them. The monitoring 

and control system software was developed in the LabVIEW environment. It was equipped with a 

graphic interface and built to control the measurements and main functions of the test element in real-

time (cavity depth, fans rotation, shading proximity to glazing, and blind angle). 

Airflow measurements by various techniques - The airflow rate measurements in the cavity represent 

the most delicate part of the experimental characterization of the thermal and fluid-dynamics behavior 

of the DSF. Techniques can be grouped into three main categories: bulk airflow, direct velocity, and 

non-intrusive velocity measurements; each of them has its advantages and disadvantages, differing in 

the complexity of the experimental set-up and the amount of information they can provide. In order 

to determine which method would best suit the planned tests, a separate experimental campaign was 

conducted to assess how reliably various techniques can characterize airflow. The campaign was 

conducted in outdoor conditions using a full-scale mock-up installed in the outdoor test facility at the 

Politecnico di Torino, where an effort was made to achieve the highest possible control over the 

experimental domain. In addition to determining airflow rate by direct velocity measurement, two 

other techniques were tested; the constant injection and the decay method. One of the aims was to 

expand the knowledge about tracer gas techniques that are rarely employed in DSFs and see what 

limitations may be encountered in characterizing airflow rate. 

In order to achieve this, it was necessary to equip a full-scale mock-up of a DSF installed on an 

outdoor test facility with multiple sensors and run several experimental rounds. Different techniques 

for airflow rate measurement were employed over multiple airflow ranges generated by varying 

controllable features, i.e., the opening size and the fan speed. The measurement results obtained by 

the considered techniques were compared and supplemented by statistical analysis to obtain a more 

comprehensive picture of the relevance and the role of controllable and uncontrollable variables. 

Finally, based on experiences from the entire experimental campaign, a better insight was gained into 

the limitations linked to the instruments, requirements in terms of the experimental set-up, and 

applicability of each technique. The outcomes of this experimental campaign were published in the 

journal article (Aleksandar Jankovic, Gennaro, et al., 2022). 

Verification of the experimental set-up and preliminary measurements - Although all deployed 

sensors were factory calibrated without further adjustment, periodic checks of their functionality were 

performed. For example, coherence tests between temperature sensors were performed approximately 

twice a year by comparing measurements of different sensors in thermal equilibrium. Similarly, 
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coherence tests between the same types of energy flux meters were performed by placing them close 

to each other, after which a stimulus of the same intensity was induced towards all. Sensors deviating 

from others by a larger quantity than the instrumental uncertainty were replaced or calibrated with 

respect to more accurate sensors. Finally, it was assessed how reliably the airflow rate could be 

determined in certain ranges by the chosen velocity profile method (VPM), as this method was 

selected to balance the accuracy and complexity of the experimental setup. The evaluation was done 

with respect to measurements obtained using an ultrasonic flowmeter, a technique that allows highly-

accurate measurements using a special setup in laboratory conditions. 

Prior to experimental campaigns aimed at thermophysical characterization of the DSF, the entire 

experimental testbed underwent preliminary testing, where four different types of experimental 

investigation with various levels of complexity were performed. From one side, this activity aimed 

to validate the experimental testbed by comparison with expected (theoretical) results. From the other 

side, the intention was to examine the possibilities offered by this flexible experimental testbed in 

terms of suitable characterization methods: measurement of standardized metrics, one-factor analysis, 

design of experiment, and dynamic profiles measurement.  

1.3.3. Designing the experiment in the controlled environment 
 

Previous research activity has indicated the possibilities for systematic characterization offered by 

the developed experimental testbed when paired with the various experimental methods. In this 

research activity, the focus was placed on optimizing the DOE methodology as the selected 

methodology to make the most of the experimental testbed. The DOE quantifies, in a systematic and 

efficient way, the relations between input variables (i.e., factors) and output variables (i.e., responses 

or performance indicators). In order to identify and link the influence of factors and interactions 

among them to the response quantities, a series of tests (experimental runs) needs to be devised 

systematically, where several factors are altered across each run. These series in which deliberate 

changes are made to the input variables are called experimental designs (or arrays). Their 

characteristics affect the outcome of the experiments, so the choice of representative runs that can 

sample the experimental domain effectively is crucial. After selecting the appropriate experimental 

design, a series of tests (experimental runs) are performed according to the pattern, after which 

statistical tools, such as ANOVA and regression analysis, are then employed to process the results. 

Finally, based on the statistical analysis results, it is determined to what extent and how the selected 

factors and interactions influence the indicators of the behavior of some process or system. 
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Since there are many experimental designs available for characterization, this research activity aimed 

to find an optimal array that would offer a comprehensive insight into the DSF behavior using as few 

resources as possible. That was not a straightforward task as, on the one hand, the thermophysical 

processes occurring in DSFs are very complex and nonlinear and, therefore, are not easy to describe. 

On the other hand, experiments in a controlled environment are rigid and highly demanding in terms 

of time and material resources. This research activity resulted in the journal article (Aleksandar 

Jankovic, Chaudhary, et al., 2021), which further clarified the answer to RQ2 by developing a set of 

guidelines for selecting optimal DOE. The following sub questions were answered to accomplish this: 

“What features should an experimental design have to adequately characterize the behavior of 

dynamic envelope elements, such as a DSF? What are the recommended steps to be followed to 

design experiments optimally?” 

Finding optimal design was tackled through a case study, where the thermal and fluid-dynamic 

behavior of an advanced façade system was examined through building performance simulation tools 

and many different experimental designs. An effort was made to identify general guidelines that can 

facilitate finding optimal experimental designs for different types of investigations and processes, 

thus overcoming the specific case used in a case study. A wide range of experimental designs was 

compared and analyzed using numerical simulations to find one or more optimal designs that best 

and most efficiently describe the thermophysical behavior of the advanced façade system 

(mechanically ventilated DSF). Nearly half a million simulations were performed to evaluate the 

performance of more than 30 different DOEs by comparing their outputs with full factorial design 

(FFD) as the “ground truth.” The assumption that the behavior of a system seen by the FFD is very 

similar to its actual behavior was not so far from the real truth since this design combines all the 

different levels and variables, allowing insight into the impact of every single permutation on the 

response variable.  

1.3.4. Experimental campaigns in the controlled environment 
 

The methodological approach, developed through building performance tools and simulation, needed 

to be validated with physical experiments with the DSF in a climate simulator and then employed to 

learn as much as possible about the thermophysical behavior of DSF. Therefore, two experimental 

campaigns, one with a naturally- and the other one with a mechanically-ventilated DSF, were 

performed in a controlled environment. In the first one, different configurations of a naturally-

ventilated one-story DSF were exposed to a series of boundary conditions typical of the summer 

period replicated in the climate simulator. The developed experimental testbed was utilized through 

a systematically designed series of experiments to expand knowledge about the influence of 
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construction elements (venetian blinds and the opening size), boundary conditions, and their 

interactions on the thermophysical behavior of naturally-ventilated DSF. The results from this 

experimental campaign and the adopted methodology were presented in the journal article 

(Aleksandar Jankovic & Goia, 2022a).  

In order to accomplish defined objectives, four applicable experimental designs were chosen 

according to the recommendations given in the previous research activity. Afterward, a series of 

experiments was performed using the climate simulator according to selected arrays. Data were 

collected and processed by ANOVA and associated statistical methods. Outputs from selected 

experimental designs were compared quantitively and qualitatively in order to identify common 

patterns in the behavioral depictions. Based on the resemblance between obtained characterizations, 

it could be assessed with a reasonable degree of accuracy which factors affected and in what way heat 

transfer and air dynamics in the DSF. The conclusions drawn here were intended to provide the 

answer to RQ3. Moreover, a comparison between designs led to synthesizing the main take-home 

lessons when it comes to using different experimental designs to characterize complex systems, such 

as DSFs. They were expected to be consistent with those derived in the simulation-supported study, 

which would validate the simulation-developed approach for finding the optimal design. 

The effect of mechanically-induced airflow and venetian blinds in control of heat transfer in the one-

story DSF was assessed in the second campaign. Unlike in the first experimental campaign, the impact 

of environmental factors (boundary conditions) was not examined here to gain a deeper insight into 

the extent of the influence of operable factors. Therefore, fixed boundary conditions were selected 

for two representative situations, according to which the appropriate ventilation modes were adapted. 

More precisely, supply-air ventilation mode for mid-season/winter conditions and outdoor air curtain 

for summer. A series of experiments were performed using a full-scale mock-up combined with a 

climate simulator, according to the full factorial design, where ventilation rate and venetian blind set-

up were altered. After data collection, an analysis was performed to assess how effective chosen 

controllable elements were in preheating and delivering fresh air in supply-air mode and removing 

excess heat accumulated in the cavity in the outdoor air curtain mode. One journal article (Aleksandar 

Jankovic & Goia, 2022b) was developed and sent for review based on the results of this experimental 

campaign, and the conclusions drawn there were directed to answer RQ4. 
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2. Impact of double skin facade constructional features on heat transfer 
and fluid dynamic behavior 
 

2.1. Abstract 
 

Double skin facades (DSF) are an interesting and important architectural element in buildings as they 

are visually very attractive and can, at the same time, lead to better performance than single skin 

facades. DSFs need to be properly designed and operated, or their potential benefits might vanish. 

For this reason, the physical processes occurring in a DSF should be well understood and predicted. 

However, they are highly dynamic and in constant interaction with each other, and they depend on 

the geometric, thermo-physical, optical and aerodynamic characteristics of the different DSF 

elements. This literature review reports experimental and numerical studies of DSFs that investigate 

and assess the cause-effect link between constructional features and the thermophysical phenomena 

occurring in the systems. These studies are analyzed to better understand the current knowledge 

available to design both naturally and mechanically ventilated DSFs. The review shows that it is 

possible to understand simple links between families of constructional properties and performance, 

but only when one parameter at a time is analyzed. General trends can be defined, such as that the 

optical properties and especially shading (when present) properties are driving factors for both 

mechanically ventilated and naturally ventilated DSF, while other features seem to be less relevant 

(at least alone) to determine the behaviour of these systems. However, the complex interaction 

between more than one constructional feature is seldom investigated, if not completely explored, and 

this leaves a relatively large knowledge gap to support the optimal design and operation of DSF 

systems. 

Graphical abstract 
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 2.2. Introduction 
 

A double skin façade (DSF) is composed of a multi layered structure, most often a highly transparent 

one, which has an external and internal layer, and a ventilated buffer space in between, sometimes 

hosting a device for solar and visual gain control [1]. DSFs can assume a different appearance and 

can be realized with different layouts, usually called Box Window, Shaft-Box, Corridor DSF, and 

Multi-Storey DSF (Fig. 1), relaying either on naturally induced or on mechanically induced airflow 

in the ventilated cavity, where by the last one is considered the flow driven by a powered fan.  

A double skin façade is, in theory, an advanced system to manage the interaction between outdoors 

and the internal spaces due to its flexibility [3] thanks to the possibilities enabled by the different 

airflow paths that can be created in the DSF, ranging from outdoor air curtain to indoor air curtain, 

from supply air to exhaust air, and to the so-called climate façade configuration, with the possibilities 

to stop the ventilation flow and obtain a thermal buffer space (Fig. 2).  

Besides better thermal performance and abundant daylight, a DSF brings visual attractiveness and 

provides an improvement in sound insulation, thermal comfort [5]. However, the large glazed surface 

can underperform conventional envelopes if they are not well designed and managed [6], for example 

through control of the ventilation flow and the activation of the shading devices in the DSF system 

[7,8].  

The benefits that a DSF brings to the indoor environmental quality are of great interest to the 

professional and scientific community, while the interaction of DSFs with the outdoor urban 

environment is a less explored topic. The atypical radiative surface properties of DSF, where the 

outer skin is often almost fully glazed, may influence the overall energy balance in the urban 

environment, potentially leading to what is known as the urban heat island effect. However, some 

latest researches show that, contrary to the negative effect of large vertical glazed surfaces on the 

urban heat balance, DSF may actually contribute to dampening the urban heat island effect [9–11].  

The DSF is widely explored as a technological solution, but it is not straightforward to link the 

constructional features of a DSF to its thermal and fluid mechanic behaviour. Transport of mass, 

momentum, and heat/ energy are highly dynamic and in constant interaction, and driven by the indoor 

and outdoor temperatures, the wind speed and direction, the intensity of incoming/outgoing radiation, 

and the pressure difference between the cavity and the two surrounding environments. Only once all 

the physical processes are understood, design actions (e.g. selecting and optimizing the constructional 

features of the DSF as. geometric, thermo-physical, optical and aerodynamic characteristics) [12] 

and the operational strategies can be consciously planned to achieve the desired performance goals. 
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Fig. 1. DSF classification: (a) Box Window, (b) Shaft-Box, (c) Corridor and (d) Multi-Storey double skin 

façade. Original figure in [11].   

 

Fig. 2. DSF airflow path alternatives. Derived from illustration in [12].   

 

Fig. 3. Schematic representations of the constructional features investigated in this study (exemplified 
for the case of an outdoor air curtain DSF). 
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Although much knowledge about transport processes in DSFs is known, we experienced that the 

literature still lacks a systematic overview of how the constructional configurations of DSFs (e.g. 

cavity features, shadings, and airflows) affect the performance of a DSF. Through a comprehensive 

analysis of the established knowledge available in the scientific literature, we aim with this article to: 

i) explicitly examine the link between constructional features and heat transfer and fluid dynamic 

behavior in DSF systems; ii) to show how such relationships can be studied; and iii) to identify 

current knowledge gaps and unexplored relationships. The constructional features that we consider 

in this work, grouped in Fig. 3 for the different components of the DSF, are:    

• geometric features:   

o dimensions of the cavity;   

o airflow path;   

o openings geometry;   

o shading position (and for venetian blinds, slat angle);   

• material properties:  

o glazing properties;   

o radiative surface properties of the shading system;   

o thermal properties of the shading system;   

• airflow rate (driven by the fan, only valid for mechanically ventilated DSF). 

The main objectives of this article are therefore: to review research articles that clarify the influence 

how different structural parameters of DSF in conjunction with boundary conditions influence its 

performance and behavior; through such a review, to highlight what are the best, or at least most used 

techniques for numerical and experimental analysis of DSF behavior; and finally, to identify the 

current knowledge, as well as the knowledge gaps and unexplored relationships in the literature.  

The identification of the relevant researches for review was done by using the freely accessible web 

search engines dedicated to scientific literature, using keywords to initiate the search of key 

documents, and then using a so-called snow-ball method to build up the corpus of manuscripts 

(articles in journals, and to a lesser extent doctoral dissertations and conference papers) used as a 

source of information. We also used our own experience and general knowledge of heat transfer and 

fluid mechanics phenomena to complement and assess the information we found in the literature.  

The paper begins with Section 2, with a short part that recalls the theoretical background of heat 

transfer and focuses on its most complex components, especially for DSF systems, i.e. the convective 

heat transfer. A systemized overview of experimental and numerical methods to study DSFs is 

presented in Section 3. Because of the nature of the most complex phenomena occurring in the DSF, 
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after a brief general classification, when talking about numerical methods we place the focus on 

computational fluid dynamics (CFD) approaches, as they are the most advanced simulation technique 

to unveil the relationship between constructional features and fluid mechanic behaviour. In Section 

4, based on the lessons learned from the literature, we summarize the explicit links between different 

families and sub-categories of constructional parameters and the fluid mechanics and thermal 

behavior of DSFs. The article is concluded with Section 5, where we give a comprehensive overview 

of the identified current know-how and knowledge gaps to be explored in the future to support a more 

grounded design of DSFs 

2.3. Theoretical background 
 

The prediction of the thermal performance of a DSF is sensibly more complex than for other building 

envelope systems. The temperature field in the solid/fluid layers of a DSF is determined by the heat 

transfer mechanisms occurring in the layer and in the surroundings, which can be a combination of 

conductive, radiative and convective components. The weight of conduction in the total heat transfer 

in a DSF is almost negligible, is well understood, and usually modeled within each glass layer or 

shading if it is present, while it is disregarded in the air channel. Heat transfer by radiation (also 

called thermal radiation) occurs between glass layers, between these and the shading, and between 

the interfaces of the DSF and the surrounding environments. Radiative heat exchange, as all the other 

mechanisms, is strongly influenced by solar radiation absorption and other optical phenomena [13] 

of the glass panes and the shading surface. The physical-mathematical background behind these two 

modes of heat transfer is well understood [14] and is not particularly complex in DSFs. Likewise, the 

numerical modeling of these two types of heat transfer does not pose real problems.  

Conversely, the main uncertainty in the prediction of thermal performance of DSF originates from 

convective heat transfer and more complex knowledge on its physical and numerical background. 

The convective heat transfer is in its most general form described by the Newton law of cooling, 

where it is assumed that a rate of heat transfer by convection is proportional to the difference between 

surface and fluid temperature at an undisturbed location. In engineering practice, for internal flows 

such as double-skin facades, local temperature difference along cavity should be known, which is 

dependent on the distribution of both, temperature and velocity inside the cavity and on the surface 

of the glazing.  

For conduits such as the ventilated gap in a DSF, there are several additional factors/influences that 

brings complexity and stochasticity in a calculation, e.g. asymmetrical boundary conditions and 

mutual impact of bordering surfaces which is why the entire temperature field across the cavity is 

affected simultaneously by more than one convective heat exchange. Drivers of the flow vary 
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inconsistently (solar radiation intensity and incident angle, outdoor temperature and especially wind 

speed and direction), which introduces unsteadiness and randomness in the flow. If geometrically 

complex elements such as venetian blinds are part of a conduit and if the dependence of 

thermophysical properties of air and solid parts on temperature is considered, then identification of 

the relevant quantities describing heat transfer by convection (heat transfer coefficient, Nusselt 

number etc.) is much more complicated than for more general cases. Before numerical methods 

became more widely adopted because of increased possibilities given by available computational 

power, empirical and dimensional analysis have been usually employed for a development of 

relationship for Nusselt number and evaluation of heat transfer by convection. Nowadays, 

computational fluid dynamics (CFD) methods are considered suitable tools to obtain a 

comprehensive solution to these problems [15].   

2.4. Research methods to investigate the thermal and fluid mechanics phenomena in 
DSFs 
 

This section gives a brief description of the different modelling approaches and the reason why CFD 

modelling is the best approach to offer a full insight into the cause-effect relationship between 

different variables in DSFs. Experimental studies represent the first and more reliable source of 

information, though they suffer from the lack of flexibility given by CFD studies. Furthermore, 

experiments are very important as they represent the only way of calibration and validation of 

numerical models. 

 2.4.1. Numerical analysis  
 

A detailed numerical modelling of DSFs that wants to address the full complexity of these systems 

requires the combined representation of heat, mass, and momentum transfer [16]. Modeling and 

simulation of fluid dynamics in the DSF cavity requires a high degree of accuracy/detail to achieve 

a high degree of fidelity representation of the reality, and it is only possible to obtain with a specific 

type of numerical modelling (CFD or multi-zonal approach). However, different approaches to the 

modelling of phenomena in DSFs are seen with a different degree of accuracy, depending on the 

overall goal of the modelling activity. These approaches can be grouped in three categories, ranked 

in growing order of complexity of the model of the air cavity, according to the following list: 1) 

simplified models, 2) zonal models and 3) CFD models [17].  

Simplified models are the broadest category of models that is the least detailed and accurate. 

Simplified models cover different subcategories, such as: analytical and lumped, airflow-network 

and control volume models and models derived from the non-dimensional analysis [18]. They are 
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able to predict the thermal performance of DSF by means of simulating heat and mass transfer 

through bulk airflow rates, but they cannot simulate fluid dynamics (momentum transfer). The most 

frequently used type of simplified model are lumped models, which are usually employed for 

parametric optimization analysis, representation of the overall thermal characteristics of the DSF 

systems, and prediction of the energy performance of DSF as a design assisting tool [19]. They 

usually are mono-dimensional and assume constant temperatures on the surfaces and cavity of the 

DSF [17], where heat transfer is represented by Newton law of cooling and occurs between more 

than two isothermal boundaries. The solution is obtained by the construction of a thermal network 

characterized by a fictitious thermal resistances and capacitances [20]. Furthermore, building energy 

simulation tools couple the airflow network with thermal network in order to account the influence 

of airflow and pressure fields on heat transfer [21]. However, these models are represented by 

approximate relations, which do not reflect the thermal phenomena in detail and are, because of their 

intrinsic limitation, not fully representative of the complex interacting phenomena.  

In order to overcome these issues, an extension of the Newton formulation was proposed by 

Foroushani [22], where the convective heat transfer is represented by interaction between each pair 

of isothermal boundaries characterized by multiple functionality coefficients. The values of these 

multiple functionality coefficients can be calculated analytically or numerically by the so-called 

dQdT technique, which also can determine the limits of the applicability of the resistor-network 

model to the convection problem [23]. The extended Newton formulation and the dQdT technique 

were applied with a success to a wide variety of problems: natural [24,25] and forced convection 

[26,27], laminar [24,26] and turbulent flows [25,28], developed [26, 29] and hydrodynamically 

developing flows, constant- and variable-property flows [22]. This technique can be used for the 

improvement of accuracy of lumped models and calculation of more accurate convection coefficients 

(including heat transfer coefficient) for a wide range of DSF configurations, while still keeping the 

computational requirements for the simulation at a much lower level than for fully explicit models.  

Zonal models are more advanced representations than lumped parameter models and other types of 

simplified models. They offer an intermediate approach with half-way accuracy and computational 

cost between CFD and control-volume models. Zonal models divide the DSF system into coarse cells 

(larger than cells in CFD models), where conservation laws are formulated for each cell, without 

momentum equations [19]. Yet, these models rely on a series of assumptions (e.g. constant 

temperature within the zone, require semi-analytical formulations based on the knowledge of the 

flow physics) which need to be considered when assessing the relevance of the predictions.  

Computational fluid dynamics modelling divides a DSF system into a number of cells, where for 

each cell at least three conservation principles (mass, momentum and energy) must be satisfied [30]. 
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Partial differential equations representing these conservation principles (Navier-Stokes equations) 

can be numerically represented and solved by using finite difference or finite volume method. The 

second method is the most common method for discretization, except very few researches such as 

Han’s [31]. A certain number of researchers developed their own CFD code or software for thermal 

and air flow analysis of DSF [32,33], but most researchers in their studies use commercial or open-

source CFD software packages such as OpenFOAM, Ansys FLUENT, Tas Engineering, COMSOL 

or Phoenics. In general terms, the numerical solution can be obtained using three CFD approaches: 

direct numerical simulation (DNS), large-eddy simulation (LES) and Reynolds-averaged Navier-

Stokes (RANS) equations simulation with turbulence models [34].  

While DNS has not been used for modelling flow inside the DSF cavity, LES [35,36] has been 

adopted by some researchers who obtained excellent fit with experimental data, but none of them 

included solar radiation models [37,38]. Numerical results provided excellent statistics about 

turbulence quantities, which has been used later as a validation tool by other models of lower 

accuracy.  

The selection of a proper RANS turbulent model for the characteristic flow inside the cavity 

determines to the greatest extent the accuracy [39] of thermal and fluid dynamic simulation when 

this approach is chosen. Two-equation turbulent models are the most used category of models for 

building related researches, because they offer a good level of accuracy along with satisfactory 

computing time [39]. Among them renormalization group k-ε (RNG k-ε) is the most applied because 

it showed a very good performance in modelling naturally ventilated DSF [40]. In several studies, 

there was no need for the introduction of turbulence models, due to examination of laminar flow 

inside naturally ventilated cavities [41]. Besides turbulence models, other components in a CFD 

model that influence the level of confidence in the results and computation time are the pressure-

velocity algorithm, the type of computational grid, the uncertainty in boundary conditions, and the 

radiation model.  

The level of confidence in numerical simulations and in CFD models can be determined through an 

experimental validation procedure, but only a small number of CFD studies have validated both 

thermal and airflow (velocity) field, while most studies rely purely on the simulation or have 

validated only thermal part of the model.  

The main strength of CFD analysis is its ability to accurately simulate velocity, temperature and 

pressure field from which detailed information about thermal and energy performance of DSF can 

be extracted, though this comes at the cost of high computational time and resources needed. CFD 

analysis is usually employed for the process of optimization or resolving design issues: finding 

optimal cavity depth, materialization of DSF elements, selection of shading system, glazing type, 
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airflow path and examination of flow around venetian blinds. Furthermore, CFD can assess specific 

parameters such as convective heat transfer coefficient between the DSF surfaces and ventilated 

cavity. The results from CFD simulations can be used for developing simple correlations for 

parameters that describe thermal and energy performance of DSF (e.g. correlation between Nusselt 

and Reynolds/Rayleigh number) [42–44].  

2.4.2. Experimental analysis  
 

The first experiments that can be linked to phenomena occurring in DSF systems were carried out in 

the middle of the XX century and were intended for a better understanding of buoyancy induced flow 

between vertical opaque parallel plates [45,46]. These experiments were performed in a laboratory 

where the temperature or heat flux of bordering surfaces was controlled, investigating the turbulent 

behavior of the flow and not the overall thermal and energy performance of the system. Because a 

large number of quantities were monitored with the high spatial and temporal resolution, the results 

from these studies were later used as validation tools for more recent CFD models of DSFs [37,42].  

Experimental investigations can be divided into natural and controlled, depending on the possibility 

to control the surrounding environment. In natural experiments, the (full-scale) model of the DSF is 

exposed to a real outdoor (and indoor) transient environment, while in controlled experiments the 

outdoor conditions are replicated, where in the most cases only the thermal environment is controlled. 

Quite a few experiments were performed in both thermally and radiative controlled environments 

[16,43,47] and, to our best knowledge, no experiment was ever performed at controlled wind 

conditions. Usually, in these types of experiments, parametric analyses are done in steady state 

conditions and by deliberate variation of parameters such as physical properties of DSF (cavity depth 

or venetian blind angle) or boundary conditions (incident solar radiation or outdoor temperature).  

The thermal environment in a DSF is usually monitored by measuring surface temperatures of 

glazing and shading devices, the temperature of the air in cavity, as well as the temperature of all the 

other surfaces and volumes that are part or have an influence on boundary conditions. The air cavity 

measurements require the greatest attention when it comes to the complexity of the measuring system 

due to non-isotropic features of the flow and the air temperature in the cavity, where several vertical 

and horizontal temperature profiles need to be monitored. In general, temperature sensors need to be 

shielded against direct radiation and in some situations ventilated to avoid that the radiative heat 

absorbed by the shield affects the measurements [48]. These protection measures may reduce 

experimental error, but at the same time they may represent obstruction to the air flow in the cavity, 

and more in general a perturbation of the thermal field around the measurement point.  
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The fluid dynamics behavior can be monitored by three main classes of techniques: bulk airflow 

methods; direct velocimetry; and non- intrusive velocimetry.  

Bulk airflow methods determine bulk airflow rate inside ventilated cavities by measuring either the 

pressure loss across the cavity or by tracer gas technique. In the pressure difference method, airflow 

rate is estimated based on the pressure difference between the surface pressure at the opening and 

referent pressure inside of DSF, or across the cavity, where incense sticks can be used to judge the 

airflow direction [49]. This method is not suited for naturally ventilated cavities because the driving 

forces of the flow are usually weak. Such a method, moreover, requires that the pressure loss across 

the opening is previously calibrated against another measurement method of the airflow rate, or that 

the coefficient of discharge for the opening is simulated/measured experimentally. In the other class 

of methods, a tracer gas (usually carbon dioxide, CO2 or sulfur hexafluoride, SF6) is monitored inside 

the cavity, where constant injection method (CIM), decay method (DM) and constant concentration 

method (CCM) could be used for evaluation of bulk airflow. CIM is probably the most used method 

by researchers, but generally all tracer gas methods are challenging for airflow measurements in 

naturally ventilated DSFs, due to the assumption of good mixing inside the cavity. In naturally 

ventilated DSFs, it is hard to achieve this because the flow is driven by weak forces and it is highly 

fluctuating. Large measurement error is expected there, when a significant amount of tracer gas is 

dispersed, and this can happen due thermal and velocity heterogeneities in the gap, insufficient 

mixing and variability of outdoor conditions [50].  

The amount of information and its complexity that it is delivered through direct velocimetry vary 

from the most basic one, where only one bidirectional anemometer can be used for evaluation of bulk 

airflow, to the most advanced such as the velocity profile method. The velocity profile method 

ensures the airflow rate estimation, but also gives an indication of velocity distribution inside the 

cavity. Anemometers should be placed along several heights in the cavity in order to provide both 

horizontal and vertical velocity profiles. The accuracy of measurement needs to reach a tradeoff with 

the desired amount of information, because anemometers also represent an obstacle to the flow and 

a large number of these sensors in the cavity may significantly alter the flow. However, these methods 

are suitable for long term measurements and can therefore be very useful when infield investigations 

are carried out.  

Non-intrusive velocimetry technique employs optical/acoustic methods for particle tracking upon 

which asses velocities, such as laser Doppler (LDV), particle image (PIV) or ultrasound velocimetry 

(USV) [51]. The first method allows the velocity to be measured only at one point, does not disrupt 

the flow and requires one initial fast calibration before measurement. Poor signal to noise ratio and 

consequent large measurement error that can be caused by attenuation and reflection of the signal 



37 
 

inside the cavity [52], together with the need for a relatively complex instrumentation that is hard to 

use outside a laboratory, limit the application of this technique. The PIV method obtains 

instantaneous velocity fields by recording images of particles at successive times though the “trace” 

left by the fine particle used as a marker when illuminated by a monochromatic light. This method 

allows one to analyze the flow in the plane, and recent attempts are trying to expand this technique 

to 3D measurements. One of the main advantages of this technique is that it can measure a wide 

range of velocities, while costs and complexity of the experimental set-up is the main drawback. 

Different parameters affect the accuracy and reliability of this method, such as the characteristics of 

the particles (larger particles affect the flow, while smaller scatter insufficient amount of light, so a 

compromise needs to be reached [53]), non-uniform dispersion near the inlet, sedimentation, and 

induration of seeding material on the blades and casing of the fan [54]. Ultrasound velocimetry is 

another non-intrusive technique that has been recently applied in HVAC system and it is based on 

the interaction of ultrasonic sound with moving fluid [51], and seems a promising possibility for 

long-term monitoring in DSFs too, though applications of this method for DSFs have not been 

reported in the literature.  

The radiative environment, or at least the radiation linked to short- wave sources like the Sun, is 

usually replicated in laboratory studies through the use of a solar simulator, i.e. matrix of multiple 

lamps with spectral properties close to natural solar radiation. Solar simulators are placed close to 

DSF and emit continuous light [55]. The calibration and verification of the solar simulator are very 

important, because asymmetry in the irradiating surface may occur [56]. The measurement of the 

incoming and transmitted irradiance is mostly carried out with pyranometers [57], though other 

sensors based on other photoelectric phenomena are also used even if their accuracy is lower. 

Pyranometer placed in the interior space behind DSF system is used for the measurement of 

transmitted solar radiation and solar gains, as well as the calculation of efficiency parameters (e.g. 

the dynamic insulation efficiency) [58]. In the case of measurement points behind DSF or shading, 

data from pyranometers has to be adjusted to the view factors calculated for the complex geometry 

in the DSF [48]. The longwave radiation flux (far infrared) exchanged with surroundings surfaces 

can be assessed with pyrgeometers [59]. 
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2.5. Constructional features and thermal and fluid dynamics behavior of double skin 
façade 
 

2.5.1. Literature data on experimental and numerical (CFD) studies  
 

The comprehensive review of the scientific literature of studies that investigated the impact of 

different constructional features on the DSF’s performance is summarized in two tables which are 

reported in the Appendix for the sake of brevity of the manuscript. Table A.1 and Table A.2 are for 

experimental analysis and numerical (CFD) simulation, respectively.  

We reviewed and organized nearly 70 studies in those tables according to the chronological order, 

we identified the main constructional feature(s) investigated and the type of ventilation mode 

(mechanical or natural ventilation) of the cavity, and we summarized for each study some important 

features. While for experimental studies we focused on the experimental instrumentation and the type 

of control over the boundary conditions (e.g. an experiment in fully controlled conditions or under 

uncontrolled conditions), for numerical studies, we also focused modelling setting such as simulation 

tool, dimensionality, discretization method, turbulence and radiation model, grid type, as well as the 

presence of a validation procedure. CFD models can be validated against results from own 

experiments or against open literature experimental databases or results, or finally as intersoftware 

comparison, i.e. against other more precise/detailed numerical models. In the analysis of the 

validation procedure, we differentiated how the fluid mechanics part of the model is validated. If it 

is validated against measured velocity at several positions and heights or with the PIV technique, 

then we defined it as a CFD model with detailed validation (fully validated). If it is validated against 

bulk airflow rate measurements by pressure difference, tracer gas or any other bulk airflow method, 

then we indicated it as partially validated (since the spatial structure of simulated flow is not verified).  

The detailed analysis of the literature data led us to summarize the pieces of evidence and established 

knowledge on how different characteristics affect the performance of the DSF, which we summarized 

in the following two sections 4.2 and 4.3, for mechanically ventilated DSFs and naturally ventilated 

DSFs, respectively. For the sake of completeness, we need to mention that in the past two decades a 

wide variety of novel types of mechanically and naturally ventilated DSFs has been investigated. The 

list below is intented to be a non-exhaustive overview of a few of such investigations, together with 

the performance improvement that the new solutions are targeting.  

• DSF with solar chimney [49] (enhancement of natural convection),   

• opaque DSFs [60],   

• DSF containing PV elements: DSF with PV modules encapsulated in glazing (semi-transparent 

PV elements) [31,61], DSF with integrated PV blinds (PVB-DSF) [62] PV vent window with PV 
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module installed on a louver that covers opening [63] (generation of electric power and reduction 

of transmitted solar radiation for DSF with semi-transparent PV elements),   

• DSF with incorporated PCM materials: DSF with integrated PCM shading [64,65], ventilated 

windows with the PCM solar air heat exchanger [56], PCM layers in combination with PV 

integrated in DSFs [66,67] (absorption of excessive heat and reduction of the temperature in a 

cavity),   

• a pipe-embedded double-skin façade (PDSF) with water as heat absorber [64] (absorption of 

excessive heat and reduction of the temperature in a cavity),   

• Slim-Type Double Skin Window System [68] (easy to operate and reduction of SHGC in 

comparison to non-ventilated DSF and typical windows),   

• triple glazed exhaust-air window (TGEW) [69] (removes excessive heat from the cavity)   

• double-skin green façade (DSGF) [70] (reduction of the air cavity and surface glazing 

temperature),   

• conditioned Trombe wall with installed venetian blinds [71] (enhancement of natural convection 

and reduction of the air cavity temperature).  

• smart double skin facades that integrate Tungsten (W) doped Vanadium dioxide (VO2) and a high 

absorbing aluminum nitride (AlN) coating. (SDSF) [72,73] (active control of the green-house 

effect in the cavity with the amplification in the winter and dampening in the summer period)  

However, even if all or some of these developments might be interesting, and might add a large range 

of additional constructional features, we decided to keep the main focus of this analysis on 

conventional DSFs, as these systems still represent the largest type of DSF that are investigated and 

used.  

2.5.2. Mechanically ventilated DSFs 
  

In this paper, we classify under the category “mechanically ventilated DSF” all those configurations 

where the airflow is driven by one or more powered fans which transform the rotational kinetic 

energy of the blades into the translational kinetic energy of the flow. DSFs where the flow interacts 

(but is not induced) by the other powered elements such as operable vents, dampers, or louvers, and 

which are usually adopted to a module or control the airflow, are not considered as mechanically 

ventilated DSFs. Mechanically driven flow can significantly enhance some of the phenomena that 

affect the thermal behavior of such facades compared to a naturally driven flow, as well as lower the 

net heat transfer in comparison to conventional façade systems during the entire year, but especially 

in winter [74].  
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Geometric features  
 

Dimension of the DSF cavity – Among all geometric properties of DSF, the influence of aspect 

ratio/cavity depth on fluid flow and heat transfer inside the cavity is the most investigated one. In the 

natural experiment where mechanically ventilated DSF with outdoor air curtain circulation was tested 

at high-noon summer conditions, it was concluded that mixed convection induced both by solar 

radiation and fan is strongly influenced by the aspect ratios (ratio between depth and height of cavity, 

D/H) [75]. Additionally, decreased aspect ratio leads to higher solar heat gains [68], both due to 

increased air temperature in the cavity and amplified multiple reflections.  

Airflow path – We can distinguish five possible airflow paths in DSF: supply air (outdoor-indoor), 

exhaust air (indoor-outdoor), static air buffer (closed configuration), external air curtain (outdoor-

outdoor) and indoor air curtain (indoor-indoor) airflow path [21]. For the indoor air curtain 

ventilation strategy, a further increase of the heat gain into a room can occur from the exhaust duct 

[76]. In the typical winter week and with the air supply ventilation strategy, preheating of delivered 

air can be significant during sunny days (15–25 ◦C) due to heat loss recovery and solar heat 

absorption. During periods without solar radiation temperature increase of supplied air is moderate 

(10 ◦C) [59]. Such air mass could be used for heating purposes in winter, thus leading to a reduction 

of the energy use for space heating or ventilation air heating [77].  

Openings geometry - The size and shape of the inlet and outlet significantly affect the energy 

consumption of the fan. For example, when air circulates in outdoor air curtain mode, flow rises 

along with glazing opposite to the inlet, while lower velocities occur near the outer glazing. If the 

sharp edges and turns are present, a portion of the low- velocity zone near the inlet can be transformed 

into a recirculation zone, creating a pressure drop. Therefore, sharp edges should be avoided because 

they create a large pressure drop and behave like an obstacle to the airflow [38]. Attention should be 

paid to the inlet’s width because it directly affects the average velocity within the channel [53], 

making it higher for narrower cavities. That is a consequence of the principle of mass conservation, 

based on which extracted airflow from the cavity does not change considerably either with 

dimensions of the air inlet or with the shading system’s position.  

Shading type and position – The heat transfer by radiation is dominant over convection and 

conduction for most environmental conditions and DSF configurations. It is found that the 

transmitted solar and exchanged long-wave radiation prevails over convective heat flux [58] and 

therefore the most important structural parameter in controlling thermal and fluid mechanics part of 

the double skin façade is, when installed in the cavity, the shading system. There are various types 

of shading systems installed in the DSF cavity, where the most common are vertical louvre, venetian 
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and roller blinds. The velocity fields are highly complicated [64] with an integrated shading system 

in the cavity, with sometimes accentuated three-dimensional patterns that cannot always be ignored 

by the assumption of two-dimensional flow [54]. However, due to the higher surface roughness and 

frictional drag, the velocity field is more complicated in cavities with installed louvre and venetian 

blinds than in roller (screen) blinds.  

Most studies on mechanically ventilated DSF analyzed the influence of venetian blinds on thermal 

performance, while other types of shading systems are less explored. Venetian blinds allow a greater 

flexibility in the management of the cavity thermal gain, as a different, dynamic surface can be 

exposed to the solar radiation, hence it is a more interesting solution when it comes to modulate the 

thermophysical and fluid mechanical behavior of the system.  

The shading position has a large influence on air velocity distribution in the cavity. In the case where 

both the channels created by shading have different widths, velocity will naturally be higher in 

narrower channels, unless very different glazing types are used on the indoor and outdoor skin. When 

the shading is closer to outer glazing, the solar heat gains will be lower, while for the opposite 

situation, the temperature of the inner glass surface will be highest, which is preferable when the 

outdoor temperature is significantly lower than indoor [78].  

Slat angle – Different properties of the shading system such as thermal and optical properties, 

position, as well as slat angle influence the thermal behavior of DSF. However, if it is a shading 

system with built-in slats, the most significant parameter in the control of the heat transfer is slat 

angle. For example, when a DSF system is exposed to solar radiation, the slat surfaces have usually 

higher temperatures than glazing and the air inside the cavity. These temperatures and temperatures 

of other structural elements of DSF can be primarily controlled through the slat angle and secondarily 

through the airflow rate [79]. The tilt angle of slat influences to the largest extent radiative heat 

transfer, which is a very important fact during the high-irradiation periods [78].  

For a typical summer situation, when the slat and the incidence angle of solar rays are lower than 60◦ 

and 45◦, respectively, transmitted solar flux is higher than exchanged long-wave radiation. The 

dynamic insulation efficiency, which is a measure to quantify the ability of a DSF to reduce the 

thermal fluxes entering an indoor environment, is independent of the ventilation strategy when the 

slat angle is higher than 75◦ [58]. The average velocity of the air in the middle of the channels created 

by venetian blinds increases as slats are getting closed, and in the case of fully closed slats (0◦), the 

outdoor air channel and slats itself will have higher temperatures than if it is opened (90◦) [53].  
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Materials properties  
 

Glazing properties – Regardless of DSF type, solar heat gain into a building can be reduced almost 

by the order of the magnitude by the appropriate combination of optical properties of the inner and 

outer glazing [77]. For unshaded mechanically ventilated DSF, solar heat gain in a typical summer 

day can be reduced to double if the internal glazing is replaced with low-e glass and up to 40% if the 

transmissivity of outer glazing is reduced by 55% [80]. Other dedicated analyses investigating 

combinations of different spectrally selected glazing solutions have not been found in the current 

literature.  

Therefore, in warm climates, it is not recommended to have a low aspect ratio (<0.1). Firstly, due to 

the merging of thermal boundary layers in a long channel and increased air temperature and secondly, 

due to decreased optical losses and increased multiple reflections in the thin cavity. On the contrary, 

this may be the preferred configuration for cold climates since higher solar heat gains and air 

temperature in the cavity are desired.  

Radiative surface properties of shading system – The heat transfer by radiation is the main driver of 

the thermal performance of DSF, and therefore the radiative properties of the shading system play an 

important role. However, only in the last few years several numerical studies have specifically 

investigated this aspect. Increased emissivity of the front surface of venetian blinds reduces 

transmitted heat flux into the interior environment [58], while the thermal performance of DSF can 

be further enhanced, considering the cavity as a device to capture solar energy, when the absorptivity 

of the back surface of venetian blinds is increased, which reduces double reflection towards indoor 

[12].  

Thermal properties of the shading system – High thermal capacity materials incorporated in the 

shading devices, such as PCM materials or water [56,64,81,82], can play an important role in 

controlling heat processes in DSF. However, the application of this technology has been limited only 

to naturally ventilated DSF. It would be interesting to see how mechanical flow can promote the 

release of the stored heat during night-time when external conditions do not favor (low wind speeds) 

[65]. What is the coupled effect of PCM and mechanical flow on the thermal performance of DSF in 

ventilation modes other than outdoor air curtain?  

Airflow rate  
 

In summer, a solar energy absorbed by DSF elements can be reduced efficiently by mechanical 

ventilation. In particular, SHGC can be reduced by one-third along with the temperature of outer 

glazing and installed PV panels with the right combination of the forced airflow velocity and cavity 
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depth (e.g. 5 m/s and 200 mm [61]). However, one has to be careful, because the potential prevention 

of overheating can be overshadowed by operational costs [12]. Increasing the airflow rate, clearly, 

does not influence the transmitted solar radiation, but it reduces long-wave radiation exchange and 

increases dynamic insulation efficiency [58,83]. However, even the very high airflow rates may not 

be sufficient to reduce the overheating of the façade during the very warm weather in typical south-

European climates. The only way to avoid this is to carefully plan the shading device, the glass type, 

and to adapt the airflow path [83]. From the point of the heat transfer, a key role is played by the 

fluid-dynamic characteristics of the flow, i.e. whether it is fully developed or is it still in the thermal 

and hydrodynamic developing phase. In a study where mechanically ventilated DSF with outdoor air 

curtain circulation was tested in a climate simulator without artificial sun [43], the flow was 

undeveloped in both senses for all environmental conditions (air temperature near inlet varied 

between 3 ◦C and 7 ◦C) and airflow rates (low, medium and high). Hence, heat transfer coefficients 

were found to be relatively higher, than it would be the case if the flow was developed. In typical 

summer conditions, circulatory motion with upward directed flow close to internal glazing and 

downward directed flow close to the opposite side has been observed [75], especially when the outer 

skin has low or little thermal resistance. These patterns create additional pressure drops and 

consequently increase the operational costs of DSF [80]. Therefore, in order to efficiently control the 

thermal performance of DSF, fan capacity needs to be designed based on pressure drops created by 

different structural elements of DSF [43].  

2.5.3. Naturally ventilated DSFs  
 

Because of the intricate nature of the flow and uncertain predictability of thermal, optical, and fluid 

mechanical behavior of naturally ventilated DSF, this type of DSF has been more studied than 

mechanically ventilated. However, some general conclusions can be drawn about performance, flow 

characteristics, and driving forces behind flow in naturally ventilated DSF. This type of DSF is a less 

recommendable choice for warm climates characterized by high irradiation levels, because structural 

elements of DSF can become hot (up to 70 ◦C) which can lead to overheating [84] and damage of 

delicate components like shading motors [85], while naturally induced airflow may be too modest to 

be used to remove the (solar) heat collected by the structures of the DSF. Therefore, the strengthening 

of naturally induced convective flow and heat transfer is desirable in periods with a high outdoor 

temperature and irradiation, with high Rayleigh number of the flow that ranges from 103 to 105 [31].  

In several studies on the buoyancy-induced flow between two vertical parallel plates [6,41,86,87], 

circulation (bidirectional) flow with upward acceleration near the heated side has been observed 

along with downward deacceleration near the opposite side. This pattern is followed by the existence 
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of a vortex in the central portion of the cavity. The most intensive fluctuations of velocity and 

temperature correspond to this cavity region, producing lower wall temperatures in this area [37, 88]. 

For a similar configuration where the central part of one plate is heated with constant heat flow, a 

recirculation zone appears at the outlet near the colder surface with the property that its size increases 

with Rayleigh number [41]. More unsteady vortices in the corners of the channel have been observed, 

too [32]. If the channel is non-uniformly heated from both sides [38], two plumes driven by buoyancy 

appears. This is opposite to the case where the channel is heated from one side only and where only 

one plume appear. It can be concluded that a channel heated non-uniformly from both sides generates 

a larger mass flow rate and more vigorous mixing than in a channel heated from only one side.  

A common assumption in naturally ventilated DSF is that flow inside the cavity is buoyancy-driven 

[89]. However, several recent studies show that wind dominates as the driver of the mass flow rate 

[33,90]. Through CFD investigations [91] it has been shown that free-stream wind can be amplified 

to 1.8 times in the corridors of story-high DSFs, which makes this system especially convenient for 

wind energy harvesting by incorporating wind turbines in corridors. Both the buoyancy and wind as 

driving forces are investigated in the validated CFD research [90], where DSF with outdoor air 

curtain ventilation mode is subjected to four typical conditions. The complicated and nearly 

isothermal flow pattern with several recirculation zones characterizes the situation where the wind 

(regardless of wind pressure orientation) is more dominant than buoyancy. On the contrary, when 

buoyancy is dominant over the wind, circulation is weak with a temperature gradient that can be 

amplified if the wind pressure is opposed to buoyancy.  

However, in addition to the general characteristics that are recognizable, there are many more 

unknowns, which led us to appropriately design the ventilation strategies, geometrical configurations, 

materials, and layers in order to provide the best condition to remove excessive heat from the cavity 

when desired [68].  

Geometrical features  
 

Dimensions of the DSF cavity – The height of the DSF is a very important factor as it enhances the 

stack effect and accelerates airflow inside the cavity [92]. For that reason, multi-story and shaft-box 

facades are more suitable for natural ventilation and preferred over the box window and corridor type 

facades [2]. During the cold season for supply ventilation mode, air velocity in the cavity is 

approximately proportional to the height of the DSF and roughly inversely proportional to the depth 

of the cavity. The temperature of the supply air, i.e. the air that leaves the DSF’s cavity, is inversely 

proportional to cavity depth as well [93]. Some studies support the claim that a narrower cavity 

accentuates the natural flow inside the cavity. Others [94] emphasize that cross-sections of DSF 
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should not be too shallow due to heat diffusion from hot surfaces and the consequent possibility of 

overheating. If DSF needs to deliver cold air, the channel width should not be larger than 0.6 m, 

while if it needs to provide warm air, then the width needs to be lower than 0.2 m [92]. With a 

reduction of aspect ratio, the transition from laminar to turbulent flow shifts higher and flow has a 

shorter entrance path. For turbulent flow, convective Nusselt number and local heat transfer 

coefficient increases when the aspect ratio increases, while for laminar flow, the opposite behavior 

is observed [86,87]. The length of the single recirculation zone that occurs at the outlet decreases 

with increasing aspect ratio [41].  

Considering tilted (i.e. not perfectly vertical) DSFs, it can be said that the maximum heat and airflow 

rate occurs for the perfectly vertical channel. Tilting one side of the channel leads to a reduction of 

the Nusselt number and of the airflow rate [95]. In the same study, a recirculation zone near the outlet 

is observed, which increases in size with increasing positive tilt angle. Unconventional geometric 

configuration of DSF like this can reduce solar heat gains by self-shading and reduction of incoming 

solar radiation. However, according some researchers [94], if the adequate distribution of outlets is 

not provided, this configuration can lead to trapping of hot air in certain regions of the DSF.  

Airflow path – Different airflow paths significantly influence the solar heat gain coefficient when 

the shading is not lowered [68]. In summer conditions, and with the absence of solar radiation, the 

closed configuration of the cavity is preferred because of low average temperature. In the presence 

of solar radiation in summer, outdoor air curtain ventilation type is a more efficient due to 

enhancement of stack effect and consequent lower transmitted heat gains and cooling load [96]. More 

advanced concepts have been proposed where a triple glazing divides the cavity in two separate 

elements. The shading device is placed in the outer zone through which air circulates in exhaust 

mode, while inner zone is closed. This configuration can effectively trap and remove the heat 

accumulated in the cavity during cooling periods with high outdoor temperature and irradiation and 

according experimental campaign it increases the temperature of the exhaust airflow [69]. A similar 

concept that uses inner closed zone and outer zone in the outdoor air curtain ventilation mode without 

installed shading device is proposed by Koo [97]. Experiments showed that natural ventilating of 

outer zone reduces SHGC and temperature of the cavity; however, at a significantly lower level than 

in the case of the previous configuration. In winter conditions, both with solar radiation and without, 

closed vents are recommended due to the higher average temperature of the cavity. Ventilation is not 

recommended as it lowers the air cavity temperature [84]. Otherwise, if it is necessary to provide 

fresh air during cloudy and cold weather, passive preheating of air in supply ventilation mode may 

not be enough [93].  
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Openings geometry - The size and arrangement of the openings and the cavity width significantly 

impact the overall performance of the DSF [98]. For typical summer conditions in very hot climates 

[99], the opening size has a more significant impact on the cavity’s air temperature than cavity depth 

when the DSF is operated as an outdoor air curtain. An increase in the cavity depth leads to a rise in 

the cavity’s temperature, while a larger opening size leads to the opposite situation. These two factors 

influence less the air velocity. For DSF consisting of both venetian blinds and high thermal-mass 

elements, larger openings area leads to stronger buoyancy flows [71]. The joint influence of cavity 

depth and opening size is very complicated and non-optimal dimensions can reduce to a great extent 

the naturally induced airflow in air supply ventilation mode in typical summer conditions [100].  

Automatically controlled or manually controlled dampers and vents on the openings have been 

commonly used in naturally-ventilated DSFs to regulate and control the airflow to enhance the 

performance of the DSFs – i.e. reducing or suppressing the airflow when unwanted, while enabling 

it when required by the planned operational mode A comprehensive review on how dampers, vents, 

louvres, and any other controllable device impact on the airflow in terms of pressure drops for the 

naturally-induced flow would probably require a long list of individual cases, which is outside the 

scope of this paper. However, it is herewith important to point out that the use of such devices has 

been a practice in DSF design with several real-word implementations [101].  

Velocities near openings are greatest because air is forced through the smaller area [44], and heat 

transfer to the inner side of DSF near the inlet is enhanced due to this amplified inflow of buoyant 

jet [102]. High intake speeds up to 1.6 m/s are possible on a typical summer day without wind [85], 

causing noise and the suction of dust. Through experimental analysis [86], the effect of entrance bell-

mouth shape on buoyancy induced-flow is investigated for the case of vertical parallel plates set in 

outdoor air curtain ventilation mode. This type of inlet has found its application in practice due to 

round ends that can control the inlet disturbances more easily. Experiments showed that entrance 

bell-mouth shape leads to a delayed start and the end of the transition to turbulence and weaker 

disturbances, heat transfer, and velocity intensities, in the laminar and transition region. In a similar 

fashion, recessed regions at inlet and outlet along with rounded corners at walls increase mean 

velocity by one quarter at the middle of the passage of a corridor type DSF [103,104].  

For naturally ventilated DSF, the position of the openings plays important role in the control of the 

heat transfer. Due to natural tendency of buoyant air to move vertically upwards, it is highly preferred 

to have openings located at the top and bottom of DSF, unlike for example lateral openings. If the 

wind is considered as a driving mechanism, central-placed (front) opening is preferred beside lateral 

openings, because this arrangement is less dependent on the wind direction. For normal winds, this 

configuration amplifies the airflow and makes a more uniform rate in the cavity, making that position 
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especially effective for enabling natural circulation [105,106]. DSF naturally ventilated reduces 

overheating and amplifies airflow rate when approaching wind direction is normal to the surface of 

the DSF [2]. Placing louvers on the openings can significantly assist naturally driven flow, where a 

small change in the shape, position and inclination of louvers can enhance natural ventilation 

considerably [107]. If the air velocity is not strong enough to reach deeper in the cavity, louvers 

should be placed at the top of inlets so that they can direct air movement [94]. Open horizontal and 

vertical joints in ventilated facades can be used as well to induce more effective airflow, reducing 

heat transfer in this way [108].  

Shading type and position – In naturally ventilated DSF heat transfer by radiation is even more 

dominant over convective and conductive compared to mechanically ventilated DSF, and therefore 

the most important structural element in controlling heat transfer is the shading device, just like in 

the mechanically ventilated DSF. The shading device reduces solar radiation and heat gains in the 

interior by absorbing heat and increasing the air temperature and the stack effect inside the cavity 

[2,109]. It separates the cavity into two vertical channels, where the type of blinds has a major impact 

on temperature and velocity distribution in the cavity [110].  

Roller blinds can be assumed airtight, so there is no exchange of mass between two cavities. Airflow 

is less effective in extracting heat from roller blinds than from louvered blinds due to higher 

roughness and more contact of the latter type of shading device. Louvered blinds reduce the airflow 

rate compared to a roller blinds, but the overall velocity profile stays the same [44]. Additionally, 

horizontal louvers enhance stronger buoyancy and higher airflow compared to vertical louvers [109]. 

The presence of venetian blinds has little effect on the convective heat transfer coefficient at glazing 

surfaces [111].  

The shading position (distance from the inner or the outer glazing) leading to optimal energy 

behaviour can only be found considering the different external conditions and specific performance 

goals. In general it is possible to see that the best position is similar in both naturally and mechanically 

ventilated DSF, with a preference of placing the shading closer to outer glazing when the outdoor 

temperature is significantly lower than the indoor temperature, and next to inner glazing in the other 

case [2,98].  

Slat angle – Natural convection is complex and sensitive to an incident angle of direct solar radiation 

on slat [33] and generally is enhanced by the increment of slat angles [71,112]. Slats placed in open 

positions (0◦~30◦) cause obstruction to the airflow in the cavity, while in a vertical position, drag in 

flow is reduced [2]. If slats are opened (0◦), the two channels’ temperatures approach each other, 

indicating higher interaction between them. For almost fully opened slats (15◦), the temperature of 
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the inner channel will be higher. The opposite situation happens when slats are nearly or fully closed 

(60◦~90◦). In addition to this, heat fluxes to indoor can be reduced to 85% of incoming energy, and 

the blinds’ temperature becomes higher [113]. The slat angle mainly influences the inner glass’s 

surface temperature due to multiple reflections and absorption processes. However, this influence is 

additionally dependent on the shading position and aspect ratio of the cavity, as closing the blinds 

enhances heat transfer and absorption and reflection of sunlight [98].  

Materials properties  
 

Glazing properties – The effect of glazing radiation properties on thermal performance and fluid 

flow inside the cavity is even more accentuated for naturally than for mechanically ventilated DSF 

because these properties mainly determine glazing temperature, which represents a main driver of 

naturally induced fluid flow. For enhancement of the buoyancy induced flow, external glazing should 

be highly transparent, allowing high heat gain into the cavity [2]. However, suppose intensive heat 

transfer by radiation within the cavity is not preferred, like in hot summer conditions. In that case, it 

can be reduced by installing a low-emissivity glass [40] or other solutions with lower solar 

transmittance (e.g., PV glazing with low e-coating [31]), including smart, dynamic layers [73], where 

transmissivity of glazing decreases with increasing the ambient temperature [72]. PCM materials 

(mainly paraffin) can be applied on the inner façade to extend the ventilation period for several hours 

after sunset, making them potentially usable the DSF as a supply for fresh air not only in diurnal but 

in a nocturnal period as well [114]. For warm and dry subtropical climates, the two skins’ thermal 

resistance is not crucial, and single-pane clear glass with a thickness of 6 mm is recommended for 

both sides with an optimum transmissivity of glass should lie between 0.7 and 0.9 [98].  

Radiative surface properties of shading system – The size and the emissivity of the slats influence 

the naturally induced flow inside the cavity [98]. If the emissivity of the shading system (front 

surface) increases, the globally absorbed solar heat flux is reduced, and buoyant flow is enhanced 

inside the cavity. Consequently, the surplus heat is removed by the flow, and the cooling load is 

reduced [115]. However, the shading system’s radiative properties do not influence only the thermal 

behavior of DSF; daylighting performance is highly determined by it as well, when the optical 

properties are analyzed in the visible spectrum. Therefore, one should be very careful in choosing 

the shading system’s radiative properties, as improving thermal performance can lead to deterioration 

of daylighting performance and vice versa [98].  

Thermal properties of the shading system – Adding heat capacity to the shading device (e.g. PCM 

integrated in blinds [64]) may reduce the outlet and air cavity temperature in summer conditions 

compared to conventional aluminum venetian blinds with no significant difference in comparison 
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with ambient temperature [65,116]. Under this case, excess heat in the cavity is absorbed by the PCM 

layer, making the convective heat transfer in the cavity reduced, the airflow more stable and the 

exchange of long-wave radiation from high-temperature surfaces lower. It was also shown that the 

air temperature in the cavity is highest when the blinds with PCM are close to the external glazing, 

while it is opposite when it is placed closed to the internal glazing [117]. DSF with venetian blinds 

that use water as a cooling medium in embedded pipes is able to significantly reduce the temperature 

in the cavity (around 29 ◦C) [118], accumulated heat and peak heat transfer during summer days with 

high radiation compared to the traditional ones. However, they are not effective when the DSF is 

exposed to low irradiation levels (e.g. toward the north on the northern hemisphere or at night [119]).  

2.6 Conclusive remarks: current knowledge, knowledge gaps and possibilities for further 
research 
 

The analyzed experimental and numerical studies provided a heterogeneous range of information and 

current knowledge on how the features of a DSF lead to different thermal and fluid mechanics 

behaviors. We tried to organize such current know-how to explicit the link between material 

properties and geometrical properties and DSF’s performance.  

The shading system represents the most influential structural element in controlling the thermal 

behavior of both naturally and mechanically ventilated DSF. Venetian blinds represent the most 

applied and investigated type of shading system, due to theirs flexibility in managing solar heat gains 

by changing several of its characteristics. Among the different properties of venetian blinds, the slat 

angle for both types of DSF plays a crucial role because it efficiently controls transmitted solar 

radiation. Glazing represents the second most influential structural element. However, this element’s 

contribution is not in the same order of magnitude as the slat angle. In naturally ventilated DSFs, the 

influence of the glazing properties is generally more significant than in mechanically ventilated 

because glazing temperature drives buoyancy in the cavity.  

For the same reason, the shading system’s radiative surface properties may be significant in naturally 

ventilated DSF, though not with the same order of magnitude as the glazing optical (and to a lower 

extent, thermal) properties. In mechanically ventilated DSFs, the airflow rate is a parameter in the 

same range of relevance as the glazing properties. In the conventional shading system such as 

aluminum venetian blinds or roller blinds, the thermal properties are rather insignificant, but if more 

complex shading devices are installed (e.g. shading with phase change materials or high-capacity 

materials, or combined with systems that provides a heat sink effect in the shading device, the effect 



50 
 

of the thermal properties of the blinds in some situations can be in the same order of magnitude as 

the slat angle.  

The airflow path, the dimensions of the cavity, and openings geometry represent factors closely 

related, and they need to be carefully coordinated to optimize the thermal performance of DSF. 

However, individual adjusting of these factors may not lead to significant performance 

improvements, though they can lead to severe performance deterioration if they are not adequately 

designed. Both wind (when present) and buoyancy play an important role in driving airflow inside 

the DSF cavity, yet the wind makes the flow pattern more complex. What drives the flow to a greater 

extent depends on climatic conditions (ambient temperatures, dominant wind intensity, and 

orientation) and the DSF configuration (opening size and position, cavity depth, glazing, and shading 

properties). However, if the conditions are so that both factors are present (e.g. for an outdoor air 

curtain façade), the wind will likely be a more dominant mechanism.  

There are relevant unexplored or underexplored links regarding how different arrangements of 

structural parameters in conjunction with boundary conditions influence the thermophysical and fluid 

mechanics processes in DSF. These unknowns are accompanied by uncertainties and limitations 

regarding methods and techniques used for the investigation of these phenomena.  

We can see that wind-induced flow is usually dominating over buoyancy-driven flows, however the 

exact balance of these two mechanisms, or the coexistence of buoyancy-driven flows and artificially 

(though fans) induced flows is mostly unexplored. There is a noticeable lack of numerical and 

experimental studies where the simulated flow is driven simultaneously by more than one 

mechanism. When it comes to wind-driven flows, the outside environment is usually not directly 

modeled, and therefore it is impossible to examine how different wind intensities and directions will 

influence the flow in conjunction with buoyancy.  

We could summarize general cause-effect links between property families, property subcategories, 

and thermophysical and fluid mechanic behavior (Fig. 4). Usually, the influence of a single parameter 

at a time can be quite often explained and, to some extent, quantified, even if with different degrees 

of understanding. However, the combined and complex effects of more parameters together are 

almost never analyzed. For example, it is difficult to understand what is the effect resulting from two 

features that affect in an opposite way a certain performance, whether one or the other is dominant, 

and to what extent. Dedicated analyses investing the balance of effects between different driving 

forces and different constructional features would therefore give a more grounded understanding of 

these systems and thus support their optimization.  
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Fig. 4. A summary of the current understanding of the impact of structural elements and their interactions on 
the thermal and fluid dynamics behavior of DSFs 

Studying experimentally the variation of two or more parameters at the same time require high 

control of the boundary conditions. Experiments with fully controlled thermal and radiative 

environments are however very rare as they require suitable indoor facilities. These analyses should 

be highly prioritized, and dedicated experimental methods developed, to provide evidence and 

quantifications of the effects of multiple features on the thermophysical and fluid mechanical 

behavior of DSFs. Experiments in controlled environments can also provide invaluable data for 

numerical models’ validation, thus contributing to the possibility to study more comprehensively the 

complex interactions among different constructional features in a numerical way.  

Best practices and recommendations for CFD models targeting typical situations and configurations 

of DSF are currently missing, and a comprehensive, systematic review of CFD modeling that gives 

recommended strategies (in terms of suggested turbulence and radiation model, solution algorithm, 

grid type, dimensionality, etc.) would be definitely beneficial to enhance the robustness of advanced 

numerical studies of DSF systems. 
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2.7. Appendix A 
Table A.1. Experimental studies on thermal and fluid dynamics behavior of DSF 
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Table A.2. CFD studies on thermal and fluid dynamics behavior of DSF 
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3. Laboratory testbed and methods for flexible characterization of 
thermal and fluid dynamic behaviour of double skin facades 
 

3.1. Abstract 
 

Heat and mass transport in double skin façades (DSFs) are complex phenomena driven by boundary 

conditions and are in constant non-linear interaction with the constructional elements of the DSF. 

Comprehensive experimental investigations to understand these complex behaviors are usually rigid, 

time-consuming and expensive. In this paper, we present the concept and the features of a flexible 

experimental testbed that, in conjunction with optimized experimental procedures, can facilitate 

comprehensive investigations and performance assessment of DSFs. The testbed, which consists of 

an adjustable DSF mock-up placed into a climate simulator, allows many DSF configurations to be 

investigated in combination with a wide range of boundary conditions. Several methods for different 

types of experimental investigations with various levels of complexity are presented: standard metrics 

measurements, one-factor analysis, design of experiments and dynamic profile measurements. By 

providing examples and discussing the limitations, challenges and possibilities of each investigation 

method, the paper aims to provide an overview of different characterizations suitable to assess how 

different constructional features and boundary conditions affect the performance of DSFs. 

Experimental data collected during this study are also made available in a data repository for future 

independent scientific analyses of DSF thermophysical behavior or numerical models’ validation.  
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3.2. Introduction 
 

A double-skin facade (DSF) is a building envelope system that consists of an internal and external 

layer, usually highly transparent, with a cavity between the two skins, which is ventilated with air, 

and where a device for a solar and visual gain control can be installed [1]. This building envelope 

technology originates from the need to assure high occupant comfort [2] and effective heating, 

cooling, indoor air quality and daylighting control strategies [3] in the context of highly transparent 

building envelopes. Due to greater complexity than standard, single-skin envelope elements, finding 

the optimal configuration (both in terms of construction features and operational modes) for a DSF 

that assures the best performance across multiple domains is often rather challenging [4]. Physical 

processes, including transport of mass, momentum and heat/energy, are driven by the surrounding 

environment and are affected by the constructional features. Therefore, they are more challenging to 

predict in a DSF than in a single-skin facade [5], and this complexity directly impacts the reliability 

of the design solutions adopted for DSFs. 

The complex interrelation of physical processes occurring in a DSF system can be investigated 

through experimental studies, thereby expanding our understanding of how constructional features 
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and operational modes can be fine-tuned to achieve a given performance. In addition to this direct 

knowledge gain, experimental characterizations represent a source of data to validate numerical 

models. Systematic experimental investigations and robust validations of numerical models can only 

be achieved if a sufficiently large range of possibilities is experimentally tested in terms of boundary 

conditions, construction features and operational modes – something that is difficult to achieve by 

testing one particular DSF configuration in a specific building or testing condition. 

Many experiments have been performed so far with different levels of complexity, of which the 

largest number makes use of outdoor natural boundary conditions [6–23]. The major limitation of this 

type of experiment is that they do not allow one to set specific boundary conditions deliberately, and 

to isolate certain effects to focus the study on one or more particular aspects is also quite challenging 

in most cases. Experiments in a controlled environment can instead offer conditions that overcome 

these limitations and thus represent a powerful tool to systematically assess, both in-depth and in 

breadth, the thermo-physical behavior of DSF systems. Equipment for controlled experiments usually 

only allows one to perform tests in steady-state conditions, where a particular performance indicator 

is examined in response to a combination of controllable factors maintained at constant levels. 

Traditionally, due to the historical focus placed on the performance in relation to a certain thermal 

gradient, the majority of these experiments were performed in conditions where only the thermal 

environment was included in the characterization, and analyses of DSF systems have followed this 

trend too [24–31]. Experiments where both thermal gradient and impinging radiation (to replicate the 

effect of solar radiation) are controlled are much rarer [32–34] due to an increase in the complexity 

of the equipment required to carry out these tests. There is no evidence in the literature of experiments 

where all the flow drivers (incident solar radiation, temperature, and wind) are controlled 

simultaneously.  

To increase the possibilities for systematic performance characterization and theoretical investigation 

of DSF systems, we have developed, in the framework of a dedicated research project [35], a flexible 

testbed that gives researchers an extensive range of possibilities to fill the existing knowledge gaps 

and provide the research community with a comprehensive experimental dataset for model validation. 

The testbed we have conceived is made of an adaptable DSF mock-up installed into a state-of-the-art 

climate simulator equipped with integrated artificial sun lamps. The features of our characterization 

system make it possible and (relatively) easy to investigate an extensive range of DSF configurations, 

operational modes and boundary conditions, making it possible to deepen the knowledge of how 

constructional features and operations, environmental factors and their interactions influence the 

thermal and fluid dynamics behavior of DSF systems.  
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The aim of this paper is to present the concept, design and features of the experimental set-up, to 

report its verification and calibration, and to demonstrate, through a series of exemplification studies, 

the possible investigation methods that can be adopted to address open questions about the thermal 

and fluid dynamics behavior of DSF facades. The array of experimental methods shown in this article 

aims to highlight how different methods, rather than being alternative techniques to study the same 

aspect, are complementary approaches that target the many ways of studying and assessing the 

behavior of a double skin façade. Through this, we aim to illustrate how different performance metrics 

that address different phenomena are necessary when studying the performance of DSFs.  

In an effort to enable the whole scientific community to access experimental data for further analysis 

or for model validation purposes, we release together with this paper a set of experimental data 

collected during the first tests carried out with the use of the newly developed testbed. In this context, 

the paper also becomes an essential tool for understanding how to read and understand publicly 

released experimental data. The remainder of this paper is structured as follows. In Section 2, we 

present the experimental set-up, with the characteristics of the flexible mock-up, the experimental 

facility, hardware and software for controlling and monitoring the experiment. In Section 3, we focus 

on the different methods that can be employed in combination with the flexible testbed. We report 

therein the details about the verification and calibration of the experimental set-up, and then present 

four methods for the characterization of thermal and fluid-dynamics behavior of DSF, namely a 

method for standardized metrics measurements, the one-factor analysis, the design of the experiments 

(DOE) and dynamic profile measurements. In Section 4, we demonstrate the use of the testbed and 

the different methods by showing the results of four investigations. Though the focus of the paper is 

not placed on the results obtained through the different experimental runs, we briefly discuss in this 

section the significance of some of the findings. In Section 5, we discuss the challenges and 

limitations of the different experimental investigations carried out with the newly developed testbed. 

We also reflect on the possibilities enabled by this experimental system and on how different methods 

and investigations can target different ways of assessing the behavior of DSFs. 

3.3. Experimental testbed 
 

3.3.1. The flexible DSF mock-up 
 

 A new flexible testbed has been realized and designed to operate in combination with the climate 

simulator so the current knowledge on the thermal and fluid mechanical behavior of DSF can be 

expanded [3]. A mock-up is equipped with a sequence of different actuators allowing, in combination 

with a climate simulator, a systematic and parametric analysis of the performance of tested DSF 
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technology [4]. Different cavity depths ranging from 200 to 600 mm, the angle and the presence of 

venetian blinds and the airflow produced by the fans can be manipulated systematically. Furthermore, 

it is possible to control the airflow path by opening and closing the corresponding vents on the tested 

element. In combination with a climate simulator, a testbed offers high flexibility in testing desirable 

configurations and boundary conditions, both in a steady and transient state. The physical properties 

of DSF are monitored through more than seventy sensors for the acquisition of temperature, airflow, 

relative humidity, differential pressure, irradiance and many more.  

DSF mock-up specifications 

Test-sample is a full-scale DSF consisting of inner and outer transparent skins mounted into the 

aluminum frame with a thermal break (Fig. 1a). Both skins are composed of 4 mm thick double 

glazing with a 15 mm gap filled with a mixture of air and argon (1–9 ratio). The outer pane is clear, 

while the inner pane is low-E glass with a coating applied on the side in contact with the gap. The 

glazing area is 3.92 m2 (W - 1.4 m X H – 2.8 m). Space between the inner and outer skin can be 

ventilated and contains venetian blinds as a shading device. It is possible to change its depth between 

20 and 60 cm thanks to a scissor system driven by the unidirectional electrical motor (24V). The 

shading device is equipped with 58 slats painted in white aluminum color (RAL 9006) with estimated 

reflectivity between 0.5 and 0.6, length of 150 cm and width of 5 cm. Venetian blinds can be lowered 

and raised, and the angle of slats can be adjusted between 900 and near to 00 (closed). The DSF has 

four openings, two placed in the outer skin (one at the bottom and one at the top) and two placed in 

the inner skin (again, at the bottom and at the top). This feature makes it possible to obtain different 

airflow paths depending on which two of the four possible openings are kept open. Closing all four 

openings means maintaining the DSF in the thermal buffer state, thus insulating the ventilated cavity 

from both the outdoor and the indoor environment. In the experimental investigations presented in 

this paper as a demonstration of the test bed functionality, we have tested three airflow paths: thermal 

buffer (no airflow path, TB), indoor air curtain (I–I) and outdoor air curtain (O–O) ventilation modes. 

In the I–I airflow path, the ventilated cavity receives air from the indoor environment (usually through 

the bottom opening) and releases the air again to the indoor environment (usually through the top 

opening). In the O–O ventilation mode, outdoor air usually enters the cavity through the lower 

opening on the outer skin and leaves the cavity through the upper opening on the same side, thus 

returning to the outside environment (Fig. 1b). The flow inside the cavity can be driven mechanically 

by ten small fans (SanAce 60L) with dimensions of 60 × 60 × 25 mm3 installed at the top of the 

cavity. 
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Fig. 1. (a) The façade mock-up assembled in the metal frame ready for installation in the climate simulator. 
At the two sides of the mock-up with an expandible cavity, two cabinets host the monitoring and control 

system and a ventilation section for airflow calibration. (b) Possible ventilation paths allowed by the façade 
mock-up. 

Measurement system 

In order to obtain the desired information on the thermal and fluid dynamics behavior of DSFs, both 

thermal and velocity fields were intended to be monitored in the cavity, as well as the temperature 

and incident radiation distribution on the glazing surfaces. In addition to these, several other quantities 

were also recorded, leading to a large number of instruments (more than 70) installed in the test bed, 

as described in Table 1. Pyranometers were employed to measure incident solar radiation on the outer 

surface of DSF and the transmitted solar radiation into the indoor room. The air temperature was 

measured in the indoor and outdoor room at three heights, while in the central height, besides air 

temperature, relative humidity was measured as well. Hot- wire anemometers were placed in 12 

position along three heights in the cavity so that profiles of the temperature and vertical component 

of velocity could be obtained (Fig. 3). Near the inlet and the outlet, the air temperature was measured 

in the four positions, two in the inner and two in the outer part of the cavity. Pressure difference was 

measured along three paths: across the inlet, across the outlet and along the cavity. Resistance 

temperature sensors (pt100) were placed at the four glazing surfaces to measure temperature along 

three heights and additionally temperatures of the frame between the openings and inner-outer and 

outer-inner glazing. Heat flux density through blinds and four glazing surfaces was measured, where 

two heat flux plates were connected in the series to determine the average heat flux that passes through 

inner- inner and outer-outer glazing. An ultrasonic airflow meter was placed in the airflow box to 
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calibrate different techniques to assess airflow rate. Five photovoltaic pyranometers were placed on 

the outer-outer glazing to evaluate the uniformity of incident solar radiation. 
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T
able 1. C

haracteristics of the sensors used in the experim
ental cam

paign. 
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We implemented best-practice solutions, as 

available in the literature [36], to reduce to 

influence of solar irradiation on the 

measurements of temperature, heat flux and 

velocity (the absorption of the incident solar 

radiation by the sensors’ surface may lead to 

incorrect values). For example, HFMs were 

protected with adhesive reflective aluminum 

tape from additional heating by absorbed solar 

radiation. Protection against irradiance and 

normal ventilation of the surface temperature 

sensors was enabled by placing them under a 

hollow half-cylinder with a highly reflective 

outer surface. A plate of high reflectivity 

protected the side of the hot wire-anemometers 

exposed to the solar simulator (Fig. 2). 

 

 

 

Onboard system for monitoring and control  

Since many sensors were needed for monitoring, it was almost impossible to manage them manually. 

Instead, a system for automatic control and monitoring of the experiment was developed. A 

communication system was developed based on the sensor’s output signal (analog voltage or current 

or digital RS-485). All sensors were connected to the multiplexing station composed of several 

acquisition cards, and 13 analog-to-digital converters (ADC) were used to combine multiple analog 

and digital signals into one digital signal. The multiplexing station was connected to the RS-485 port 

of the microcontroller – Compact Single-Board Controller (National instrument sbRIO: 9627) 

equipped with Field Programmable Gate Arrays (FPGA), which enabled sbRIO 9627 to work both 

as the source of the output signal and the receiver of the data from the sensors and ADCs.  

Fig. 2. Shielding of the sensors to avoid influence of 
solar radiation. (a) Shielding of surface temperature 

sensors. (b) Shielding of heat flux meters. (c) 
Shielding of hot-wire anemometers. 
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Fig. 3. Arrangement of sensors (for symbols, refer to Table 1). 

Monitoring and data acquisition software deployed on the sbRIO: 9627 was developed in the 

LabVIEW environment. This platform contains a library of function tools based on which system for 

monitoring and control is developed. The Modbus library was extensively employed to control 13 

ADCs used to collect analog signals from transducers and transmitters and convert them into a 

Modbus RTU signal. The system for monitoring and control was equipped with a graphic interface 

and developed to manage the measurements and main features of the test facility (cavity depth, fans 

rotation, shading proximity to glazing, and blind angle). The sampling data from sensors was set to 

the interval of 10 s, but various options were enabled to suit the data acquisition frequency for 

different types of tests, including averaging of values. Most of the sensors and all ADCs used the RS-

485 protocol to communicate with the sbRIO 9627. 

3.3.2. Climate simulator 
 

The DSF mock-up was installed into a large metal frame that allowed the sample to be placed in the 

climate simulator, which is an indoor experimental facility designed to simulate indoor and outdoor 

conditions in terms of air temperature and humidity, rain, incident solar radiation and pressure 

difference. The Climate simulator has a total installed power of 40 kW and consists of two test cells; 

one is intended to simulate the outdoor environment and the other to simulate the indoor environment 

(Fig. 4a). Both rooms are insulated with 120 mm thick high density (40 kg/m3) polyurethane foam 

with thermal conductivity of 0.0265 W/(mK). A test sample needs to be installed in the steel or 

wooden frame and placed between two rooms (Fig. 4b). Since the dimensions of the test sample can 

https://www.sciencedirect.com/science/article/pii/S0360132321010908#tbl1
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measure up to 3.9 m in height, 3.6 in width and 0.8 in thickness, placing the frame and test sample in 

the required position is done using a bridge crane. The outdoor room measures 3700 × 1500 × 3240 

mm3 (W x D x H) and has a solar simulator (sun simulation system) and rain test system installed. 

The air temperature can be simulated in the range between − 20 and 80 ◦C with an accuracy of ±0.3 
◦C and a maximum rate of 0.5 ◦C/min. However, some limitations were experienced when particular 

combinations of temperature and solar irradiation were requested, as further specified further below.  

 
Fig. 4. The climate simulator facility (a); the DSF test sample placed in the climate simulator (b) – view 

from the outdoor chamber with the solar simulator’s lamp array on the left-hand side of the picture and the 
DSF mock-up on the right-hand side of the picture. 

 
Relative humidity can be replicated in the range of 20–95% without simultaneous use of the solar 

simulation system and in the range between 20 and 50% otherwise. The rain test system can produce 

rain intensity in the range of 10–100 dm3/(m2h) with droplet size between 15 and 35 μm. The indoor 

room has the same dimensions as the outdoor room and can regulate the temperature, in the range 5 

and 50 ◦C with an accuracy of ±0.3 ◦C and relative humidity in the range 20 and 95% with a precision 

of ±3%.  

The system simulating solar radiation consists of the array (3 × 3) of metal halide lamps, and it is 

placed on the special wall construction facility with a surface 2400 × 2400 mm2. According to 

technical specifications, irradiation power is 1000 W/m2 at a 760 mm distance from the light source 

with a homogeneity ±10%. It must be pointed out here that homogeneity of the incident solar radiation 

on the tested DSF sample within these limits is sometimes tricky to achieve, primarily due to 

deteriorating imperfection of the solar simulator and different ages of lamps (hours of usage). 

Furthermore, it is important to mention that the directionality of the emitted radiation cannot be 
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controlled. The array of 9 lamps, which are evenly distributed in front of the sample area, and each 

equipped with a reflector that focuses the radiation towards the test zone, can’t be oriented. Part of 

the radiation that leaves the array reaches the test specimen in a relatively narrow range close to the 

normal angle to the specimen’s surface, and another part of the radiation that leaves the array behaves 

as diffuse radiation, reaching the specimen without a particular direction. This feature limits the 

capability to study in detail the relation between radiation direction and the DSF’s shading device, 

but still allows one to analyze the role and the impact of the shading device, and even of different 

degrees of opening of the shading device, in relation to the intensity of the solar radiation.  

The metal halide lamps installed in the array were specially designed for accurate sun simulation and 

continually emitted a spectrum very close to natural sunlight. The intensity of each lamp can be 

controlled with a resolution of 1% in a range between 50 and 100% of the maximum electric power 

drawn (2500 W). That may pose a problem if one wants to replicate conditions with low solar 

radiation, such as winter days or a gradual increase/decrease in incident solar radiation during 

sunrise/sunset. The default distance between light source housing and the outer surface of the test 

sample is approximately 1.05 m. In the specific case of the flexible DSF mock-up, where the cavity 

depth can be changed by retracting the inner or outer skin, it was observed that actual solar irradiance 

impinging on the façade mock-up depends on the distance between the sample and simulator, and it 

diminishes when the distance between the façade’s outer skin and the lamp’s array increases. 

Furthermore, accurately maintaining the set-point temperature in the outdoor chamber when the solar 

simulator is active is not trivial, primarily when a high level of irradiance is used and very low air 

temperature values are set. When it is necessary to produce solar irradiance in cold conditions (>400 

Wm-2 and <20 ◦C), the difference between the measured and programmed temperature can be over 5 
◦C. In those circumstances, a vertical temperature gradient of up to 2 ◦C directed upwards can be 

observed in the outdoor chamber. Furthermore, the values of the simulated solar irradiance are not 

entirely stable and fluctuate if the high level of radiation (>800 Wm-2) is to be replicated in addition 

to relatively low outside air temperatures (<15 ◦C). 

3.4. Methods for experimental assessment 
 

This section presents an overview of the experimental methods that can be employed to investigate 

thermophysical phenomena in DSFs, given the flexibility of the designed testbed. To begin with, we 

provide details about the general verification of the experimental set-up and the reliability of airflow 

measurements, highlighting the importance of proper verification/calibration prior to experimental 

analyses, and show how reliable and coherent the measurements carried out with our testbed are. We 

also indicate the level of depth one can dive into when it comes to analyzing certain thermophysical 
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phenomena. Thereafter, a basic characterization methodology is illustrated, referring to principles 

and guidelines accepted by the scientific community for measuring standardized metrics of ventilated 

and non-ventilated facade systems, such as solar heat gain coefficient, thermal and solar 

transmittance. However, to understand the behavior of DSFs under actual conditions that foresee the 

ventilation in the cavity, standardized measurements are not very helpful. Therefore, it is necessary 

to look for more detailed and non-standardized test methods. In this context, we present three 

alternative methods to study the comprehensive performance of DSF: 1) one-factor analysis, 2) 

design of the experiments (DOE), and 3) dynamic profile measurement. One-factor analysis implies 

analysis where the influence of a single factor is assessed by monitoring the dependent variable 

response to changes in only that factor. On the other side, the design of the experiment quantifies 

cause-and-effect relations between multiple factors and outputs in the studied system/process using 

statistical tools executed over results of systematically performed series of experiments [37]. The 

dynamic profile method aims to assess performance under ‘real’ transient conditions with the idea of 

simulating/replicating ‘typical days’ where one can study the DSF.  

3.4.1. Climate simulator 
 

Although all sensors installed in the testbed were factory calibrated without further adjustments, 

coherence tests between measurements were performed from time to time to check the correctness of 

the data acquired through the system. For example, readings between different temperature sensors 

(three types, in total 60) were compared in thermal equilibrium when both chambers of the climate 

simulator had the same temperatures. The sensors whose deviations with respect to the measurements 

of other sensors were larger than the instrument uncertainty were replaced, or their readings were 

calibrated [38]. The experimental uncertainty was then assessed using the method of error 

propagation [39], where the uncertainty of the final value is affected by the error of each sensor/device 

whose readings were used to calculate that value [40].  

Monitoring the fluid dynamics behavior of double-skin facades represents the most delicate part of 

the thermal performance assessment [41]. The complexity is reflected through the sensitivity and 

accuracy of experimental equipment, which by their physical presence represent perturbation in the 

momentum field and thus influence the measurements. In addition to this, a short path to evolve a 

fully developed flow and variability in driving forces make measurements even more complicated. 

Since most techniques are either too complex to set up, such as particle image velocimetry (PIV) 

[42], or have an issue evaluating variable or low airflow rates, such as pressure difference or gas 

tracer method [43], there is no standardized method for measuring air flow rate in DSFs. Therefore, 

we opted for hot-wire anemometers and the velocity profile method (VPM) to estimate the airflow 
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rates [44] as a trade-off between the complexity of the set-up, accuracy, desired amount of 

information and compatibility with the climate simulator facility that is combined with the flexible 

mock-up.  

In order to determine the range of airflow rates in which this method can be considered reliable, it 

was necessary to verify the experimental set-up by comparing the reading through the VPM with one 

technique that could measure the bulk airflow rate so that punctual readings of velocity values and 

velocity profiles could be referenced to bulk airflow values. To perform this verification, a 

rectangular-to-round connector element was installed at the outlet so that the air leaving the cavity 

was collected and forced by means of a fan external to the cavity, an ultrasonic flow meter (Lindab 

UltraLink® Monitor) placed between the cavity and the fan. The ultrasonic flow meter (UFM) was 

capable of measuring low airflow rates with an uncertainty of ±2 ls− 1 (or 7.2 m3h- 1) for the given set-

up. The controllable fan can force, given the set-up, an airflow in the range of 100 and 1000 m3h-1.  

Values of velocity of the airflow in the cavity were recorded at three heights (¼, ½ and ¾ of DSF 

height), using four anemometers at each height. Velocity readings from two hot-wire anemometers 

installed at the first height were too discordant from the other values collected at ½ and ¾ of DSF 

height, so we omitted the corresponding velocity profile from the analysis as the robustness of this 

profile was not sufficient. At each height, two anemometers were installed close to glazing surfaces 

facing the cavity, the other two were placed one at each side of the shading device. The airflow rate 

was calculated based on the area of the velocity profile multiplied by the width of DSF, where the 

direction of the airflow (+ or – sign of velocity) was evaluated based on the temperature comparison 

with bordering surfaces. The comparison of measured airflows was made for two different cavity 

depths (40 and 60 cm) and several fan power consumptions (10, 15, 20, 25, 38, 63, 75, 88, and 100% 

of maximum power usage). 

3.4.2. Measurement of standardized metrics  
 

The climate simulator allows evaluation of the U-value using the methodology defined by the 

international standard ISO 9869-1 [45]. In order to determine the thermal transmittance, the heat flow 

meter (HFM) method was used, where the test element is exposed to steady-state conditions and the 

corresponding value is calculated using the simple average technique. The DSF was tested in the air-

buffer ventilation mode and subjected to the temperatures of 0 ◦C in the ‘outdoor’ room and 20 ◦C in 

the ‘indoor’ room with no incident radiation. Simultaneously, the heat flux density was measured in 

two points on the inner side of the inner glazing. The average value of those two was considered 

representative for the calculation of the U-value of the glazed part of the DSF.  
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The assessment of the solar heat gain coefficient (SHGC, total solar energy transmittance, solar 

factor, g-value) of a full-scale test element is not standardized [36]. However, a total solar energy 

transmittance given by the ISO standard 9050:2003 [46] can be divided into solar transmittance and 

secondary heat transfer towards the inside by convection and longwave radiation [47]. Therefore, it 

is possible to measure it in the climate simulator by measuring an incident and transmitted solar 

radiation by pyranometers and the heat flux density that passes through the heat flux meter towards 

the interior. In this way, a small share of a heat flow that originates due to the temperature difference 

between inside and outside is assigned to the solar heat gains, but if the corresponding temperature 

difference is low, then this share is negligible. Measurement conditions were taken from the ISO 

standard 15099: 2003 [48], the environmental summer conditions set for a test apparatus that includes 

a solar simulator, climatic chamber and a metering box [49]: internal temperature of 25 ◦C, external 

temperature of 30 ◦C and incident solar radiation of 500 Wm-2. Just like for the U-value 

measurements, the DSF test sample was set into the air-buffer ventilation model, while the g-value 

was monitored for different cavity depths and angles of venetian blinds.  

Moreover, thermal conductance of both glazing and heat transfer coefficients referent for the inner 

and outer surfaces (SHTC) were calculated from the referent measurements of heat flux density and 

air temperature. We calculated the measurement uncertainty of standardized metric, which consists 

of two parts; the uncertainty originating from the instrument limitations [45,50,51] and the standard 

deviation around the mean. As with most laboratory measurements in steady-state conditions, the 

part of the error emerging from the instrument imprecision is dominant over the statistical part. The 

uncertainty propagation method was used to assess the measurement error of indirectly measured 

quantity [39,40].  

3.4.3. One-factor analysis  
 

An experimental testbed allows a well-established method to investigate the impact of one parameter 

on one or more output variables by varying only that factor [52]. This strategy is also known as the 

one-factor analysis or local sensitivity analysis. It is a traditional approach to experimental 

investigation, where one can obtain detailed insight into how a change in a particular parameter 

affects other variables and the system’s behavior. However, this approach can be misleading in 

examining the overall impact of a specific parameter in complex systems whose non-linear behavior 

is driven by the interaction of several factors [53]. There are different possibilities to carry out a one-

factor analysis, depending on the goal of the investigation and the nature of the variables involved in 

the process. In this paper, we present, as an example, how the change of the airflow path affects 
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temperature and velocity distribution in the cavity of a chosen DSF configuration during typical 

conditions:   

• tropical summer day (tout = 40 ◦C, I = 800 Wm-2), DSF configuration (d = 60 cm, shading 

closed, 0◦)   

• tropical summer night (tout = 30 ◦C, I = 0 Wm-2), DSF configuration (d = 60 cm, shading open, 

90◦)   

• mid-latitude warm winter day (tout = 10 ◦C, I = 400 Wm-2), DSF configuration (d = 60 cm, 

shading 45◦)  

Alternative versions of the one-factor analysis could have been to fix the airflow path and the 

boundary conditions, and gradually change one of the variables in the problems within the entire 

range of values (for example, the cavity depth or the opening size), or to change the value within a 

given (small) range around different baseline values. One of the challenges to bear in mind when 

employing this method to test small variations is that the resulting effect may be too small to be 

quantified with a suitable accuracy by the monitoring system. However, a change in a value too low 

to be detected can also be read as an important result – i.e., the independent variable has little impact 

on the dependent variable. 

3.4.4. Design of experiments (DOE) 
 

The DOE implies the application of statistical tools to quantify and classify relations between 

different variables and performance indicators in the studied process [37]. However, to obtain a good 

evaluation, a series of experiments need to be performed systematically. One of the efficient 

approaches can be factorial experimental arrays (designs). Here, the experiments are performed in a 

series where several factors are altered in each run, which enables the assessment of their impacts. If 

the array is well designed, the impact of interactions between factors can be assessed as well [54]. In 

the experimental campaign that lasted over several months, we tested several factorial designs and 

other arrays directly derived from factorial analysis to find an optimal design that will provide us 

with a comprehensive picture of the thermal and fluid dynamics behavior of DSFs. These arrays 

include full factorial, definitive screening, central composite (response surface) and multilevel 

Taguchi designs. In this paper, the intention is to present preliminary results of the experimental 

campaign and demonstrate the application of the DOE approach in the characterization of 

thermophysical behavior and performance of DSFs.  

The array used here is the Taguchi 4Lx4F L16 array consisting of only 16 experimental runs where 

four different factors are discretized in four levels. Several response quantities that outline thermal 
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and fluid dynamics behavior of DSF were chosen: airflow rate, net heat flux density associated with 

the DSF, heat gain/loss rate by the airflow that passes through the cavity normalized by the surface 

of DSF, the average temperature of the cavity and the average temperature of the inner surface of 

inner glazing (mathematical description is given in Table 2). The heat gain/loss rate through the 

convective heat exchange of the airflow becomes part of the net heat flux density for the indoor air 

ventilation mode since the airflow transfers heat, in that case, between the indoor environment and 

the cavity. The same quantity is not part of the net heat transfer in the outdoor ventilation mode, as 

in that case, airflow diverts heat towards the outside. Since it uses a relatively low number of 

experimental runs for such a high number of factors and levels, this design only offers insight into 

the main effects. However, it is good enough for an initial investigation into the processes that occur 

in DSF. Two different ventilation modes were tested separately via this array: indoor and outdoor air 

curtains.  

Table 2 Description of factors and response quantities. 

 

3.4.5. Dynamic profile measurements 
 

Besides measurements in the steady-state conditions, the climate simulator offers execution of the 

experiment in a dynamical environment where the temperature of both rooms, incident solar radiation 
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and relative humidity can be preprogrammed. That allows insight into the thermal performance of 

DSFs during typical periods (summer or winter days) by examining dynamic diurnal profiles of 

specific quantities. Unlike natural experiments in a real outdoor environment [13,55,56], dynamic 

profile measurements in a controlled environment allow the researcher to focus on the specific 

situation, component of the façade system or driver of the performance, or to repeat the test to better 

capture the behavior of the system. On the other hand, these tests are usually limited because the wind 

effect cannot be replicated or because the climate simulator has its limitations, especially when it 

comes to the incident radiation adjustment. In our case, each lamp could be controlled only in the 

range between 50 and 100% of the maximum power, so we could not simulate the gradual increase 

and decrease of the incident solar radiation in the sunrise and sunset hours. Additionally, at high 

radiation levels, the irradiated energy is less stable than for other levels, probably due to the high-

power consumption of the climate simulator.  

The chosen DSF configuration was subjected to dynamic testing, corresponding to a typically hot 

summer day with high irradiation levels and outdoor temperatures. The temperature oscillated as a 

sine wave with the crest of 35 ◦C and trough of 20 ◦C, while incident solar radiation peaked around 

770 Wm-2 with the previously referred lack of gradual rise/fall in simulated periods of sunrise (04:51) 

and sunset (19:45) (Fig. 5). The tested DSF had a 20 cm wide cavity with an outdoor air curtain 

airflow path, where the inlet was fully opened (42 dm2) and the outlet less opened (7 dm2). The 

shading system was placed in the middle position between the two skins of the DSF with partially 

opened slats (45◦). The only buoyant-driven flow was examined without activation of the fans. 
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Fig. 5. Boundary conditions corresponding to a typical summer day. 

3.5. Results  
 

3.5.1. Verification of the experimental set-up and uncertainty analysis  
 

In total, 48 measurements were performed using two different methods for various DSF 

configurations, for which the results of comparisons are given in Fig. 6. For low airflow rates, the 

velocity profile method tended to overestimate airflow rate, most likely due to the velocities in the 

cavity below the instrumental threshold. Overall, there were no significant differences between 

airflow rates assessed by the velocity profile method on the ½ and ¾ height of the DSF, except for 

very high airflow rates where the cavity depth was 60 cm. For these configurations, the airflow at 

half of the cavity height tended to be higher than at three-quarters of the cavity, most likely due to 

sensors in the inner half-cavity that were in the path of a stronger air flow.  
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The accuracy of the VPM in evaluating the airflow rate was assessed through comparison with 

measurements of the ultrasonic flow meter. The relative error was taken as the indicator quantity of 

the reliability with a value of ±30% as an acceptable deviation. The airflow rate was divided by the 

cavity cross-section area to eliminate dependence on its size. The normalized quantity can be seen as 

the average velocity in the cavity since the airflow was unidirectional (upward). The distribution of 

relative error with normalized airflow rate is shown in Fig. 7. We can conclude that the velocity 

profile method was relatively accurate in the range of the normalized airflow rate between 360 and 

1500 mh− 1 (0.1–0.417 ms− 1), and most likely the upper threshold is even higher. However, due to the 

capacity of the duct fan, we were not able to assess it for higher airflow rates. Therefore, only the 

bottom threshold for the reliability of the velocity profile method is stated. For the cavity depth of 20 

cm, the lower limit was around 100 m3h-1, 40 cm, 200 m3h-1, and 60 cm, 300 m3h-1. However, in 

natural DSFs, attention should be paid to the threshold value of air velocity rather than air flow rate. 

Lower airflow rates can be reliably assessed for bidirectional flows if the absolute value of measured 

air velocity is greater than 0.1 ms− 1. 

 

Fig. 7. Distribution of relative error with a normalized airflow rate.   
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3.5.2. Standardized metrics: U- and g-value 
 
Values of thermal transmittance and solar factor were assessed for various configurations, including 

different cavity depths and angles of venetian blinds. Theoretical (expected) values fit well within 

the range of combined instrumental and measurement uncertainty (Table 3). There was a noticeable 

downward trend in thermal transmittance values with increasing cavity depth, as expected. 

Experimentally obtained values of the solar heat gain coefficient corresponded to the expected 

theoretical. Yet, it must be pointed out that measurement uncertainty was high, especially for the very 

low values of the solar factor, Table 3).  

The high uncertainty is a consequence of the class of pyranometer (second) used for steady-state 

measurement of incident solar radiation, whereupon the main part of error originates from the 

uncertainty associated with the signal processing. Additionally, the assessment of the solar factor and 

direct solar transmittance was affected by the optical losses in the cavity, which become more 

pronounced as the cavity expands. As the cavity expands, the area of the lateral sides also increases, 

which means a larger surface that absorbs solar radiation. Therefore, a higher share of radiation is 

absorbed and lost for transmission, and consequently, the g-value is lower. Keeping all this in mind 

and compared with the test apparatus and procedure given with the standard ISO 19467, the 

assessment of g-value using HFM and pyranometer in a climate simulator can be considered 

approximate.  

Indicated SHTC values characterize heat transfer during measurements of thermal transmittance, and 

they show weak fluctuations with DSF configuration change, which indicates the good stability of 

the measurement conditions. The climate simulator does not provide the ability to control the surface 

heat transfer coefficients (SHTC) at the borders of the test element and indoor/outdoor environments. 

However, similar values between them were observed, and their resemblance originates from the 

similar conditions in both rooms regarding convective (mainly natural) and radiative heat transfer. 

SHTC at the cavity interfaces showed asymmetry and weaker heat transport on the outer side of the 

cavity. Although both double gazing units were made of the same materials and filled with the same 

gas mixture (air and argon in ratio 1:9), the measured value of thermal conductance differed by a non- 

negligible amount. The disparity may have originated due to the different thermophysical properties 

(density, dynamic viscosity, and thermal conductivity) of gas mixture caused by exposure to different 

temperatures [58]. However, we cannot claim this with certainty since the uncertainty range around 

the mean values of these two quantities overlaps. 
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3.5.3. One-factor analysis 
 

To showcase investigations that can be classified as one-factor analysis, we provide three examples 

of tests where the impact of only one variable is analyzed, which is, in this case, the path of the 

ventilation air that crosses the DSF. The results of the investigations show the strong impact that the 

ventilation mode had when the conditions are those of a hot summer day. Shifting from outdoor to 

indoor air curtain mode lowered the temperature of the cavity by about 15–20 ◦C (Fig. 8a). At the 

same time, the net heat transfer increased more than ten times (from 30 to 385 Wm-2). Furthermore, 

shifting from O–O to I–I ventilation mode increased the airflow rate almost three times and stabilized 

upward motion in the inner half-cavity (Fig. 8b, V˙/W ~ from 260 m3m− 1h− 1 to 810 m3m− 1h− 1). 

An example of not so relevant impact of a single factor is a change in the ventilation mode in hot 

summer night conditions. The temperature profile in the cavity remained flat, but it decreased by 

around 5 ◦C when changing from the O–O to the I–I ventilation mode, while the amount of heat 

entering the indoor environment remained quite low in both cases (Fig. 9a). The impact on the air 

dynamics was somewhat higher, as the airflow rate in both cases was net downward but was around 

eight times higher in outdoor air curtain mode (Fig. 9b, O–O: V˙/W ~ − 390 m3m− 1h− 1, I–I: V˙/W ~ 

− 50 m3m− 1h− 1). However, when it comes to the airflows assessed by the VPM, one should always 

check air velocity values and temperature differences between fluid and bordering surfaces to confirm 

the supposed direction of the airflow. For the same reason, we cannot claim the exact values and 

direction of particular streams in the flow in the given case.  

As the last example of one-factor analysis, we analyzed the impact of ventilation mode in steady-

state conditions corresponding to a mid- latitude warm winter day. One can notice that shifting from 

the outdoor to indoor air curtain mode increased temperatures in the cavity from around 10 to 13 ◦C 

(Fig. 10a), while the net heat flux density remained almost the same (O–O: qnet = 36.0 Wm-2, I–I: qnet 

= 31.4 Wm-2). In both ventilation modes, the outer half-cavity was slightly warmer than the inner due 

to multiple reflections and absorptions on the adjacent surfaces. Both ventilation modes were 

characterized by the strong upward current in the inner half-cavity with a circulatory motion in the 

outer half-cavity, only differing in its direction (Fig. 10b). From the given experimental data, one can 

envision how the naturally driven airflow is vital for removing excessive heat in the cavity ventilated 

by the outdoor air curtain. For the given case, a large amount of heat (qvent = 166 Wm-2) accumulated 

in the cavity was redirected to the outside by the airflow.  
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Fig. 8. a) Temperature and b) velocity profiles during a tropical summer day. 
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Fig. 9. a) Temperature and b) velocity profiles during a tropical summer night.   
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Fig. 10. a) Temperature and b) velocity profiles during a mid-latitude warm winter day. 
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3.5.4. Design of experiments (Taguchi 4Lx4F L16 design) 
 

Results of the ANOVA analysis for the Taguchi design with 16 points (experimental runs) are given 

in Table 4 and shown in Fig. 11. Generally, analysis shows which factors drove the thermophysical 

behavior of DSF, and in the case of DSF with indoor air curtain ventilation mode, it was primarily 

the incident solar radiation. Here, we must emphasize again that this refers only to the intensity of 

solar radiation with directionality features proper of the solar simulator (where a certain quota of the 

irradiance fell in a range of angles close to 90◦ and another quota was due to reflected radiation that 

is likely to behave as the diffuse quota of solar radiation) since we could not control the direction of 

emitted radiation. Furthermore, one can notice that temperature difference played the second most 

important role in controlling heat gain/ loss by the airflow, while for the temperature of the inner side 

of inner glazing, it was the angle of VB. 

Table 4. Contribution and statistical significance of factors (p < 0.05) in controlling indicators of thermal 
performance and dynamic behavior of fluid in the cavity obtained using a Taguchi design with 16 

experiments followed by ANOVA.  

 

The thermal behavior of DSF with the outdoor air curtain ventilation mode is more diverse in 

comparison to the previous one, with temperature difference becoming dominant over solar radiation 

in controlling it. The temperature difference was the major factor in driving all response quantities, 

except net heat transfer, where solar radiation and the degree of openness of venetian blinds were 
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dominant. The ANOVA can also indicate the structural element(s) most capable of manipulating the 

system performance. In the shown example, the shading device as a structural element had a large 

impact on the thermophysical behavior of DSF, and this influence was way greater than the cavity 

depth. However, there were some exceptions, such as the airflow in indoor air curtain ventilation 

mode, but here the conclusions related to cause-and-the- effect behavior of the airflow should be 

taken with caution due to the uncertainty of both the method and the sensors (check section 4.1). 

 

Fig. 11. Contribution of the factors to the variance of the response variables for two examined ventilation 
modes. 

3.5.5. Dynamic profile analysis of a typical hot summer day 
 

As the last example of investigation type, we present the analysis of temporal profiles of quantities 

measured during dynamical boundary conditions that were designed to represent a typical hot summer 
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day. The time profiles of the average temperature of the cavity (tcav), shading device (tsh), glazing 

surfaces (inner-inner tii, inner-outer tio, outer-inner toi, and outer-outer too), temperature gain/loss of 

the airflow in the cavity (Δt) and the airflow rate in the cavity (V˙) are shown in Fig. 12. In the provided 

example, it is noticeable that the temperature gain of the airflow passing through the cavity was higher 

than 5 ◦C in the central period of the day (between 10:00 and 15:30), while before the sunset and 

during most of the evening, there was no increase since the temperatures of the cavity borders became 

almost equal to the air temperature in the cavity. One may draw important conclusions from the 

obtained profiles, such as for the airflow rate profile: around sunset, the airflow was unstable and 

oscillated between the upward and downward directions; during the daytime (between 06 and 18:30), 

the airflow stabilized its direction and rate with an average value around 125 m3h-1 due to significantly 

hotter cavity borders; during the period without impinging solar radiation (nighttime between 20 and 

02), airflow shifted its direction downward with a relatively stable rate of about − 125 to − 150 m3h-

1.  

 

Fig. 12. Diurnal profiles of the average temperature of the cavity (tcav), shading device (tsh), glazing surfaces 
(inner-inner tii, inner-outer tio, outer-inner toi, and outer- outer too), temperature gain/loss of the airflow in the 

cavity (Δt) and the airflow rate in the cavity (V˙). 

In the presented example from Fig. 13, one can notice how naturally induced airflow was a very 

useful mechanism for removing excess heat in the cavity ventilated with the outdoor air curtain mode 

(O–O). For example, in the period of intense solar radiation (between 10 and 15 h), almost 40% of 
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the heat that reached the interior was directed to the outside (see Fig. 13, dynamic insulation efficiency 

is around 0.4) thanks to the airflow in the cavity. As defined in the work of Corgnati et al. [17], the 

dynamic insulation efficiency represents the quota of the heat flux that enters through the outer 

surface of the facade (and which would enter the room in the case of a traditional glazed facade) that 

is removed by the ventilation air. The calculation of the dynamic insulation efficiency  revealed a 

high-frequency noise originating from the airflow rate measurement. In order to eliminate this noise, 

the 10-min moving average was employed as a low-pass filter. From the extracted profile, one may 

find that in certain parts of the day, the airflow has no positive effect on the energy efficiency of DSF 

and that it increases net heat transfer (periods with zero value of dynamic insulation coefficient). That 

is evident during the hot nighttime period when the airflow is directed downward due to the colder 

bordering surfaces causing potentially negative (unrealistic) coefficient values. However, this effect 

is not so important for the considered typical day as the net heat flux density is not large in this part 

of the day. 

 

Fig. 13. Diurnal profiles of net heat flux density (qnet), the normalized heat rate gain/loss by the airflow 
(qvent), heat flux density measured by HFM (qHFM), transmitted solar radiation intensity (Itr) and dynamic 

insulation efficiency (γₑ). 

Another example of an interesting finding in the dynamic profile analysis is the diurnal variation of 

the direct solar transmittance, shown in Fig. 14. The value of this quantity steadily grew towards the 

end of the period with imposed solar radiation (from 0.06 to 0.14). That occurred due to the lag 
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between the profile of heat flux density measured by HFM and the profile of the transmitted solar 

radiation intensity (Fig. 14, compare maximums of qHFM and Itr profiles). One may notice that in the 

late part of the day (between 16 and 19), the heat flux density (measured by HFM) becomes equally 

significant as the transmitted solar radiation intensity. This effect has been seen in other experimental 

analyses in- field. Thus, obtaining similar results through this laboratory test shows that the developed 

testbed is capable of representing phenomena that are seen in systems implemented in real buildings, 

regardless of the limitations that the equipment presents (e.g., the limitation in replicating the full 

geometrical features of solar radiation).  

 
Fig. 14. Diurnal profiles of incident solar radiation intensity (I), transmitted solar radiation intensity (Itr), 

heat flux density measured by HFM (qHFM), and g-value (g). 

The last example (Fig. 15) shows the profiles of airflow rate at two different heights and in two 

different segments of the cavity (inner and outer half-cavity). In order to smooth out high-frequency 

noise and increase the readability of the flow representation, a 2-min moving average was applied in 

the calculation of airflow rate profiles. The profiles indicate the complicated spatial structure of the 

flow that became even more delicate for the analysis due to its dynamical variability. However, from 

the shown profiles, some basic conclusions can be drawn. During the daytime, almost all mass flow 

occurred through the outer half-cavity, while during the nighttime, the situation reversed, and the 

flow became downward oriented and somewhat more intensive in the inner half-cavity. In the period 

before sunrise and around sunset, the flow became unstable and often changed its characteristics. The 
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profiles can also indicate deficiencies of measurement methods, such as VPM. For example, the 

airflow rate on the 2nd height resembled the airflow rate measured at the 3rd height with a similar 

curve profile throughout the day, except in a few hours after sunset. The discrepancy probably results 

from the combined effects of several sources of uncertainty: imperfections of measurement method 

(point measurements in the space), instrument accuracy and the developing nature of the flow. 

 

Fig. 15. Airflow rate measured in the inner and outer half-cavity at the 2nd and 3rd height. 

3.6. Lessons learned, possibilities and limitations 
 

Transport processes in DSF are highly dynamic and in constant non- linear interaction, making it 

very difficult to link the DSF constructive features with thermophysical behavior. The flexible testbed 

was developed and designed to operate in combination with the climate simulator to facilitate 

characterization and increase possibilities for systematic investigation of DSF systems. Several 

investigation approaches, including some non-standardized methods that provide a more detailed 

insight into thermal and fluid-dynamics system behavior, were tested. The whole campaign consisted 

of three equally important phases: the planning, the development of the experimental set-up and the 

execution of the experiment. Taught by the experience, we would like to discuss the issues we have 
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encountered during this course, highlight the advantages of such an experimental approach and 

outline possibilities in future research.  

In the planning phase, it is recommended to systematically design the sensor layout and data 

acquisition (DAQ) system, preferably through schematic and wiring diagrams, to facilitate the 

physical development of the set-up and the finding of the potential problems in communication with 

sensors. At this stage, it is essential to design an efficient strategy for conducting the experimental 

campaign, taking into account the desired depth of insight, available resources and limitations of the 

experimental set-up.  

The sensor layout should be realized in this stage so that temperature sensors and heat flux meters 

are shielded from direct radiation. In some situations, space for ventilation needs to be provided to 

sensors to avoid excessive heat accumulated by the radiative absorption of the shield. Physical 

support, communication and power supply lines of sensors must be placed to affect thermal and 

velocity fields minimally. When it comes to an experimental set-up like this, where dozens of sensors 

and control features need to be used, it is compulsory to develop a system for automatic control and 

monitoring of the experiment. The DAQ system should consist of the controller or central processing 

unit connected to multiple transmitters, transducers and Modbus devices via a communication 

network systematically organized in sections of terminal blocks for easier communication handling.  

Before the experimental campaign, it is necessary to check the reliability and validity of 

measurements and, if needed, to calibrate sensors. The temperature sensors should be checked by 

setting both chambers of the climate simulator in thermal equilibrium at known temperatures, 

preferably below, around and over the room temperature (e.g., 5, 20, and 35 ◦C), so one may inspect 

uniformity between measurements over various ranges. Coherence between measurements of energy 

flux meters (such as heat flux meters, pyranometers, or other types of radiometers) should be 

inspected by placing all sensors close together and inducing stimuli of different intensities. If the 

experimental campaign has a long duration (several months), it is necessary to perform the sensor 

checks several times during this period. Alternative measurement methods also need to pass accuracy 

checks and calibration to detect how comprehensive an analysis they can offer.  

The standard metric measurements are a quite straightforward investigation type to perform as they 

require one to follow (where available) the standardized procedures. However, when determining 

optical properties (such as g-value or direct solar transmittance), some challenges can arise from the 

imperfections of the equipment and the test specimen. Though it is possible to obtain some values for 

standardized metrics for a DSF, most of the standard metrics cannot properly characterize the thermal 

and especially the fluid-dynamic behavior of DSFs as these technologies presents phenomena that 

are far from the assumptions behind the development of some standardized metrics (such as 
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monotone temperature gradient or monodirectional heat flow). The one-factor analysis allows 

researchers to overcome the limitations set by standardized procedures and makes it possible to obtain 

some insight into the thermal and fluid-dynamic behavior of DSFs, though in a rather simplified way. 

This is because it is not possible to analyze and describe the simultaneous influence of several factors 

(interactions) on the variable of interest. The results of one-factor analyses can hardly be used to 

optimize or to predict DSF behavior fully, but they are most commonly used to analyze in depth a 

particular phenomenon or to obtain data for validation or calibration of numerical models. 

Sometimes, one-factor analyses are also used for pre-screening of important variables and key 

correlations between one independent variable and one dependent variable.  

DOE is the most suitable way to balance accuracy, breadth and costs to obtain a complex system 

behavior characterization that includes the analysis of the impact of multiple factors and their 

interactions, including structural elements, operational modes and boundary conditions as 

independent variables. This investigation type requires a series of experiments in various steady-state 

conditions and therefore demands substantial material costs. However, the expenses can be reduced 

with a few practical tips. For example, it is advisable to perform the DOE in two steps if it is necessary 

to examine the influence of many factors. The first one is to screen out important variables affecting 

the performance/ behavior of the system, and the second is a more detailed analysis with a focus only 

on relevant factors. When it comes to DOE and its application to DSFs, we refer to our previous work 

for more information and the recommended course of action for performing DOE analysis, depending 

on the number of examined factors, the desired depth of insight and available resources [37]. Since 

the DOE approach requires the systematic execution of experiments, where several factors are altered 

during each experimental run, it is advisable to arrange the series so that factors are altered gradually 

between runs. The system will reach steady states faster by avoiding extreme alteration in factor 

values, such as the shift from bottom to peak values and vice versa. For example, priority should be 

given to a gradual change in ambient temperature. The system is thermally most inert to changes in 

chamber temperature, then in solar irradiance, and only after them in all other parameters, such as 

features of DSFs (e.g., blind angle, cavity depth, airflow path, or rate). Whether the system has 

reached a steady state can be checked conveniently and efficiently by inspection of air temperature 

readings in the cavity since this section of the DSF system adopts the latest stable values. In this way, 

an experimental campaign consisting of 15–20 runs can be shortened by several days. By applying 

the DOE, it is possible to describe the thermal and fluid-dynamical behavior in a wide range of 

conditions. This method can also be used to find optimal configurations and to build up (linearized) 

models that can predict the behavior of a DSF given certain boundary conditions and structural 

properties, even if the exact combination has not been experimentally tested.  
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The dynamic profile measurements imply experimental investigation in dynamic boundary 

conditions that usually correspond to the fluctuation of the boundary conditions in typical (design) 

days. Unlike the other investigation types, this method captures thermal and fluid dynamics behavior 

in conditions close to the real ones found when envelope systems are deployed in real buildings, and 

it is suitable for testing responsive façade systems. This analysis can lead to system optimization, but 

only in given conditions, and probably has its highest value in the joint analysis of the building 

technology and the control to manage its (dynamic) performance. In the case of dynamic profile 

measurements for a typical day, it is desirable to perform a series of measurements corresponding to 

several consecutive identical days to consider the effect over a longer period and to prevent initial 

conditions from playing a role in the results.  

However, some limitations of the equipment and the applied measurement methods restrict the 

possibilities of thoroughly investigating the thermal and fluid dynamics behavior of DSF. For 

example, the climate simulator may simulate conditions that deviate from the desired one. For 

example, when it is necessary to maintain the low or intermediate temperature of the outdoor chamber 

(<25 ◦C) and at the same time to have an active solar simulator, the air conditioning system can 

experience problems in controlling the outdoor chamber temperature. The actual temperature is a few 

degrees higher than the set-point and the air is not uniformly cooled through the chamber, which 

results in a vertical temperature gradient up to 2 ◦C directed upwards. The reason for this is probably 

the combined effect of climate simulator overload and the inappropriate position of the integrated 

temperature sensor used to regulate the set-point temperature of the outdoor chamber.  

Even though the solar simulator is calibrated to provide homogeneity of irradiance within reasonable 

limits (around ±10%), this property deteriorates over time due to physical changes in radiation 

surface, position and different aging of the lamps. Furthermore, in extreme settings where the high 

irradiance (>800 Wm-2) is combined with low set- point temperature (<15 ◦C), the solar simulator 

experiences problems in maintaining time-stable irradiated power, which can fluctuate in range ±10% 

from the desired one. In addition to this, irradiance significantly attenuates with distance from 

radiation surface. The inability of the solar simulator to impose and control low radiation levels 

(below 250 Wm-2) is a significant disadvantage that restricts reproducing particular conditions, such 

as low irradiance levels characteristic for a winter day or gradual increase or decrease of irradiance 

typical for sunrise/sunset periods. Moreover, as already pinpointed, the lamp array in the climate 

simulators does not offer the possibility of controlling the direction of emitted radiation. The inability 

to control the impinging angle represents a limitation of the solar simulator since the thermal 

performance (the solar reflectance and transmittance) of both the glazing and the shading device 

depends on the incident angle [59,60]. However, even if the system cannot allow one to obtain reliable 
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results on the effect of the geometry of solar radiation on the performance of the system, much 

information can still be obtained on the role of the different layers in the construction and how they 

interact with the solar radiation.  

When it comes to the disadvantages of the test sample, the limited width represents a notable issue 

that causes optical loss, which is particularly pronounced when the cavity is maximally expanded. 

Therefore, slightly lower values of the solar factor and direct solar transmittance are obtained 

compared to those expected. Setting a constant irradiance on the outer surface of the DSF for different 

cavity widths is not a straightforward task since the irradiance attenuates with retraction of the outer 

skin of the DSF. Therefore, constant checking and readjustment of the bulb’s power is advised.  

Regarding the measurement methods, the VPM has shown unreliability when it comes to evaluating 

the low airflow rates (average velocity below 0.1 ms− 1). Furthermore, determining the airflow 

direction and especially heat transfer coefficients using temperatures of fluid and the bordering 

surfaces is unreliable if the temperature difference is below the instrumental error (below 0.3 or 0.5 
◦C). Likewise, punctual measurements cannot accurately capture the velocity profile, especially in 

thick cavities where the boundary layer effect is considerable. Therefore, the naturally driven airflows 

that usually have a complex structure with bidirectional patterns could be inappropriate for the airflow 

rate characterization using VPM. Alternative techniques to measure airflow in such situations, such 

as laser Doppler (LDV), particle image (PIV) and ultrasound velocimetry, could be employed if the 

scope of the investigation requires. However, complexity, technical limitations and costs associated 

with these techniques could make it unfeasible in the context of these studies.  

In an effort to make our research freely accessible and to allow maximum usability of the collected 

data, all the measurements presented in this study to demonstrate the functionalities of the test bed 

and the applications of the different experimental methods (cft. Section 4.1, 4.3 and 4.4) have been 

uploaded to on an open-access repository. Data can be found at, and referenced using, the following 

weblink: https://d oi.org/10.5281/zenodo.5808012. 

3.7. Conclusions 
 

Thermophysical processes occurring in advanced building envelopes, such as DSF, are very 

intercorrelated and complicated to analyze. The experimental approach is the only way to reliable 

describe them, but it is rigid, time-consuming and expensive. To overcome these drawbacks and 

systematically study the thermal and fluid-dynamic behavior of DSFs, we have developed a flexible 

experimental testbed and validated its functioning with a series of experimental procedures. Different 

DSF configurations can be easily tested in response to various boundary conditions thanks to a 

purpose built DSF mock-up and a climate simulator that can recreate boundary conditions, including 

temperature gradient and solar irradiation. A developed system for data acquisition and control of the 

https://doi.org/10.5281/zenodo.5808012
https://doi.org/10.5281/zenodo.5808012
https://doi.org/10.5281/zenodo.5808012
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experiment enables the adjustment of desired DSF configuration and environmental conditions and 

simultaneous monitoring of more than seventy sensors in real-time.  

In the description presented in the paper, we highlighted the features of the flexible experimental 

testbed, its sensitivity and reliability, and discussed different types of experimental investigations 

with various levels of complexity: standard metrics measurements, one-factor analysis, design of 

experiments and dynamic profile measurements. In this manuscript, we have provided examples of 

each investigation type, showed the advantages and disadvantages of the different techniques, and 

discussed challenges and possibilities associated with them. The main take-home message that we 

want to convey is that complementary analyses are necessary, and depending on the scope of the 

investigations, one or more combinations of methods should be employed to obtain the desired 

knowledge of the specific performance or phenomenon. A comprehensive set of data from the 

measurements carried out to test and validate the testbeds and the methods has been made publicly 

available to the scientific community, and is especially targeted at researchers working with 

numerical model development, validation, and model calibration, who could benefit from the freely 

accessible dataset for comparison between experimental and numerical data.  

By presenting some examples of different types of investigations, we have also given a preview of 

certain insights about the impact of structural elements, operational modes and boundary conditions 

on the thermal and fluid dynamics behavior of DSFs, though this was not the focus of the study. Some 

limitations of the testbed restrict the possibility of investigating all the possible phenomena in DSF. 

The impact of solar geometry and complete flow characterization are two examples of domains that 

cannot be fully addressed by the developed experimental equipment, though it allows obtaining some 

information. The preliminary findings previewed in this paper will be expanded in future studies that 

will focus on the specific relations between constructional features and performance in DSFs.  

Though the testbed developed so far is suitable to investigate DSF systems, the same approach 

involving a flexible mock-up and the development of optimized experimental procedure can be 

applied to any advanced building envelope system to obtain a comprehensive picture of the behavior 

of these complex systems in the most efficient way. 
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4. Tracer gas techniques for airflow characterization in double skin 
facades 
 

4.1. Abstract 
 

Monitoring airflow rates and fluid dynamics phenomena in the ventilated cavity is a challenging 

aspect of the experimental assessment of the performance of double-skin facades (DSF). There are 

various methods to characterize the fluid-dynamics behavior of DSF, but each of these has its 

advantages and drawbacks. This paper presents the airflow characterization in the cavity of a double-

skin façade installed in a full-scale outdoor facility through various methods, and, more specifically, 

it compares two tracer gas methods with the velocity traverse method. In the paper, we highlight how 

different characterization results can be explained by considering the features of each method, and 

how these differences are linked to velocity ranges and airflows in the cavity. By discussing (i) the 

challenges of these methods and their applicability, (ii) the requirements in terms of experimental set-

up and (iii) the limitations linked to instrumentation, we aim to enhance the discussion on 

experimental methods for advanced building envelope characterization and contribute to a more 

grounded understanding of the suitability of tracer gas methods for in-field characterization of 

airflows in facades.    
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4.2. Introduction 
 

4.2.1.  Background 
 

Increasing the performance of building envelope systems is a long- established trend in research that 

aims at developing building skins that minimize energy use and maximize user comfort across 

different domains. This has lead to a large range of concepts and technologies in recent years [1] that 

are transforming the building envelope from being a problematic component of the construction to 

being an interesting locus of possibilities. Advanced concepts and technologies that consider the 

building envelope not as static but as a dynamic, active system have been developed within this 

research and development avenue [2]. Such an envelope should act as a living membrane that 

continuously changes its interactions with the indoor and outdoor environment by filtering mass and 

energy fluxes [3]. The most advanced dynamic building envelope components are responsive [4] and 

adaptive [2] building skins, and double skin facades (DSF) are a well-established concept in both 

research and industrial development that makes highly transparent skins highly efficient [5]. In simple 

terms, a DSF is a multi-layered glazed structure with an external and internal layer (the skins) and a 

buffer space in between (usually ventilated in different ways) that can host a solar shading device to 

enable continuous control of solar loads [6]. This envelope system allows a high degree of flexibility 

in managing the incoming thermal and visual loads, it can support the pre-heating of ventilation air, 

and in the most general terms, it can be operated as a dynamic interface between the outdoor and the 

indoor space [7]. A fully glazed facade brings the transparency often desired by architects when 

designing a residential or commercial building [8]. In addition, it enables balancing visual comfort, 

visual attractiveness, sound insulation, thermal comfort and energy savings [9]. However, DSFs are 

more expensive than traditional single-layer façades, and if they are not well designed and operated, 

the marginally increased performance is hardly able to justify their costs, or in the worst scenarios 

they could present a lower performance than conventional envelopes [10].  

Even though the DSF is a long-established concept with many applications in real buildings, there is 

still much research ongoing focusing on both the optimization of the system in terms of construction 

features and the optimization of the control strategies and algorithms to manage the dynamic 

operation of DSFs dynamically operated. In this latter topic, the management of shading devices 

[11,12] and of the airflow in the ventilated cavity, and the interactions between these two elements 

interact [13,14] are key topics to ensure optimal performance of DSF. A deep understanding of how 

DSFs can be efficiently designed and managed depends on how well the physical processes occurring 

in the DSF are understood and predicted. The most reliable insight is offered by experimental 
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investigations [15], and many authors have performed experiments with different levels of complexity 

ranging from natural experiments [16–18] to those controlled with only thermal [19,20] or wind 

environment [21] to the experiments performed in both controlled thermal and radiative environment 

[15,22–24]. Data from experimental activities can also validate numerical models [25], opening up a 

path for design- and control optimization based on simulation.  

The experimental characterization and performance assessment of a double skin façade (DSF) is a 

complex task, and well-established methods suitable for conventional envelope systems are often not 

capable of capturing the overall performance and measuring particular phenomena occurring in a DSF 

[26]. One of the most complex parts, if not the most complex one, concerns the determination of the 

airflow in the cavity, and this task is especially challenging when only naturally induced forces drive 

the airflow in the cavity. Various methods and techniques have been commonly adopted to monitor 

airflow rate, and many are standardized for the airflow estimation in HVAC ducts [27]. At the same 

time, there are no clearly defined procedures for measuring in DSF cavities, which are environments 

characterized by a higher degree of inhomogeneity compared to HVAC ducts. The methods for 

airflow assessment differ in the complexity and cost of the experimental set-up, accuracy, amount of 

information they can offer and applicability for in situ measurements. For some techniques, such as 

direct velocimetry, recommendations exist for more reliable set-ups that reduce the experimental 

error. While direct velocimetry is quite well known, and there is a clear understanding of how much 

this technique can offer, other methods need further research to evaluate their accuracy and 

applicability for airflow measurements in DSFs.  

4.2.2. Research aims, objectives, and paper structure 
 

In this paper, we present the results of a set of experimental measurements obtained to assess and 

compare different techniques for airflow estimation. This investigation is based on a multi-day 

experimental campaign of the DSF hosted in a full-scale outdoor test facility. Two gas tracer 

techniques, more precisely the so-called decay method (DM) and constant injection method (CIM), 

were tested and compared with the velocity traverse method (VTM), a well-established (and relatively 

simple) technique to measure the total airflow in a duct section. Both of the gas tracer techniques 

analyses in this paper are state-of-the-art methods that have been successfully applied for airflow 

measurements in HVAC systems with forced ventilation [28–30] or infiltration/exfiltration 

assessment in rooms and larger volumes [31, 32]. However, there is almost no research that deals 

with the application of gas tracer techniques for measuring airflow in DSFs, other than investigations 

[18,26,33,34] that employ only a constant injection method. Among these, only the research of 

Kalyanova [26] investigates the applicability of the constant injection method in DSFs and compares 
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it with other more common methods. Intending to expand knowledge about this technique and the 

decay method, which has not yet been employed in DSF, this research aims to identify challenges and 

issues related to the different experimental set-ups and measurement procedures applied to double-

skin facades in actual conditions.  

To do this, the methodological steps that we adopted were: to instrument (as described in more detail 

in the next section of the paper) a full-scale mock-up of a DSF installed on an outdoor test facility; to 

run several rounds of measurements with different techniques over a specific range of (assumed) 

airflows, and varying some controllable variables; to apply statistical analysis techniques to 

understand the relevance and the role of controllable and uncontrollable variables.  

The experiments and the results presented in the paper give insights on: (i) how to perform the two 

gas tracer techniques, (ii) why they may lead to different results, as well as (iii) how the outcomes of 

these methods compare to the estimation of the airflow through hot-wire anemometry. Finally, it 

would be possible to suggest that one method may better suit a specific situation and airflow ranges 

in the cavity, though there are some uncertainties and limitations in the study primarily linked to the 

complexity of measuring a highly transient phenomenon in an in-field like installation. Aside from 

the measurement that resulted from the tests, which allowed us to characterize the tested façade, the 

outcomes of this research can be of interest to researchers who want to apply gas tracer techniques. 

Moreover, our research contribute to the development of standardized procedures for setting up the 

correct experimental set-up and carrying out measurements with the highest possible confidence.  

In the following sections of the paper, we will: classify and review existing experimental techniques 

for airflow characterization in DSFs (Section 2); describe in detail the experimental set-up and 

methodology, focusing on DSF mock-up specifications, characteristics of the measurement 

equipment and details about the experimental design and procedures (Section 3); present the results 

and the comparison between gas tracer techniques and VTM, along with the details on correlation 

analysis, discuss the challenges and possibilities of these methods, and argue which methods are 

suitable for airflow characterization in different situations (Section 4); draw conclusive remarks of 

our study (Section 5).  

4.3 Experimental techniques for airflow characterization 
 

Experimental investigation of airflow varies by complexity and the depth of the insight it offers, and, 

generally, it can be divided into three categories/groups: bulk airflow measurements, direct velocity 

measurements (DVM) and non-intrusive velocity measurements methods, such as ultrasound 

measurement of velocity (USV), particle image (PIV) or laser doppler velocimetry (LDV) [35]. A 

short introduction to these three families of available methods is provided for the sake of completeness 
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even if, as previously mentioned, we will focus in this paper on bulk airflow measurements through 

tracer gas and on direct velocity measurements, and we will not explore other techniques because of 

some intrinsic limitation they present for in-field application.  

In particular, the last two categories (PIV and LDV) can provide turbulent quantity analysis, offering 

a large amount of information about the flow, but at the same time, they are very complex to realize 

in terms of the experimental design and sensitivity [36] and are almost entirely limited to laboratory 

environments, while their in-field application is almost inoperable and difficult to carry out.  

4.3.1. Direct velocity measurements 
 

A method that uses the direct velocity measurements acquired by hot-wire, hot-sphere or vane 

anemometers represents the most applied method for airflow estimation in DSF, especially when it 

comes to in- field measurements. The experimental set-up may vary in complexity and in the amount 

of information it can offer, from the most basic one, where only one anemometer is used, to the most 

advanced such as the velocity profile method (VPM) [8,21,22,33,37]. In a VPM, several anemometers 

are placed along one or more heights inside the cavity, indicating in such a way the spatial distribution 

of the airflow. Spatial discretisation of such information needs to be balanced with the measurement 

accuracy since the sensors’ probes, cable, and physical support represent obstacles to the flow. 

Besides the reduced flexibility of the experimental set-up, the main disadvantages of this method are 

the limited amount of information about the spatial structure of the flow provided by the punctual 

measurements, the issues with the determination of the airflow direction [38] and the inadequate 

accuracy for the lowest velocity ranges. Regardless of these limitations, studies have shown that this 

technique offers the best balance between complexity, set-up cost, accuracy, amount of provided 

information and applicability in in-field conditions.  

4.3.2. Non-intrusive techniques  
 

Non-intrusive techniques, such as laser Doppler (LDV), particle image (PIV) and ultrasound (USV) 

velocimetry, employ optical/acoustics methods for the determination of the airflow in the cavity. LDV 

assesses the velocity in fluid flow in a non-intrusive way by recording the Doppler (frequency) shift 

between emitted and reflected laser beams. The PIV technique obtains instantaneous velocity fields 

by recording images of particles at successive times, the velocity of the fluid is determined by the 

characteristics of the light scattered from fine particles illuminated by monochromatic light. USV is 

based on either measuring frequency shift or the difference in the transit time between two oppositely 

emitted ultrasonic pulses. USV techniques show the promising possibility for long-term airflow 

monitoring in DSFs, but further research is needed to fully understand their applicability [31], 
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especially in relation to the range of velocity that can be accurately measured by USV sensors. Many 

non-intrusive techniques such as those based on LDV and PIV are characterized by excellent 

accuracy, but they are at the same time limited by laboratory-restricted instrumentation, cost, 

complexity and sensitivity of the experimental set-up [36,39,40], therefore their application for in-

field continuous measurements in buildings is unfeasible.  

4.3.3. Bulk airflow method  
 

Bulk airflow methods are based either on measuring the pressure difference along the airflow path in 

a DSF cavity (pressure difference method) or on monitoring the concentration of a tracer gas inside 

the cavity (trace gas techniques) [41]. The first method needs calibration, usually performed in the 

laboratory, to determine the empirical relation between the airflow rate and the measured pressure 

difference. Once it is calibrated, then it is relatively easy to set up the experiment in field settings. 

Still, care should be taken when choosing the representative sampling point for external pressure since 

it is susceptible to wind-induced turbulence [37]. The method shows excellent accuracy in estimating 

the mechanical flow in laboratory conditions, yet further research is needed to assess its applicability 

for real (dynamical) environments and naturally ventilated DSFs. 

Tracer gas techniques are well-known methods to measure airflow rate in rooms and larger volumes. 

The following tracer gas techniques are the most commonly adopted: constant injection (CIM), 

constant concentration (CCM) and the decay method (DM). Sulfur hexafluoride (SF6) or carbon 

dioxide (CO2) are often used as a tracer gas, with the latter used more often as a preferred marker due 

to its low cost, faster response of CO2 sensors and being a less harmful greenhouse gas with 23,500 

times lower global warming potential (GWP) than SF6 [42]. In DM, a particular concentration is 

achieved at the beginning of the experiment C (t1), whereafter the time (t2-t1) required for the tracer 

gas to descend close to the background reference level C (t2) is measured [43], based on which the 

average airflow rate V̇ is assessed: 

 �̄̇� =
𝑉

𝑡2−𝑡1
𝑙𝑜𝑔𝑒

𝐶(𝑡1)

𝐶(𝑡2)
         (1) 

where V represent volume of DSF cavity.  

In a CIM, a fixed and known amount of tracer gas V̇ tg is steadily injected while the fluctuating 

concentration Cc (t) is measured downstream so one can estimate the airflow rate V̇ (t) [29]: 

 �̇�(𝑡) = 106
�̇�𝑡𝑔

𝐶𝑐(𝑡)−𝐶𝑏
         (2) 
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Background concentration Cb needs to be assessed as well, and if it is expressed in ppm, then a 

coefficient 106 ppm should be used in the equation. In a CCM, instead of injecting a fixed amount of 

tracer gas, a variable quantity is infused V˙tg (t) so that constant concentration Cc is achieved 

downstream or in the volume where the measurement is carried out [44]: 

 �̇�(𝑡) = 106
�̇�𝑡𝑔(𝑡)

𝐶𝑐−𝐶𝑏
         (3) 

In their review, Remion and colleagues [45] concluded that the gas tracer techniques do not interfere 

with the flow and that they better account for infiltration/exfiltration flows compared to conventional 

airflow measurement methods [46]. However, if not met, some limiting requirements, such as the 

assumption of gas tracer homogeneity and the flow steadiness during measurements, lead to increased 

uncertainties [47]. In addition, tracer gas techniques are intended for short-time characterization, and 

they are not suitable for continuous monitoring. Applications are primarily seen in ducts (with forced 

ventilation) and not commonly in DSF cavities [21,22]. Therefore, there are no clear guidelines on 

the experimental set-up, such as the preferred position and the number of emission and sampling 

points in the DSF cavity [47]. Furthermore, the assumption of non-interfering with the flow/driving 

forces is questionable as the tubes releasing gas and sensors measuring concentration need to be 

inserted into the duct/cavity. As such, they represent obstruction to the flow when the cavity is not 

very large realtive to the space occupied by the experimental set-up. Other sources of inaccuracies, 

such as drainage of emitted tracer gas near the opening, can result in too high airflow rates [41]. Also, 

injection of a significant amount of tracer gas could affect the fluid dynamics in the duct/cavity since 

the CO2 or SF6 have different gas properties than air [48]. 

4.4 Experimental set-up and methodology 
 

4.4.1. Experimental test-rig  
 

We performed the airflow characterization presented in this paper using a full-scale mock-up of a 

DSF installed in the outdoor test TWINS test facility [49]. The test facility has dimensions of (3.5 m 

(l) x 1.6 m (w) x 3 m (h)), and for this experimental campaign it hosted a DSF of (1.5 m (w) x 2.8 m 

(h)) which consised of 2 skins, made up of 2 double glazing units (1.22 m × 2.0 m, U-value = 1.2 

W/m2K, g-value = 0.47), separated by an air cavity (250 mm) (Fig. 1). The DSF was oriented nearly 

perfectly toward the south. It had four axial vertical fans (maximum flow of 220 m3/h each) placed at 

2.6 m from the bottom, though only a small fraction of the maximum theoretical flow rate can be 

achieved under real operative conditions. The cavity hosted a roller blind to control solar gain. 
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Different airflow paths between outdoor and indoor environments could be tested by operating the 

vents (1.5 m × 0.3 m).  

 
Fig. 1. An experimental set-up consisting of CO2-supply instrumentation, the DSF test sample, the automatic 

weather station (left) and the view from the inside of the cell (right). 
 

The DSF module was equipped with the following sensors used for the airflow characterization: four 

air velocity and temperature transducers at two different heights inside the cavity (1 and 2 m height 

from the bottom of the cavity), five CO2 concentration sensors (based on CMOS technology) that 

were previously calibrated in the laboratory against a gas tracer analyzer and could also measure 

temperature and relative humidity, and the outdoor anemometer to monitor both wind speed and 

direction in the horizontal plane (Fig. 1). Hot-wire anemometers could measure air velocity in four 

different ranges, but according to prevailing measurement conditions, we opted for the lowest output 

range (0.05 ~ 1 m/s) with the instrumental error of ±(0.1 m/s + 3%). The outdoor anemometer was 

located left of the DSF (Fig. 1). One CO2 sensor was placed outside the DSF to measure the 

background CO2 level and four were distributed in the cavity. The measurement sampling rate was 

20 s (coherent with the CO2 response time of the sensor) and CO2 concentration was kept within the 

range of values read by the sensor. The following set-up was built to supply the CO2 inside the cavity: 

a CO2 tank equipped with a valve was placed outside the test facility; an asameter was located 

downstream of the tank and a gas flow meter was used to measure and control the injected CO2 flow 

(Fig. 1).  

4.4.2. Experimental procedures 
 

For the CIM, a constant CO2 flow was injected at the bottom of the cavity (8 pipes near the inlet 

vents). The CO2 sensors were located in the upper part of the cavity to measure the CO2 concentration 
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at the exhaust. The control valve regulated the amount of the injected CO2, which depended on the 

configuration. It was necessary to intensify the volumetric flow of injected CO2 with the enhancement 

of the fan speed and DSF openings (Fig. 2) in order to keep a large enough difference between the 

background CO2 concentration and the CO2 concentration in the cavity. However, there was a slight 

increase in average CO2 level in the cavity as configurations shifted from left to right, as shown in 

Fig. 2.  

 
Fig. 2. The starting and the average CO2 concentration in the cavity.   

In the DM, four source pipes were set per side at two different heights and the CO2 sensors were 

placed near the air velocity transmitters (Fig. 3). The CO2 was injected at different cavity heights to 

reach the target CO2 concentration (with all vents closed) and bottom fans were installed and used to 

ensure the perfect mixing of the CO2 in the cavity (Fig. 1 right). When the target CO2 concentration 

was reached, the bottom fans were switched off and the vents and top (main) fans were operated 

according to the tested configuration. Then, the time required for the CO2 concentration to drop close 

to the background level was measured. It was necessary to inject higher volumes of CO2 for 

configurations with larger openings to maintain a sufficient decay time in order to ensure a robust 

measurement. For example, the starting concentration needed to be between 20,000 and 25,000 ppm 

for the configurations with large openings (100%) to have a decay time of at least 100 s (Fig. 3). 

However, as described in more detail in the next section, such a large CO2 amount in the cavity 

affected the air mixture and may have changed its dynamics. As the volume of injected CO2 

normalized per volume of DSF cavity increased, the difference between it and the average 

concentration in the cavity increased too, meaning that one part was either directly lost to the outside 

or descended to the lower parts of the cavity below the level of the sensors.  
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Fig. 3. Schematic representation of experimental set-up for different airflow characterization methods. 

 
An attempt was made to minimize the influence of sudden changes of external factors by placing a 

black textile screen in front of the DSF and keeping the facility’s door open. The screen was hung 

parallel to the outer surface of DSF at a distance of around 40 cm from the surface. The textile screen 

was also placed in front of both openings, shielding them from the direct effect of the wind. Here, it 

is important to highlight that due to the geometry of the openings (each realized by means of a top- 

hang, outward opening sash - see the schematic representation in Fig. 3), the presence of the screen 

did not obstruct the flow through the openings, but only shielded them from direct wind strikes. The 

black textile screen protected the DSF during both CIM and DM measurements.  

Consequently, the wind influence was reduced to a certain extent, and the thermal gradient was kept 

to a minimal level compared to conditions one may experience in a DSF under real operations. 

Temperature differences between indoor (inside the test cell) and outdoor ranged between 5.0 and 7.4 
◦C, with an average value of 5.9 ◦C during CIM and 6.4 ◦C during DM measurements. The solar 

irradiance on the DSF’s vertical surface ranged between 0 and 30.4 Wm-2, with an average value of 

around 3 Wm-2 during CIM and 16 Wm-2 during DM measurements. Our goal in implementing these 

settings was to make the flow in the cavity as homogeneous and steady-state as possible by making 

it driven by the fan to the largest extent. By completely controlling boundary conditions, we could 

eliminate sudden and abrupt changes in external factors that may undermine the assumption of 

homogeneity and steady-state conditions in the cavity. Therefore, one of the assumptions 

underpinning this study was that the velocity profile was symmetrical and directed upward, which 

allowed us to calculate the airflow rate using the velocity traverse method (VTM) more easily.  

The airflow rate was calculated in three ways by multiplying the cross-sectional area of the cavity 

and the average velocity (obtained from two sensors) for the corresponding height. The first two ways 
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involved correction of measured velocity by the factor k [27,50], while the third assumed that 

measured velocity corresponded to average velocity in the cavity. Comparing three approaches with 

the high-precise airflow measurements of the ultrasonic flow meter in the laboratory showed us that 

the third approach was most suitable for the airflow calculation in the specified conditions [54]. EN 

ISO 12569:2012 [31] and EN 12599:2012 [28] provided the basis for calculating the airflow for the 

DM and the CIM, respectively.  

Different DSF cavity configurations were tested multiple times, comparing DM and CIM bulk airflow 

estimations with airflow assessment via the VTM. Twenty-three different configurations of DSF were 

tested with both DM and CIM by varying vent opening (25, 50, 75 and 100%), fan speeds (10, 25, 

50, 75, and 100%) and roller blind’s position (displaced and retracted). Only one airflow path was 

investigated in this experimental study for both the CIM and DM, i.e., the outdoor air curtain mode. 

In this ventilation mode, the outdoor air enters the cavity, and when it leaves the cavity, it is released 

again towards the outdoor environment. The DSF is therefore isolated from the test cell’s indoor air, 

and outdoor air cannot enter the indoor space behind the DSF by going through the DSF’s cavity.  

The sampling of all the different physical quantities was performed every 20 s, which was the declared 

time constant of the employed CO2 concentration sensors, while the duration of each experimental 

run depended on the characteristics of the chosen method. In CIM, the data acquisition period of each 

measurement run was 3 min, while for the DM, the duration depended on the decay time, which was 

between 600 and 100 s. 

4.5 Results and discussion 
 

4.5.1. Airflow assessment analysis  
 

Both DM and CIM were tested and compared to the VTM, with DM showing a larger offset than 

CIM. In two cases with the raised roller blind, the estimated airflow value obtained through CIM 

exceeded the range of combined instrumental and measurement uncertainty added to the value 

obtained by VTM (Fig. 4). In almost all cases (12 out of 15), the airflow was overestimated compared 

to VTM, with an average relative error of 52%. However, VTM can not be considered a benchmark 

for evaluating other methods for the lowest airflow range due to the large instrumental error (indicated 

with vertical error bars) and low threshold value (0.05 ms− 1) of velocity sensors. Alternatively, if we 

consider cases where VTM can be regarded as reliable (marked with blue and gray columns), the 

relative offset to VTM is 31%. Therefore, CIM can be considered relatively successful in airflow 

estimation for the average velocity range in the cavity of over 0.1 ms− 1 (Fig. 7., dots over the black 

line). A positive correlation coefficient (0.71) between airflows obtained by the VTM and CIM 
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confirmed the expected monotonic function between airflow and the opening size. As mentioned in 

experimental procedures, the injected CO2 amount depended on the tested configuration. Experience 

in the experimental campaigns taught us that targeting levels below 2000 ppm can result in an 

unrealistic overestimation of the airflow or even in negative values because the CO2 concentration in 

the cavity can get too close to or even fall below the background level. The upper limit of 5000 ppm 

proved to be high enough to prevent sudden drops to background levels, while at the same time low 

enough not to modify air mixture and dynamics.  

 
Fig. 4. Comparison of CIM and VTM for different tested configurations (raised roller blind). 

 

DM and VTM showed a worse agreement. In nine cases, the assessment of DM was within the range 

of combined instrumental and measurement uncertainty of the VTM. The airflow derived by the VTM 

was considerably higher than obtained with DM (green bars in Fig. 5). However, due to the higher 

pressure drops caused by the small openings (25%) that led to lower airflow rates, velocity values 

below the instrumental threshold value were most likely present in those cases. Furthermore, 

considering the trend between VTM and openings in a reliable range (full colored bars in Fig. 5), it 

is probable that lower airflows than measured by VTM characterize smaller openings. Weighing the 

monotonic function between opening size and airflow assessed by DM, DM may be more suitable for 

low airflow assessment than VTM. As opposed to CIM, with an average relative error of 64%, the 

airflow in all cases by DM was underestimated compared to VTM. DM showed better agreement with 

VTM regarding monotonic function between airflow and size of the opening area and fans’ speed 

(correlation coefficient between airflow values obtained by VTM and DM is 0.78).  
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Fig. 5. Comparison of DM and VTM for different tested configurations (raised roller blind).   

 
For the case where the roller blind was lowered, both gas tracer techniques underestimated the airflow 

rate compared to the VTM, except CIM for the configuration with 75% opened vent and 100% turned 

on fans (Fig. 6). With an average relative error of 23%, CIM showed better agreement with VPM, 

while in the case of DM, the error is 51%. The general conclusion is that the estimation of the airflow 

rate via DM and CIM was more accurate when the roller blind is lowered than when it is not. One 

may think this originates from the tested configurations and the associated higher airflows, where 

there is generally better agreement between methods. However, it might be caused by the presence of 

the roller blind making the flow more structured in each half-cavity. For the cases with lowered roller 

blind, the airflow estimated by VTM was higher in the inner cavity than in the outer, which might be 

caused by the slightly higher inner glazing temperature that led to the accelerated upward motion in 

the inner cavity. In contrast, colder outer glazing reduced the flow in the outer cavity. A similar 

phenomenon can be seen with the DIM and CM methods, which indicate that gas tracer techniques 

can also provide hints about the airflow’s spatial structure, although these techniques rely on the 

assumption of even distribution of the tracer gas particles in the measurement volume.  
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Fig. 6. Comparison of DM and CIM with VTM for different tested configurations (lowered roller blind). 

 
Fig. 7. Average velocity in the cavity and the assumed flow regime.   

In both methods, it was noticed that measurements of certain CO2 sensors deviated from the other. 

For example, in CIM, a CO2 sensor installed at 2nd height in the inner cavity registered high 

fluctuations in CO2 level, which led to the assessment of unrealistically extreme or even negative 

airflow rates. These fluctuations are most likely associated with sudden and sporadic direct 

penetrations of the wind (which has a lower CO2 concentration), leading to violation of the good 

mixing assumption in the cavity. In DM, the decay curve for certain sensors showed different shapes 

and decay times, indicating non-uniform dispersion of injected CO2 in the cavity. While one can think 

that differences in sensors’ readings might be due to different devices being used, it is important to 

recall that all the sensors were calibrated in the laboratory before the experimental campaign. We can 

thus assume with a high degree of confidence that (substantially) different readings are meaningful 

and are not attributable to the sensor’s performance difference. Therefore, care should be taken to 

select the sampling and injection point positions. It is recommended to use several sensors for 
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measuring CO2 concentration and to conduct run pretests to find the most suitable positions and 

eliminate discrepancies between measurements. Furthermore, the CO2 injection points in the DM 

method need to be distributed evenly along several heights to distribute CO2 uniformly in the cavity. 

4.5.2. Correlation analysis 
 

 To understand which factors influenced the airflow measurements and which controlled the airflow 

generation in the cavity, we ran a regression and correlation analysis using Pearson’s correlation 

coefficient with a confidence level of 95% as a measure of dependence between variables. The results 

of the correlation analysis are shown in Table 1, and they refer to configurations with raised roller 

blinds. The temperature difference between the indoor and outdoor environment and the solar 

irradiance on the outer surface of the DSF were taken as factors that induce thermally buoyant flow, 

while the wind intensity and the opening size were taken as drivers of the wind-induced natural flow. 

Fans’ speed was taken as an indicator of mechanical flow in the DSF cavity.  

Table 1. Correlation analysis between airflow rates measured by different methods and various factors. 

 

The results of correlation analysis showed that opening size and wind intensity had a positive 

correlation with airflow rates measured by all methods. That was especially true for the opening size, 

where a very strong/strong positive correlation was found with the airflow rates measured by all 

methods. VTM displayed a moderate/strong positive correlation between airflow rate and wind 

intensity, while CIM and DM saw there a weak positive correlation. Other quantities did not show 

such a directed dependence for all considered methods.  

The regression analysis performance for airflows measured by VPM with velocities over 0.1 ms− 1 

showed that statistically significant factors (p < 0.05) in the generation of the airflow were the opening 

https://www.sciencedirect.com/topics/engineering/airflow-rate
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size (p=0.008) and the wind intensity (p=0.006). A regression model with the coefficient of 

determination of 0.71 excluded fan speed (p=0.087), temperature difference (p=0.093) and vertical 

solar irradiance (p=0.926) as statistically significant influencing factors. Based on both analyses, we 

can conclude that the airflow was to the greatest extent induced by the wind, where the opening, as 

expected, played a major role in controlling the rate. Also as expected, the correlation analysis showed 

that increasing the opening size and wind intensity lead to amplification of airflow. However, the 

influence of wind seems to have had a dominant role in controlling the flow rate even though 

dedicated expedients were implemented during the experiment to suppress the wind influence. This 

fact made it more complicated to ensure that the flow was homogeneous and under steady-state 

conditions. By setting the black textile screen, we may have significantly blocked the direct wind 

penetration in the cavity through the openings, especially for the smaller sizes (25 and 50%). 

However, it seemed that we could not completely eliminate associated turbulence and pressure field 

modifications caused by the wind. These caused air movement in and out the cavity, depending on 

wind intensity and direction. It was expected that the wind would increase pressure on the windward 

side of the test cell, while there would be a decrease on the leeward and lateral sides [51–53], with 

the addition that the presence of a black textile screen most likely reduced the influence of the wind 

from the clear southern direction. If we consider airflows assessed by VPM with velocities over 0.1 

ms− 1 on Figs. 4 and 5, it seems that winds with SW and S-SW directions amplified the airflow, while 

easterly winds suppressed the flow, which was in line with expectations [51–53]. However, due to 

the unknown wind’s 3D behavior, along with instrumental limitations in measuring air speed values 

below 0.1 ms− 1 and the complexity of weighing wind direction in statistical analysis, it was impossible 

to mathematically prove that wind direction amplified or hindered the airflow. Considering this, we 

can not claim that wind direction affected the measurements in a significant way, though it is very 

reasonable to assume that wind direction could have influenced the airflow in the cavity, even if its 

influence was probably not in the same range of magnitude as the wind intensity and the opening size. 

The wind is an uncontrollable variable in this type of experiment, and because of this feature, the only 

way to deal with it is to measure it as accurately as possible and to use statistical tools (in combination 

with repeated measurement runs) to infer its contribution.  

Through the series of experimental settings adopted in the tests, we made the buoyant flow 

significantly low, especially for the medium and big size openings (75 and 100%). For these 

configurations, sudden wind strikes might have caused instabilities in the assumed “steady” state and 

oscillations in the CO2 concentration, leading to airflow overestimation by CIM (the airflow estimated 

by this method is inversely proportional to the difference between CO2 concentration in the cavity 

and the background level). Conversely, the decay time decreased with increasing airflow, which in 



137 
 

turn depended on the vent opening percentage. To ensure sufficient decay time for larger openings 

(75 and 100%), high CO2 concentration needed to be injected in the cavity (10,000–35,000 ppm), 

which might have caused its subsidence and resistance to upward air motion due to higher molar mass 

of CO2.  

Air velocities below and around the instrument threshold were most likely present in configurations 

with very small and some small openings (25 and 50%). Hot-wire anemometers determined these 

velocities with large uncertainty (Fig. 7, dots below black line). Consequently, we can assume that 

the correlation analysis related to VTM most likely did not outline the actual drivers and 

characteristics of the flow for these configurations. Here, the flow could be more driven by the thermal 

effects and the fan, and the correlation analysis related to the DM could characterize the flow better. 

Furthermore, we can assume that the DM can be a suitable measurement technique in cases with very 

low airflows (average velocity below 0.1 ms− 1). In those configurations (very small and small 

openings), the air behaves similarly and leaks slowly, just like in building spaces, where this method 

has found its successful application. However, more research and comparison with more precise 

measurement techniques, such as ultrasonic flow measurements, are needed to prove this.  

The analysis of the measured velocities for the case with raised roller blind also revealed that flow 

was turbulent for almost all the configurations (Fig. 7, red area), except for the least opened vents 

(25%), where its nature cannot be judged due to too low velocities. Corresponding configurations 

where the flow could be laminar or transitional are indicated with yellow color in Fig. 7, while 

turbulent ones are marked red. 

4.5.3. Limitations 
 

Our study highlighted how some variables could be tricky to control regardless of the many efforts 

put in place to have the highest possible control over the experimental domain. In this context, 

statistical tools that can allocate the variance of the response variable to different factors represent a 

valuable technique for better process understanding and interpretation of data obtained from in-field 

experiments. Furthermore, repeated measurements can provide more data for better applications of 

statistical tools. However, this type of analysis can also show some limitations, as in our case, we 

could not quantify the influence of wind direction due to accumulated uncertainties. Therefore, we 

could not associate and quantify certain adverse effects with wind direction, though it seems 

reasonable to assume that direction is a variable that can be of influence.  

Looking back at the entire experience gained in this investigation, we can say that gas tracer 

techniques present limitations in assessing the airflow rate for in-field or in-field-like experiments 
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due to the rather complex experimental set-up, at least compared to other methods as the VTM. We 

also need to consider that they have shown a relatively high uncertainty, not far better than the simpler 

methods may offer. Using CO2 as a tracer gas is a more environmentally friendly solution than other 

tracer gas, yet it is not free from impacting the environment. Alternative promising techniques suitable 

for continuous measurements, such as methods based on the orifice plate or ultrasonic measurements, 

could be further developed and compared to tracer gas methods in future studies to expand the analysis 

of the reliability of the different techniques for different measurement ranges.  

Though one of the original goals of the investigation was to define clear best-practice procedures and 

guidelines for this type of experimental activity, we need to consider that this goal could not be fully 

developed based on the experiments we could carry out at this stage, as we realized that we would 

have needed to develop a more comprehensive experimental campaign that included DSFs of 

different dimensions, ventilation modes, weather conditions, and further variables that are outside the 

possibilities that we currently have. We nevertheless hope that our reflections on these techniques 

and the sharing of our experience with this particular set of measurements will help other researchers 

in carrying out their experiments and that, cumulatively, a more robust set of guidelines for tracer gas 

techniques applied to ventilated facades can be developed in the long run. 

4.6 Conclusion 
 

The outcomes of this study, which aimed at investigating how gas tracer techniques can be performed 

for in-field or in-field-like experiments and at assessing their performance in such context against a 

reference method (VTM), can be summarised according to the following points: dosing of the tracer 

gas, points of injection of the tracer gas, points for a sampling of the tracer gas, the overall 

performance of the techniques, and their applicabilities.  

CO2 dosing - In order to prevent unrealistic airflow estimation, CIM requires that the average CO2 

concentration in the cavity is several times higher than the background level (five or more times) with 

a reasonable upper limit of 5000 ppm that limits modification of air mixture and its dynamics. For the 

same reason, the initial CO2 concentration in the DM should generally not exceed 10,000 ppm.  

Injection points - Using several injection points in the cavity is desirable in both methods. In CIM, 

the CO2 sources need to be placed at one height level nearby and above the inlet to allow the longest 

possible mixing path, whereby attention should be paid to avoid CO2 ‘wash-out’ effect. Injection 

points in DM should be distributed along several heights between inlet and outlet in both half-cavities 

to evenly disperse CO2 along the airflow path. If a uniform distribution can not be achieved, an 

additional fan can be installed to mix more thoroughly CO2 right before the start of decay time 

measurement while the cavity is still closed.  
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Sampling points – It is recommended that CO2 sensors in CIM are placed evenly in the cavity at one 

height level close to the outlet, assuring that measurements are not influenced by outside air. Sampling 

points in DM should be distributed uniformly in the cavity volume so one may extract volumetric 

average values and check the homogeneity of CO2 distribution.  

Performance of the tracer gas techniques – Both techniques showed significant offsets compared to 

the velocity traverse method (VTM). CIM tends to overestimate the airflow, most likely due to the 

sudden drops in CO2 concentration linked to the wind strikes and sudden and sporadic penetration of 

CO2-depleted air in the cavity. DM tends to underestimate the airflow, which may arise from slow 

subsidence of highly concentrated CO2, causing a longer time of CO2 extraction. However, CIM 

showed acceptable agreement with VTM for configuration with higher airflow rates (air velocities 

over 0.1 ms− 1), while DM showed potential to be one of the few methods, if not the only one, available 

to estimate very low airflow rates.  

Applicability of the techniques to in-field measurements - Both techniques have shown considerable 

limitations regarding airflow rate assessment in a field or in-field-like experiments due to the complex 

experimental set-up and relatively high uncertainty. For example, DM proved unsuitable for DSF 

configurations with large airflow rates where a significant volume of CO2 needs to be injected to 

achieve a sufficiently long decay time, while CIM showed to be more sensitive to wind influences 

arising from the equation where the airflow is inversely proportional to the difference in CO2 

concentration. In this context of in- field experiments, statistical tools are essential elements to 

process data and reach sound conclusions. Repeated measurements are also a suitable strategy to 

obtain enough data, enabling more robust statistical processing of the collected measurements. 
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5. Designing the design of experiments (DOE) – An investigation on 
the influence of different factorial designs on the characterization of 
complex systems 
 

5.1. Abstract 
 

Although a general set of guidelines and procedures for performing the design of experiments (DOE) 

exists, the literature lacks a recommended course of action for finding and selecting the optimal 

design of experiments among a large range of possible designs. This research tries to fill this gap by 

comprehensively testing more than thirty different DOEs through nearly half a million simulated 

experimental runs. The performance of various DOEs in the characterization of the thermal behaviour 

of a double skin façade (DSF) is assessed by comparing the outcomes of the different designs and 

using the full factorial design (FFD) as the ground truth. Besides the finding for the specific case 

study used in this investigation, this research allowed us to obtain some broad conclusions on the 

behaviour of different DOEs, which are summarized and translated into recommendations and a 

general decision tree chart for selecting the suitable DOE(s). The outcomes of this study help 

researchers and designers to apply DOEs that consider the extent of nonlinearity and interaction of 

factors in the investigated process in order to select the most successful and the most efficient designs 

for the specific process characterization. 

Graphical abstract 
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5.2. Introduction 
 

Although developed primarily for agricultural purposes by British statistician Sir Ronald Fischer in 

the 1920s [1], the design of experiment (DOE) as a statistical method has been widely applied in 

different fields of science and industry, especially to support the design, development, and 

optimization of products and processes [2]. The design of experiments includes a series of applied 

statistics tools used to systematically classify and quantify cause-and-effect relations between 

variables and outputs in the studied process or phenomenon, which may result (if that is the aim) in 

finding the settings and conditions under which the process becomes optimized. 

Well-established, general guidelines and procedures are available to support the implementation of 

DOE methods [3]. These steps include defining the objectives and response variables, determining 

factors, levels, experimental design type and experiment execution. Variables in the DOE such as the 

number of factors, levels, and the logic to select them usually depend on the type of investigation 

(screening, characterization, or optimization), the process type and the available resources. However, 

there is a multitude of different DOEs that can theoretically match the type of investigation, and 

therefore it is not straightforward to identify which design provides the best possible insight using the 

least resources. In general terms, a good experimental design ensures the validity of the given insight. 

However, good and excellent DOEs differ in efficiency, i.e., the ratio between extracted information 

from the examined process and the invested resources. Unfortunately, there is very little information 

in the literature that investigates and explains what types of procedures and steps need to be taken to 

find the optimal DOE among all the possible alternative options which have been developed and 

proposed. 

The knowledge gap on how to select optimal DOEs became evident in our planning of the 

experiments in a controlled environment on a mock-up of an advanced fenestration system based on 

a double-skin façade (DSF) concept. This lack of recommended procedures in the literature, not only 

for the specific case of building envelope systems or even buildings but also in more general terms, 

motivated us to plunge into the search for answers to the following research questions: to what extent 

and why do different design of experiments give different results? And, further: what are the 

recommended steps to be followed to find optimal design(s) of experiments for given research? 

We tackled this problem through a case study, where an advanced façade system was examined. The 

aim was to identify general guidelines that can facilitate finding one or more optimal designs of an 

experiment for different types of problems or processes, thus going beyond the specific case used in 

our investigation. Through the use of building performance simulation, we compared and analyzed a 

wide variety of fractional factorial designs to find one or more optimal methods for our specific case. 
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More than 400 000 simulation runs were performed to assess 30 different DOEs. The use of 

simulation tools to support the design of experiments is not a novel concept [5]. However, in this 

study, we used the possibility given by simulating a huge number of cases as a strategy to explore 

how it is possible to find optimal DOEs. As a secondary effect of this research strategy, we also 

showed how simulation tools could support the selection of the best DOEs and, at the same time, 

serve as good preparation for physical experiments. 

Nowadays, researchers primarily select the DOE based on the assumed importance of the factors and 

the desired number of experimental runs [4–6]. If the aim is in-depth characterization, not knowing 

the nature of the complex process can lead to the wrong selection of experimental design and false 

conclusions about the importance of different factors, the extent and the type of nonlinearity within 

the process. A better understanding of what is the optimal or the best DOE(s) is important to assure 

that such a powerful investigation technique is properly used. Therefore, the results of this study can 

help researchers who need to find the optimal design for an experiment, using as few resources as 

possible and discovering as many details as possible about the process. 

The remainder of this paper is organized as follows. In the following Section 2, we provide the reader 

with a background on DOEs and linked statistical tools. In the last part of this section, we also present 

a brief review of studies where simulation tools were employed to support experimental design. In 

Section 3 (Methodology), we give an overview of the general flow of the research, with details on: 

the specific case study, the numerical model implemented in software for building performance 

simulation, the description of the selected factors, the response variables, tested experimental designs, 

analysis of variance (ANOVA) and data analysis methodology for comparing various designs. In the 

fourth section, Results and Discussion, we present the outcome of our investigation of the case study 

based on the statistical analysis of variance performed on full factorial design (FFD) and its 

comparison with other DOEs. There, we summarize the performance of the different DOEs from the 

case study and provide a generalized flow-chart to facilitate selecting the appropriate DOE. Finally, 

in the fifth section, Conclusions, we recall the main lessons learned from the paper. 

5.3. Background 
 

5.3.1. Overview of the main DOEs 
 

Each DOE can be seen as being composed of a series of steps: the planning, the execution of the 

experiment, and the analysis of the collected experimental data using various statistical methods in 

order to draw valid and objective conclusions [7]. Each DOE starts with selecting the system/process 

and recognizing the investigation problem. The problem statement leads to establishing the objectives 
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based on which the performance indicator (response variable) needs to be defined. The response 

variable should represent a quantitative measure of system behavior. As an essential step in the whole 

process, the factors affecting the performance indicator and how they are discretized, the number of 

experimental runs, and a suitable array need to be defined in the second stage [8]. The third stage 

covers the performance of the experiment according to the designed array and collection of data. 

The last step includes data analysis using statistical tools (ANOVA and associated statistical methods) 

and interpretation of results, leading to a better understanding of system behavior or its optimization. 

In order to examine the impact of several factors and interactions among them on the response 

quantity [9], experiments need to be performed systematically using factorial experiments (so-called 

factorial experimental designs/arrays), where several factors are altered during each experimental run. 

A factorial experiment whose design consists of all possible combinations of the chosen factors and 

levels is called full factorial design (FFD). Effects of all factors (main effects) and interactions among 

them are considered in this design [8], making it a potent tool that, compared to other experimental 

designs, provides the most comprehensive insight into the system’s behavior. If all factors k has the 

same number of levels n, the total number of runs is equal to nk. By increasing the number of factors 

and levels, the number of experimental runs grows hugely. For classical experiments, this brings high 

costs and time consumption. However, due to enormous diversity in combinations, the response 

quantity variance can be explained, decomposed and attributed to all possible causes, thereby 

providing in that way an almost-realistic depiction of the process. The nature of the FFD means that 

its results can be considered good references to discuss other designs’ performance in the 

characterization. 

Besides FFD, there is a wide variety of factorial designs, and they differ in the insight they offer. The 

depth of the characterization depends on the resolution level of the design, which identifies the order 

of confounding the main effects and their interactions [10]. Resolution designs below III levels are 

not helpful, because, by definition, I level design consists of only one experimental run, while in II 

level, main effects are mutually confounded [11]. The most common types are III, IV, and V level 

designs [12]. Third-level resolution designs assess only the impact of factors, but these main effects 

are confounded with two-factor interactions. Fourth-level resolution designs consider main effects, 

and they are not aliased with two-factor interactions, but two-factor interactions are confounded with 

each other. In fifth-level resolution designs, the main effects are not aliased with each other or two-

factor interactions, and two-factor interactions are not aliased with each other. However, higher-order 

interactions may originate a background noise in lower-order terms. 

Selecting the ‘‘right” design means identifying the best way to sample the domain of possibilities. 

There is a wide variety of factorial designs. Some are used to screen out important variables (III 
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resolution), others to characterize processes (IV-V resolution) and a third type to optimize them (>IV 

resolution). Some designs, such as definitive screening or designs associated with response surface 

methodology (RSM), have been derived from factorial designs and can be considered partial factorial 

designs that include points (runs) that are not covered by standard factorial designs. In the following 

text, the main characteristics of experimental designs that have been studied in this research are 

presented. In our study we selected designs that are most often employed for characterization, both in 

science and industry. For the sake of completeness, we need also to recall that other types of designs, 

such as reliability, optimal custom, mixture, and split-plot designs can also be adopted [13–16]. 

However, they are employed either for purpose other than characterization or for the experiments that 

require special conditions, which is not of particular interest to our research. 
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Fig. 1. Various designs for the three-factor model. The intersections of the lines represent the possible 

combinations of the three factors, while the black dots on some of these intersections represent the 
combinations to be investigated with that design. Red dots are tests repeated on some combinations to reach 

the minimum number of tests according to the specific design. In full-factorial design, all the possible 
combinations are explored. 

 
The difference between various designs can be visualized, for example, assuming a problem with 

three factors (A, B, C), each discretized in five levels (a, b, c, d, e), as in Fig. 1. 
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Definitive screening design (DSD), unlike other screening designs, introduces the third (middle) level 

for continuous factors. At the same time, it lowers the number of required experimental runs to 2 k + 

1 (k – number of factors) [17], which can be very suitable when some process is affected by a large 

number of factors [18]. This design can estimate two-factor interactions using a low number of 

experimental runs, which is impossible in other screening methods. For the characterization of 

complex processes affected by a high number of factors and interactions, DSD could be a suitable 

choice for screening and even characterization. 

R.L. Plackett and J.P. Burman developed Placket-Burmann design (PBD) in 1946. Up to now, it 

represents one of the most applied screening methods [19,20] for recognition of the most significant 

factors among a large number of variables. Classic PBD is a third-level resolution design that offers 

insight into only the main (first-order) effects [21]. However, folding this design increases the number 

of experimental runs and resolution levels (to 4th), thus enabling the determination of two-factor 

interactions [22]. Both classic and folded PBD are studied in this research. 

Taguchi design (TD). Despite its divided reception in the scientific community [23], Taguchi design, 

due to its practicality, became the most commonly applied experimental design, both in industry and 

science [18]. Its strength lies in effective orthogonal matrices where factor levels are distributed in a 

balanced way, reducing the required number of experimental runs [24]. Most orthogonal arrays are 

focused only on the main effects, but some designs allow the estimation of specific interactions. Given 

the practicality of TD, most of the experimental designs examined in this research are Taguchi’s. 

Some of the designs are suitable for screening (two-level TD), while others are more suitable for more 

in-depth characterization and optimization. 

Designs associated with Response Surface Methodology (RSM). These class of designs were 

developed in 1951 by Box and Wilson [25]. Over time, two main groups of designs have evolved: 

central-composite and Box-Behnken designs (CCD and BBD). They offer an understanding of the 

system behavior (reveal a type of connection between factor and response) and its optimization at the 

same time. CCD is usually applied after narrowing down important factors by some screening 

methods. It consists of central and axial points beside cube points, allowing insight into a curvature 

of response and estimation of higher-order effects [26]. BBD is similar to CCD but requires fewer 

experimental runs and does not contain points at the vertices of the cube (low/high points), which can 

be very useful for physical experimentation since extreme points are sometimes expensive or difficult 

to test [27]. For this reason, compared to standard CCD, BBD design contains regions of lower 

prediction quality [28]. Although RSMs are primarily oriented toward optimizing the system, we 

decided to include RSMs in the study since they offer an assessment of higher-order terms (quadratic 

or cubic), which is not possible with the other methods. 
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5.3.2. Statistical tools 
 

Parallel to selecting representative runs that can sample the domain of exploration effectively, 

dedicated methods need to be employed to post-process the results of the experiment. In this way, 

qualitative and quantitative information on the impact of the different independent variables on the 

dependent variable is obtained. The analysis of variance (ANOVA) is an analytical and statistical 

procedure that determines if there are differences between group means in a sample and whether these 

differences exist only due to randomness or can be attributed to a specific cause. When it comes to 

DOE, the sample represents a series of experimental runs determined by design (i.e., L32, the sample 

of 32 experimental runs). In contrast, groups within a sample are a set of runs associated with a 

particular level/factor/interaction. By comparing group means and variation among them, ANOVA 

decomposes the total variance and attributes it to all the different causes, thus quantifying the effects 

of various predictors (factors and interactions) on the dependent variable. 

While ANOVA evaluates the impact of various factors, interactions and randomness on the response 

quantity [29], regression analysis, on the other hand, builds a quantitative relationship between them 

in the form of a regression equation (model), most often using the least-squares method [30]. The 

coefficient of determination indicates how well an estimated regression equation explains the 

variance of the response variable. The RSM allows this regression model to be expanded even further 

to fit a polynomial function that includes cross-product terms that may be raised up to any power 

[31]. However, since the structure of the RSM model is only adapted to fit the low-degree Taylor 

series so it can perform well for the localized region, the class of lower-degree polynomials (up to 

three) is most often used. Sometimes, built models contain too many predictors, which may be 

impractical for predictive purposes, if that is the aim. In that case, a delicate balance between the 

complexity of the model (number of factors) and how well it predicts the response can be found 

through factor selection procedures. The most commonly adopted strategies to do so are forward 

entry, backward elimination, and stepwise selection procedures [35]. In an effort to keep this article 

concise, we cannot report here all the details about the calculation procedures of the ANOVA and the 

associated statistical methods, but the readers who want to obtain more information can find a 

synthetic descriptions of these aspects in Appendix A. 

5.3.3. Applications of DOE methods in simulation studies for building physics problems 
 

The use of simulations is becoming a commonly exploited strategy to support the optimization of the 

experimental runs in various fields of engineering and technology. At the same time, the use of 

methods for experimental design in computer simulations is an increasingly popular approach. These 
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trends can be considered two sides of the same coin: in both cases the goal is to minimize the resources 

necessary to understand a certain phenomenon – whether through experiments or through simulations. 

Accurate numerical simulations (such as CFD simulations) can be costly, time-consuming and require 

expensive software and computing equipment, and are therefore limited in their applicability. The 

utilization of DOE investigation methods provides a rationale to limit the number of accurate 

numerical simulations without losing the reliability of the overall picture obtained by the simulation 

runs. Furthermore, applying DOEs to simulations allows one to realize surrogate models that show 

an acceptable prediction accuracy and can be used in a fast and effortless way to explore large 

domains. DOE-based high-fidelity simulations can provide researchers with general trends and a 

high-level understanding of the relationships between variables used to optimize experimental runs. 

While a relatively large number of factors, levels and ‘‘experimental” runs can be oftentimes explored 

through DOEs implemented in simulations, high-quality experiments can be used to investigate in 

more depth particular regions or subdomains for a given problem that is identified after a simulation 

based pre-screening. 

In some cases, simulations could also be the only possibility when physical experimentation is not 

available or where material saving in terms of labor costs and time is significant [32]. For the purposes 

of robust parameter design, noise factors can be more easily controlled in simulations compared to 

experiments, while also experimental variation (noise, error) is absent due to deterministic nature of 

simulations [33]. In a simulation-based DOE there is no need for randomization, replication of 

experimental runs, and division of runs into experimental blocks. This is due to the deterministic 

nature of simulations [34], consistency of input quantities and the ability to control noise 

(uncontrollable) factors. However, replication can be useful in folding designs where it is needed to 

increase the design’s resolution. However, simulation based DOE cannot be considered the perfect 

solution and should be used with caution. In addition to the common problems of physical 

experiments (selection of factors, levels, and optimal design), the final result of simulation-based 

DOE also depends on the simulations’ accuracy, i.e., the physics captured by the numerical 

representation of the mathematical model. If the simulation quality is not sufficient and therefore not 

reliable, then any DOE application makes no sense. Alternatively, using a perfect model/simulation 

that exactly replicates reality (if it exists) is useless as, in that case, everything is already known about 

the phenomenon/process. Yet, adopting the DOE approach in building performance simulation can 

be considered an effective strategy to combine detailed, computationally extensive simulations with 

the exploration of a large domain as an alternative approach to using other methods like parametric 

analysis and optimization. 
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There are, however, relatively few applications of simulationbased DOE in building energy 

performance research. Sadeghifam et al. [35] examined the influence of various building components 

and interior temperature on cooling energy loads of buildings in tropical areas using EnergyPlus 

simulations. Full factorial design with four factors and two-level resolution was applied and replicated 

three times to account for higher-order interactions. ANOVA analysis showed that the main effects 

were dominant (82.7 %), among which the ceiling had the most substantial influence. Jaffal [36] 

developed a simple polynomial function using DOE and regression analysis, which estimated the 

annual energy demand of a low energy building based on its envelope parameters. Simulations were 

done in TRNSYS. A total of 11 parameters with the two-level resolution were used: U-values of 

vertical walls, floor, windows, roof, the linear transmission coefficient of the thermal bridges, solar 

heat gains through north, east, south, and west windows, infiltration, and ventilation rates. Several 

different experimental designs were applied for three different climates (continental, oceanic and 

Mediterranean) to find optimal function: Taguchi’s L12 and L20, a face-centered composite design 

with 35 runs, and four D-optimum designs (L68, L80, L136, and L160). Overall, the full quadratic 

model (D160) showed the best performance and lowest error. 

Delgram [37] used EnergyPlus as a simulation tool and OFAT (one-factor-at-time) as an experimental 

design to assess the impact of building orientation, optical characteristics and size of windows, 

overhang system, and envelope thermal characteristics on building energy demand and annual 

lightning of a typical room for four different climate types in Iran. Variance-based sensitivity analysis 

showed window size as a prevailing parameter for building energy demand and glazing visible 

transmittance for annual lightning [37]. The Box–Behnken experimental design with 28 simulations 

performed in EnergyPlus was used to optimize an integrated daylighting and HVAC system [38]. 

Shen [27] compared full factorial (FFD), central composite rotation (CCRD), optimal (OPD), Box–

Behnken (BBD) and space-filling design (SFD) to find the optimal design in the sense of a balance 

between accuracy and number of experimental runs. The aim was to find a regression model to assess 

ventilation rate from three factors with two-level resolution: sidewall opening size, outdoor wind 

speed and direction. For simulations, the CFD numerical model was used, and the SFD proved to be 

the most accurate, while the BBD was the most efficient. 

In conclusion, it is possible to see that DOE methods have been used in combination with building 

performance simulation to investigate an array of different problems. However, in this area, as in 

many other areas of engineering and technology, there is a lack of guidelines and suggestions about 

how different designs can influence the results of an analysis based on the application of these 

methods. This knowledge-gap is addressed in this study through using simulation as a platform to 

investigate the implications of employing different DOEs (either in pure experiments or in simulation-
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based analyses) for a specific case study (a double-skin façade), which we believe can well represent 

the complexity of many building science problems. 

5.4. Methodology 
 

The research methodology in this study is based on the objectives as listed below. 

I) To select a problem and identify the independent variables and the dependent variable(s) which 

will be the target of the study. 

II) To develop a numerical representation of the problem to be able to carry out simulations. 

III) To identify a number of DOEs that can be utilized to study the selected problem. 

IV) To apply a series of DOEs, and of the full factorial case, by using numerical simulations. 

V) To post-process simulation data and execute the data analysis according to the relevant methods 

and tools on both the DOEs and on the full factorial case. 

VI) To assess through comparison what information is obtained and what is the quality of such 

information from the different DOEs, using as the ‘‘ground truth” the results that are obtained 

by the full factorial design. 

VII) To develop a series of guidelines for making the selection of the DOE a more grounded choice, 

supported by evidence collected both though the review of the literature in the field and the 

lessons-learned of this study. 

The central assumption behind the overall methodological approach of this investigation is that it is 

possible to know the ‘‘true” behavior of a system when such a system is investigated through the full 

factorial design. In other words, the execution of the full factorial design allows us to ‘‘fully” know 

the impact of every single permutation (i.e. combining all the different levels and all the different 

independent variables) on the response variable. In this way, we obtain the representation of the entire 

complexity of the system, and by comparing this with the representations produced by another design 

(with a lower number of experiments compared to the full factorial design), we can assess how good 

the latter factorial design is in returning the ‘‘real” behavior of the system. 

5.4.1. Case study 
 

The case study selected for this research is a mechanically ventilated double-skin façade (DSF), where 

both constructional and operational features are selected as independent variables, and the global 

thermal performance corresponds to the response quantity, as explained more in detail at the end of 

this section. DSFs are advanced envelope systems where thermophysical, fluid mechanical and 
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optical phenomena that regulate the overall performance are highly dynamic and in constant 

interaction with different structural elements. Methods based on DOEs seem to be suitable tools to 

unveil the complex and intertwined interactions between different driving forces in DSFs. The impact 

of the different construction and operational features on how DSFs behave is still, in large aspects, 

incompletely evaluated and represents a current knowledge gap when it comes to assessing the 

performance of these envelope systems [51]. In the context of this study on DOE methods, the 

intrinsically articulated and multi-domain characteristics of a DSF make it suitable for use as a 

comprehensive yet relatively simple case technology to investigate the impact of the DOE formulation 

on the characterization of a certain performance. 

The physical–mathematical modeling of such a building system is not a straightforward task [39], and 

for the sake of this investigation, a model of the DSF was implemented in the simulation environment 

EnergyPlus by making use of the in-build function ‘‘airflow window” [40]. This routine allows the 

users to specify different features of a DSF, together with the usual construction characteristics, and 

to model the five possible ventilation modes the airflow window can take: indoor air curtain (I-I), 

outdoor air curtain (O-O), air supply (O-I), exhaust (I-O), and air buffer mode (AB). 

The DSF is incorporated in a virtual cubicle where only one surface (where the DSF is modeled) is 

exposed to the outdoor conditions, while all other surfaces are set as adiabatic and with a fixed 

temperature equal to indoor air temperature. The nature of this study required systematic experimental 

procedures in controlled conditions (i.e., fixed values of indoor and outdoor air temperature and solar 

irradiance). Therefore, dedicated settings were implemented to ensure the right conditions to replicate 

steadystate simulations. 

The model of DSF simulated in this study has a transparent frontal area of dimensions 1.4 m (W)  2.8 

m (H), with a cavity depth that can range from 20 to 60 cm. A venetian blinds system with 50 mm 

blinds is positioned at the center of the ventilated cavity between the inner and outer skin. The thermal 

and optical properties of glazing and venetian blinds of the case study DSF are summarised in Table 

1. 

Table 1. Thermal and optical properties of glazing and venetian blinds implemented in EnergyPlus 

 Inner/outer glazing The front side of the 
slat 

The back side of the 
slat 

Type 
1 

Type 
2 

Type 
3 

Type 
1 

Type 
2 

Type 
3 

Type 
1 

Type 
2 

Type 
3 

Total thickness [cm] 1 1 2.3 0.23 0.23 0.23 0.23 0.23 0.23 
Solar transmittance [-] 0.83 0.59 0.43 0.03 0.03 0.03 0.03 0.03 0.03 
Front side solar reflectance [-] 0.08 0.27 0.26 0.36 0.59 0.83 - - - 
Back side solar reflectance [-] 0 0 0 - - - 0.36 0.59 0.83 
Front side IR emissivity [-] 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
Back side IR emissivity [-] 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
Conductivity [Wm-1K-1] 0.3 0.3 0.3 205 205 205 205 205 205 
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When it comes to the independent variables that can influence the global thermal performance of the 

facade, the following factors were chosen: 

- the temperature difference between indoor and outdoor air [oC] (discretized in 5 levels) 

- incident solar irradiance on the vertical plan [Wm-2] (discretized in 5 levels) 

- slat angle of venetian blinds [] (discretized in 5 levels) 

- airflow rate [m2s-1] (discretized in 3 levels) 

- cavity depth [cm] (discretized in 3 levels) 

- optical and thermal properties of the inner and outer glazing [-] (discretized in 3 levels/types), and 

- optical properties of front and back surface of blinds [-] (discretized in 3 levels each). 

In the simulation runs, the indoor temperature was kept constant at 20 oC while wind influence was 

excluded from this research. Three types of inner/outer glazing and front/back surface of venetian 

blinds were taken into consideration, and their characteristics are given, together with information on 

the different levels for the independent variables, in Table 2. 

Table 2. Factors and corresponding levels for FFD 

 Level I Level II Level III Level IV Level V 
Temperature difference [0C] (DBT) -20 -10 0 10 20 
Incident solar radiation [Wm-2] (ISR) 0 200 400 600 800 
Slat angle of blinds [0] (SA) OFF 90 60 30 0 
Airflow rate [m2s-1] (AR) 0 0.04 0.08 
Cavity depth [cm] (CD) 20 40 60 
Inner glazing [see Table 1] (IG) LOW MED HIGH 
Outer glazing [see Table 1] (OG) LOW MED HIGH 
The front side of the slat [see Table 1] (FSR) LOW MED HIGH 
The back side of the slat [see Table 1] (BSR) LOW MED HIGH 

 

The dependent variable, i.e., the response quantity in this study, was the global thermal performance 

of the DSF, which is constituted by the total heat gain density associated with examined DSF element 

according to the general equation: 

𝑞𝑛𝑒𝑡 = 𝑞𝑠𝑜𝑙,𝑆𝑊 + 𝑞𝑠𝑜𝑙,𝐿𝑊 + 𝑞𝑐𝑜𝑛𝑣 + 𝑞𝑣𝑒𝑛𝑡 + 𝑞𝑒𝑛𝑡      (1) 

where the intensity of transmitted solar irradiance through the element is given by qsol,SW, longwave 

irradiance exchanged between the inner glazing and the interior environment by qsol, LW, and the heat 

flux density transferred by convection between the interior surface of the glazing and indoor 

environment by qconv; qvent indicates the convective gain or loss due to the airflow that passes through 

the cavity, and qent gives the contribution necessary to compensate the convective heat gain or loss 
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due to infiltration to assure the air mass balance in those configurations where mass exchange occurs 

between inside and outside.  

All quantities are normalized per unit area, and they are given with the next equations: 

𝑞𝑠𝑜𝑙,𝑆𝑊 = 𝜏 ⋅ 𝐼           (2) 

𝑞𝑠𝑜𝑙,𝐿𝑊 + 𝑞𝑐𝑜𝑛𝑣 = (ℎ𝑐𝑜𝑛𝑣 + ℎ𝑟𝑎𝑑) ⋅ (𝑡𝑖 − 𝑡𝑖𝑠)       (3) 

Transmitted solar irradiance depends on the optical properties of glazing and shading (s – solar 

transmissivity of the DSF system). Convective and infrared heat exchanged between surface and 

indoor air is dependent on its temperature difference (ti-tis) and emissivity of glazing that faces an 

indoor environment. There are various empirical formulas for convective and radiative heat transfer 

coefficients (hc and hr) implemented in EnergyPlus, and the following algorithms were adopted in this 

study: TARP and DOE-2. Convective heat exchange between indoor air and airflow that passes the 

cavity and enters the indoor environment is given with qvent, in equation (1): 

𝑞𝑣𝑒𝑛𝑡 = 𝑚
•
𝑐𝑝(𝑡𝑔𝑎𝑝 − 𝑡𝑖)         (4) 

Where ṁ represents air mass flow rate, cp specific heat capacity at constant pressure, and tgap 

temperature of air that enters the interior from the gap. Convective heat exchange is equal to zero due 

to the absence of interaction with indoor air in O-O, AB, and I-O ventilation mode. The last term in 

Eq. (1) represents energy that needs to be added or subtracted from the air infiltrated from the outside 

in order to bring its temperature to the interior one: 

𝑞𝑒𝑛𝑡 = 𝑚
•
𝑐𝑝(𝑡𝑜 − 𝑡𝑖)          (5) 

The infiltrated air from the outside replaces the air ventilated through the DSF cavity to the outside 

environment. In this way, the air balance is maintained. As might be expected, this quantity is different 

from zero only for exhaust ventilation mode. 

5.4.2. Tested DOEs 
 

Full factorial design (FFD) considers the highest number of factors and levels, which results in by 

far the largest number of experimental runs. Such diversity in combinations means that ANOVA 

results for this design can be considered a benchmark for other designs’ performance in process 

characterization. The following factors and corresponding levels were chosen for four ventilation 

modes (O-O, I-I, O-I, I-O): 
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The total number of simulations was 91,125 simulations for each ventilation mode, except AB, where 

the number of factors was reduced to 8 (no airflow rate), leading to a lower number of simulations 

(30,375). Considering all five ventilation modes, the total number of simulations was nearly 400,000. 

Screening designs - Definitive screening (L17/L21), PlackettBurman (L12), folded Plackett-Burman 

(L48) and two two-level Taguchi designs (L12 and L32) were tested as screening designs. Levels in 

the screening designs were chosen to correspond to high and low levels from FFD, while the same 

number of factors was considered. DSD introduces an additional intermediate level between high and 

low for continuous factors, making the characterization deeper. In order to suit the structure of this 

design, five factors whose physical properties are continuous were arbitrarily discretized. Therefore, 

level II (MED) was defined as the intermediate level for the factors: inner and outer glazing type and 

the front and backside of the slat. For the slat angle of the blinds, open blinds (90, level II) were taken 

to represent the intermediate level that is found between low (0) and high (OFF) levels. Here it is 

useful to highlight that although some of the factors in the problem we analyze may appear to be 

categorical (like the glazing type, or the shading position), they are simply technological 

implementations of continuous factors, as the fundamental equations that describe the relations 

between independent and dependent variable make use of continuous factors (which are the thermal 

and radiative properties of the different layers in the DSF). For example, in this case the slat angle of 

venetian blinds can be described with the direct solar transmissivity of a layer placed in the middle 

of the DSF (the shading system), whose value goes between zero or close to zero (fully closed) and 

one (no shading system). In DSD, AB ventilation mode has a lower number of experimental runs 

(L17) than other ventilation modes (L21) because it contains fewer factors (8 compared to 9). 

Taguchi multilevel designs - Twenty-three different Taguchi multilevel designs were tested in five 

different ventilation modes, resulting in 115 designs and 2480 experimental runs. Arrays differ in the 

number of experimental runs (8–54) and considered factors (2–6), leading to some being able to 

assess the main effects (F), while others can evaluate both main effects and interaction (F&I). The 

values for the levels in Taguchi designs are chosen to correspond to those of FFD. Unlike screening 

designs, Taguchi multilevel and RS designs do not consider all factors, so it was necessary to define 

base levels for factors not included in designs. Base levels were set to ‘mid’ levels or in a state where 

the related element is not present and cannot influence heat transfer (Table 3). Factors included in 

Taguchi multilevel designs were selected based on the magnitude of their contribution seen by the 

ANOVA applied on FFD. 
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Table 3. Base levels of factors that were not included in Taguchi’s multilevel design 

 
Factors Temperature 

[oC] 
Incident 
solar 
radiation 
[Wm-2] 

Slat 
angle 
[o/-] 

Airflow 
rate 
[m2s-1] 

Cavity 
depth 
[cm] 

Inner 
glazing 
[-] 

Outer 
glazing 
[-] 

Inner 
blinds 
[-] 

Outer 
blinds 
[-] 

Base 
level 

20 0 OFF 0 40 MED MED MED MED 
 

Designs associated with RSM - Central composite and BoxBehnken designs (CCD and BBD) were 

chosen as representative cases of designs associated with RSM. The number of experimental runs in 

these cases grows significantly if categorical runs exist. Though some of the factors in this 

investigation may seem to be categorical at first sight (e.g. the glazing type), because the underlying 

physics is based on continuous physical properties and functions, there was no need to treat such 

factors as categorical. This makes it possible to limit the numbers of runs to 25–45 for CCD, 

depending on the number of factors included in the design (four to six). For Box-Behnken design, the 

number of experimental runs goes from 24 to 48, depending on the number of factors considered 

(four to six factors). The RSDs include only those factors that ANOVA and FFD see with a percentage 

of contribution greater than 1% (including interactions). Factors not included in RSDs are tuned to 

their base levels, just like for the Taguchi multilevel designs. The face-centered type of CCD was 

selected with an alpha value of one so that the axial points fall into the interest range and correspond 

to low and high levels of FFD. The type of glazing, blind’s radiative properties and shading system 

state were chosen to suit the corresponding axial and center points required by the CCD and BBD. 

Due to the deterministic nature of the simulations, one center point, along with no replication and 

randomization of runs, was selected as the preferred settings for both designs.  

Since a large number of simulation runs were carried out in this study (i.e., nearly 400,000 for the 

FFD and around 3500 for the whole set of investigated DOEs) through the use of EnergyPlus, the 

simulation workflow, including inputting data, running simulations, reading output and classifying 

data, had to be automatized. A template input file for EnergyPlus was created as the first step in the 

workflow, and through a dedicated custom-made Python script, individual input data files were then 

authomatically created for each simulation (hence changing the independent variables). Another 

Python script was then used to run all the group EnergyPlus simulations and post-process the 

simulation’s output data. The output data for all simulations were then collected in a single CSV file, 

later used for further analysis. 

 



159 
 

5.4.3. Data analysis 
 

Simulation outputs from both the FFD and the different factorial designs of the investigated DOEs 

were processed by applying ANOVA to identify the nature of the process and the cause-andeffect 

relationships between the variables. ANOVA quantified the impact of factors, and factors’ 

interactions, on the response variables and estimated the amount of the variance that cannot be 

explained and attributed to the factors and their interactions. However, that means that ANOVA of 

the FFD also contained a certain amount of unexplainable variance. To consider full factorial analysis 

highly successful, the amount of unattributable part of variance needs to be negligibly small, or in 

other words, the coefficient of determination needs to be very high (R2  0.95–1.00). An additional 

condition that ensures that variance is explained only by significant factors is that the values of the 

adjusted coefficient of determination and of the predicted coefficient of determination are similar to 

the value of the standard coefficient of determination R2. 

To assess how well each (simpler) factorial design matched the information extracted from the full 

factorial design for a given factor and interaction, and to have such an assessment carried out in a 

quantitative way, we introduced in this study a new metric called fitting coefficient ([]). This indicator 

was conceived as a one-value number that provides a comprehensive assessment of the ‘‘distance” 

between the output information of a certain design and the correspondent information in the full 

factorial design, as well as the assessment of the match between the unexplained variance in the FFD 

and the certain design. This coefficient is calculated for each specific factor and interaction and can 

assume values between 0 and 1, where 0 means that the particular design does not detect any 

statistically significant dependence of the response variable on factors, while the FFD explains all the 

variance (tested model fails, FFD succeeds). Some designs are able to estimate the contributions of 

each individual factor, but if they do not leave any degrees of freedom for the calculation of the error, 

they are not able to assess whether these contributions are statistically significant. Therefore, these 

designs are considered unsuccessful in characterization. A value equal to 1 means that the compared 

design provides an identical picture as FFD and that at the same time, FFD can explain all variance 

(both tested model and FFD succeed) in a statistically significant way. The mathematical formulation 

of the fitting coefficient is given in Equation 6, where SSF&I/SST,FFD is the contribution of the specific 

factor/interaction in a full factorial design, and SSF&I/SST,D is the corresponding contribution in tested 

design. Furthermore, SSE,FFD/SST,FFD represents the extent of randomness (unpredictability) in the 

process seen by ANOVA in the full factorial design, while SSE,D/SST,D represent same for the tested 

design. A total number of factors and interactions is given with max, and depends on the FFD. For 

the considered case, this number is equal to 45.  
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For each design applied to a particular ventilation mode, the fitting coefficient f was systematically 

calculated. Since there are five possible ventilation modes, the range of variation of the fitting 

coefficient was identified for each design and the average value of the fitting coefficient f calculated 

using all possible modes. These two quantities (the range of f and the average f) were used to classify 

the performance of the different DOEs against the FFD. 

In FFD, a second order fixed-effects model in FFD was adopted, and this showed excellent 

coefficients of determination. We did not consider it necessary to employ higher-order fixed-effect 

models because this would have been harder to physically interpret (if physical interpretations were 

even possible) and, in the end, to compare with lower resolution designs. The existence of statistically 

significant higher interactions in the fixed-effect model may indeed not have an obvious physical 

interpretation, but can only mean that any optimization must simultaneously take into account pairs, 

three or more n-tuples of factors. In CCD and BBD we adopted a full quadratic polynomial model 

and both the contribution of first-order and the contribution second-order cross-product were 

considered when assessing the contribution of each factor 

 

5.5. Results and Discussion 
 

5.5.1. ANOVA for full factorial design and factors’ influence 
 

The analysis of variance for the FFD revealed the functional dependence of total thermal gain. It 

showed that the DSF’s behaviour can be represented in a very satisfying way with a model that 

includes only the main effects and interactions (Table 4). The addition of higher-order terms 

(quadratic, triple interactions, or cubic) complicates the model and reduces the coefficients of 

determination (adjusted and predicted). Each ventilation mode was assessed independently, and 

separate ANOVAs were carried out for each of the five ventilation modes. It was impossible to 

produce one FFD that encompassed all the ventilation modes since the air buffer (AB) mode does not 

have the same number of factors. Furthermore, when the four ventilation modes were analyzed 

together, a less satisfactory result (R2 = 86.6 %, Error = 13.4 %) was achieved compared to FFDs for 

separate ventilation modes and corresponding, independent ANOVA. 
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The ANOVA analysis showed that 2-way interactions contributed considerably to a global heat 

transfer for outdoor air curtain (16.90 %), exhaust air (34.72 %) and supply air (31.10 %) ventilation 

Table 4. Contribution of all factors and interactions for five ventilation modes. 
 

 
Ventilation modes 

Contribution [%] 
I-I I-O O-I O-O AB 

Model R2 98.46 99.73 99.59 97.90 99.02 
Model R2 (predicted) 98.45 99.73 99.59 97.89 99.01 
Model R2 (adjusted) 98.46 99.73 99.59 97.90 99.01 
Linear 91.23 65.01 68.49 81.00 90.34 
2-Way Interactions 7.23 34.72 31.10 16.90 8.68 
Error 1.54 0.27 0.41 2.10 0.98 
DBT 1.36 52.89 48.12 2.03 0.81 
ISR 79.21 7.69 18.03 51.60 75.73 
SA 4.06 2.47 1.04 16.38 9.17 
AR 3.48 1.10 0.54 5.27 – 
CD 0.01 0.00 0.00 0.00 Not sign. 
IG 0.57 0.30 0.14 2.03 2.17 
OG 2.04 0.55 0.50 3.65 2.22 
FSR 0.47 0.00 0.10 0.03 0.23 
BSR 0.04 0.00 0.01 0.02 0.00 
DBT*ISR Not sign. 0.00 0.01 0.01 0.00 
DBT*SA Not sign. 0.00 0.00 0.00 Not sign. 
DBT*AR 0.11 32.22 29.48 0.11 Not sign. 
DBT*CD 0.00 Not sign. 0.00 Not sign. Not sign. 
DBT*IG 0.00 0.00 0.00 0.08 0.02 
DBT*OG 0.05 0.00 0.00 0.01 0.01 
DBT*FSR Not sign. Not sign. 0.00 Not sign. Not sign. 
DBT*BSR Not sign. Not sign. 0.00 Not sign. Not sign. 
ISR*SA 2.05 1.24 0.53 8.27 4.58 
ISR*AR 1.71 0.41 0.30 2.79 – 
ISR*CD 0.00 0.00 0.00 0.00 Not sign. 
ISR*IG 0.29 0.15 0.08 1.02 1.12 
ISR*OG 1.04 0.28 0.26 1.84 1.10 
ISR*FSR 0.24 0.00 0.05 0.01 0.11 
ISR*BSR 0.02 0.00 0.00 0.01 0.00 
SA*AR 0.19 0.05 0.04 0.28 – 
SA*CD Not sign. Not sign. 0.00 Not sign. Not sign. 
SA*IG 0.14 0.06 0.03 0.43 0.22 
SA*OG 0.59 0.21 0.15 1.41 1.11 
SA*FSR 0.43 0.01 0.09 0.10 0.28 
SA*BSR 0.05 0.00 0.01 0.01 0.01 
AR*CD 0.00 0.00 0.00 0.00 – 
AR*IG 0.12 0.01 0.03 0.04 – 
AR*OG 0.03 0.04 0.01 0.25 – 
AR*FSR 0.05 0.01 0.01 0.06 – 
AR*BSR 0.01 0.00 0.00 0.02 – 
CD*IG 0.00 Not sign. Not sign. Not sign. Not sign. 
CD*OG 0.00 Not sign. 0.00 Not sign. Not sign. 
CD*FSR Not sign. Not sign. Not sign. Not sign. Not sign. 
CD*BSR Not sign. Not sign. Not sign. Not sign. Not sign. 
IG*OG 0.04 0.02 0.01 0.13 0.09 
IG*FSR 0.00 0.00 0.00 0.00 0.01 
IG*BSR 0.00 0.00 0.00 0.00 0.00 
OG*FSR 0.06 0.00 0.01 0.00 0.02 
OG*BSR 0.01 0.00 0.00 0.00 0.00 
FSR*BSR 0.00 0.00 0.00 0.00 Not sign. 
Total 100.00 100.00 100.00 100.00 100.00 
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modes. In contrast, the influence of interaction was much less relevant for the other two modes. 

Among the main factors, the cavity depth was the least influential variable, and for the air buffer 

mode, it was not even significant in the control of the heat transfer. Regarding the indoor air curtain 

mode, the incident solar irradiance had by far the greatest impact on the global heat transfer (79.21 

%), followed by the slat angle (4.06 %) and the airflow rate (3.48 %). The low impact of temperature 

difference on global heat transfer performance can be explained by the lack of interaction between 

indoor and outdoor air. Regarding exhaust air mode, the temperature difference emerged, instead, as 

the most critical factor (52.89 %), followed by the 2-way interaction between temperature difference 

and airflow rate (32.22 %) and incident solar irradiance (7.69 %). The importance of the first two 

factors originated from the enthalpy flow rate, which was directly dependent on temperature 

difference and the rate of air extraction through the cavity (equation 5). 

The general picture for supply ventilation mode is similar to exhaust mode; the highest impact was 

caused by the temperature difference (48.12 %), followed by interaction between temperature 

difference and airflow rate (29.48 %) and incident solar irradiance (18.03 %). The influence of solar 

radiation is amplified here, possibly due to the shading heated by the radiation, which in turn warms 

up air delivered from the outside through the cavity. The outdoor air curtain mode showed the most 

diverse situation, where five factors and interactions contributed more than 3 %: incident solar 

irradiance (51.60 %), slat angle (16.38 %), the interaction between incident solar irradiance and slat 

angle (8.27 %), airflow rate (5.27 %), and type of outdoor glazing (3.65 %). In addition to this, there 

was an influence of six other factors and interactions larger than 1 %. This order in contributions of 

factors probably comes from the absence of direct interaction between inner and outer air. Outer 

glazing and airflow through ventilation effects additionally control the heat transfer. The analysis of 

variance for the air buffer mode did not recognize cavity depth as a significant variable. Here, incident 

solar irradiance played the most crucial role by far (75.73 %), followed by the slat angle (9.17 %) and 

interaction between them (4.58 %). Air acts as an insulator, decreases the heat flow due to 

transmission, and reduces the impact of temperature difference in this way. 

The graphical representation of ANOVA results is given in Fig. 2, where the effects of the six most 

influential factors are shown. The average values of global heat gain density for each ventilation 

mode, i.e., the grand mean of all runs associated with a particular mode, are presented with horizontal 

dashed lines. This quantity can be interpreted as the overall (bulk) efficiency or capability of each 

ventilation mode in damping the net heat transfer across the whole domain of boundary conditions 

utilized as independent variables in the factorial designs. The highest value (169.5 Wm2) characterizes 

indoor air curtain, while the lowest (95.8 Wm2) characterizes exhaust air mode. The average values 

of the levels for certain factors are denoted with circles. For example, in supply ventilation mode, an 



163 
 

average value for level 5 (20 °C) of temperature difference is 429.0 Wm2, and this is denoted with 

the highest blue circle on the first graph. A greater range of average values of levels for some 

particular factor (vertical extent of solid lines on the figures below) means at the same time a greater 

impact of that quantity on the thermal metric [41]. For example, based on the graphs below, 

temperature difference and incident solar irradiance were the dominant factors in exhaust and supply 

ventilation modes Fig. 3. 

 

Fig. 2. Contribution of the most relevant factors and interactions for different ventilation modes. 
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Fig. 3. Results of analysis of variance ANOVA. 

However, some other interesting conclusions can be drawn from the presented graphs; for example, 

overall net heat transfer increased by increasing the airflow rate for indoor air curtain and supply 

ventilation mode. For outdoor air curtain and exhaust mode, the situation is the opposite. 

Consequently, it seems that airflow in some modes makes DSF more efficient and, in others, less 

efficient. It is also visible that increasing the angle of venetian blinds from 0 to 60 generally promoted 

net heat transfer. However, the maximum of transfer occured for the angle between 60 and 90, due to 

the fact that the simulations were carried out assuming fully diffuse radiation, which is conventionally 

modeled in many software tools for building performance simulations as corresponding to direct 

radiation with an impinging angle on the surface between 60 and 70. Interestingly, the preferred type 

of inner glazing for reducing overall heat transfer was the one with high transmittance for all 

ventilation modes. However, when it comes to the outer glazing, the type with medium transmittance 

was preferred for all ventilation modes, except for outdoor air curtain and supply mode. 
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5.5.2. Screening designs 
 

The detailed information on the results of the ANOVA of screening designs is given in Table 5. The 

fourth column indicates whether a design can assess only the main effects (F), or if it is capable of 

evaluating both the influence of factors and interactions (F&I). In the fifth column, the recommended 

selection procedure is indicated, and when both methods are specified (forward / backward), the final 

result is the same regardless of choice. When ‘‘NO” is displayed, it is not recommended to apply any 

of the selection procedures, while ‘‘-‘‘ means that the ANOVA model fails to recognize any 

statistically significant dependence on the factors (both with the application and no application of 

selection procedures). The alpha value (critical p-value) for both forward and backward selection 

procedures is set to 0.05, indicating a high probability that the considered variable is significant. The 

sixth column shows the range of values for the fitting coefficient from the lowest to the highest. The 

average fitting coefficient is obtained as the mean value of fitting coefficients for five ventilation 

modes. 

Table 5. Values of fitting coefficients for various definitive screening designs. 
 

Designs Number 
of runs 

Number 
of 
factors 

Factors & 
Interactions 

Recommended 
selection procedure 

Fitting 
coefficient 
(range) 

Fitting 
coefficient 
(average) 

Taguchi (L32) 32 8/9 F&I Backward 0.88–0.90 0.89 
Definitive screening 17/21 8/9 F&I Backward mainly 0.82–0.92 0.86 

Placket-Burmann 48 48 8/9 F&I Forward mainly 0.68–0.90 0.82 

Taguchi (L12) 12 8/9 F Forward/backward 0.49–0.84 0.66 
Placket-Burmann 12 12 8/9 F Forward/backward 0.39–0.77 0.58 

 

The analysis shows that Taguchi’s (L32) design gave the best results overall among all tested 

screening designs. The definitive screening design can be regarded as the most efficient since it had 

roughly 30% fewer experiments than Taguchi’s L32 array. It is not recommended to use screening 

designs with fewer experimental runs (Placket Burman and Taguchi L12) since doing so means that 

only the main effects can be assessed. However, adding interactions does not necessarily mean greater 

accuracy, i.e., the folded Plackett-Burmann design did not show considerably higher accuracy than 

III level resolution designs, despite a higher number of experimental runs (48). 

The performance of the two best designs in screening out important variables is worth analyzing even 

more deeply. In the Table 6 we can see a number of factors and interactions whose contribution is 

higher than a certain percentage (1, 5, or 10 %) in the FFD. It is also shown how many factors and 

interactions were recognized in DSD and TD L32 designs with an appropriate success rate. If we 
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consider factors whose contribution is higher than 10 %, then these three designs filter out the same 

factors. The same stands for factors whose contribution is higher than 5 %, except in outdoor air 

curtain ventilation mode, where three out four factors are recognized. If we consider how good 

screening designs recognize factors and interactions with a higher share than 1%, then DSD has an 

average success rate of 57 %, while TD L32 has 78 %. 

Despite this, DSD and TD L32 showed very good performance in filtering out important variables 

and consequently can facilitate finding the optimal design. In contrast, screening designs that do not 

include interactions should not be used to filter out important variables as they show poor performance 

even in recognizing factors that have a contribution of more than 10%. 

Table 6. Performance of definitive screening and Taguchi L32 designs in filtering out important variables. 

  > 1 % > 5 % > 10 % 
I-I O-O I-O O-I AB I-I O-O I-O O-I AB I-I O-O I-O O-I AB 

Number of factors (-) 
FFD 8 11 6 4 8 1 4 3 3 3 1 2 2 3 1 
DSD 5 5 4 3 3 1 3 3 3 3 1 2 2 3 1 
T L32 5 8 5 4 6 1 3 3 3 3 1 2 2 3 1 
  Success rate (%) 
DSD 62.5 45.5 66.7 75.0 37.5 100 75.0 100 100 100 100 100 100 100 100 
T L32 62.5 72.7 83.3 100 75.0 100 75.0 100 100 100 100 100 100 100 100 

5.5.3. Taguchi multilevel designs 
 

As shown in Table 7, Taguchi’s multilevel designs 2L + 3Lx3F (L54), 2L + 4Lx2F (L32), 2L + 3Lx2F 

(L18), and 3Lx3F (L27) showed the highest accuracy with an average value of the fitting coefficient 

equal to or higher than 0.88. The second and third designs had a low range of fitting coefficient values, 

which means that they performed very well for all ventilation modes. However, 3Lx3F (L27) design 

had a broader range of values, and for some ventilation modes, such as outdoor air curtain and air 

buffer, the value of the fitting coefficient was around 0.75. The most efficient design is 2L + 3Lx2F 

(L18), which used only 18 experimental runs and allows the input of three factors. The design 2L + 

3Lx3F (L54) is very accurate but cannot be considered among the most efficient ones, as it used a 

large number of experimental runs. The analysis of the results for different Taguchi multilevel arrays 

shows how, in general terms, it is not recommendable to use designs with too low a number of 

experimental runs. It is desirable that a total number of runs is higher than the sum of degrees of 

freedom for factors and first-order interactions (Appendix A, Tables A.1 and A2) so that design can 

recognize the basic extent of nonlinearity. However, having many experimental runs is, in itself, not 

an assurance of good performance. For example, the designs 5Lx2F (L27) and 3Lx2F (L27) were 

inaccurate in characterizing the role of the factors in the system compared to the full factorial design, 
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although they had fewer experimental runs than some other more successful DOE arrays. Here, the 

number of the factors that were taken into consideration plays a crucial role in why these designs fail. 

The average value of the fitting coefficient for designs that could only assess the main factors’ 

influence was 0.55. Those arrays that can evaluate both factors and interactions instead showed a 

fitting coefficient of 0.78. For non-linear processes, such as the heat transfer phenomena in DSF, it is 

essential to consider designs that will assess both factors and interactions. 

Table 7. Fitting coefficient values for various Taguchi’s multilevel designs. 
 

Designs Number 
of runs 

Number 
of factors 

F/F&I Recommended 
selection procedure 

Fitting 
coefficient 
(range) 

Fitting 
coefficient 
(average) 

2L + 3Lx3F (L54) 54 4 F + I No 0.85–0.95 0.90 
2L + 3Lx2F (L18) 18 3 F&I Backward 0.85–0.91 0.88 
2L + 4Lx2F (L32) 32 3 F&I Backward 0.85–0.91 0.88 
3Lx3F (L27) 27 3 F&I Backward 0.75–0.96 0.88 
4L + 2Lx2F (L16) 16 3 F&I Backward 0.70–0.88 0.81 
2L + 4Lx3F (L32) 32 4 F&I Backward mainly 0.53–0.90 0.79 
5Lx6F (L25) 25 6 F Backward mainly 0.64–0.88 0.74 
3Lx4F (L27) 27 4 F + I Forward mainly 0.55–0.88 0.73 
5Lx5F (L25) 25 5 F Backward mainly 0.64–0.85 0.73 
5Lx3F (L25) 25 3 F Backward mainly 0.53–0.86 0.72 
3Lx5F (L27) 27 5 F&I Forward 0.50–0.85 0.71 
4Lx3F (L16) 16 3 F Backward 0.49–0.88 0.69 
4Lx5F (L16) 16 5 F Backward mainly 0.49–0.83 0.67 
5Lx4F (L25) 25 4 F Forward / backward 0.49–0.83 0.67 
3Lx2F (L27) 27 2 F + I No 0.09–0.90 0.54 
2L + 3L (L18) 18 2 F + I No 0.08–0.89 0.54 
3Lx3F (L9) 9 3 F Backward mainly 0.02–0.87 0.53 
3Lx4F (L9) 9 4 F Forward 0.02–0.81 0.53 
4Lx2F (L16) 16 2 F Forward 0.09–0.86 0.53 
5Lx2F (L25) 25 2 F Forward 0.09–0.86 0.52 
4L + 2Lx2F (L8) 8 3 F Backward mainly 0.02–0.80 0.51 
3Lx2F (L9) 9 2 F Forward 0.09–0.90 0.5 
2L + 3Lx3F (L18) 18 4 F + I Forward 0.11–0.81 0.49 
4L + 2L (L8) 8 2 F – 0.01–0.19 0.06 

 

5.5.4. Designs associated with RSM 
 

The CCD (Table 8) shows excellent results with the highest average fitting coefficient of 0.91. 

However, the number of experimental runs was relatively high for some ventilation modes (45 for 

outdoor air curtain). When there were five or fewer factors, the total number of experimental runs 

was lowered to a value considered more acceptable (<27). A similar picture is seen for BoxBehnken 

design, which has the advantage of not using too many extreme levels simultaneously. However, it 
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has a slightly higher number of experimental runs and a broader range of fitting coefficient values 

with a lower average value. 

Table 8. Fitting coefficient values for RSM designs. 

Designs Number 
of runs 

Number 
of factors 

F/F&I Selection 
procedure 

Fitting coefficient 
(range) 

Fitting coefficient 
(average) 

Central composite 25–45 4–6 F&I  Backward 0.89–0.92 0.91 
Box-Behnken design 24–48 4–6 F&I  Backward 0.84–0.93 0.88 

 

5.6. Summary of the DOEs performance assessment 
 

Fig. 4 represents a graphical summary of the DOEs performance assessment, where the values of 

fitting coefficients for each ventilation mode and tested design are given. The ventilation modes are 

indicated with different colors, while the tested designs are determined by the corresponding radial 

directions on which the values of the fitting coefficient for five different ventilation modes lie. Among 

the screening designs, the Taguchi (L32) and the definitive screening designs proved to be the best 

ones. The former showed very good performance for all ventilation modes (low fitting coefficient 

range) and the slightly higher average value of the fitting coefficient. Screening designs are 

recommended as the initial step when the nature of the process is unknown or where the number of 

possible factors that may affect the response quantity is high. In this way, by performing screening 

designs, the important parameters can be filtered out. From the previous analysis, both DSD and 

Taguchi L32 have proved to be reliable in filtering out the factors that most contribute to the variation 

of response quantity while pointing to the possible existence of higher-order terms. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/response-surface-methodology


169 
 

 
Fig. 4. Fitting coefficient values of all tested designs, where for each one, five different values are indicated 

in the radial direction (representing five different ventilation modes). Satisfactory designs, such as CCD, 
Taguchi L32, 2L + 3Lx2F (L18), or BBD, have high fitting coefficient values for all the ventilation modes, 

i.e., the points representing these values are close to the circumference, and they are characterized by a small 
extent in the radial direction. In such designs, there is a balance between the number of experimental runs 
(moderate), factors (moderate or high), and levels (low or moderate), and ANOVA can unveil the strong 

statistical significance of both factors and interactions. 
 

Unlike screening, Taguchi multilevel designs tend to use fewer experimental runs, but they do not 

allow one to include a high number of factors. In this analysis, three designs showed very good 

performance: 2L + 4Lx2F (L32), 3Lx3F (L27), and 2L + 3Lx2F (L18), where the last one had the 

highest efficiency in comparison to all other tested designs. Taguchi multilevel designs are 

recommended when one is sure that a complex process is affected by few(er) factors. At the same 
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time, the possibility to carry out experimental runs is very limited. This type of design allows one to 

have higher discretization for factors that are assumed to be more important than others, not only 

when it comes to their direct impact but also their interactions with other factors. In this way, a better 

insight into the nature of interaction can be obtained compared to what screening designs offer with 

their two-level approach. However, one should be careful not to choose the design that is overloaded 

with levels as a sufficient number of degrees of freedom may not be secured for assessment of 

interactions. 

Finally, CCD showed the best performance among all tested designs, while BBD appeared somewhat 

less consistent with FFD than CCD. However, BBD could be a suitable choice if it is hard or 

expensive to replicate conditions where several factors are set at extreme levels. If the experiment is 

limited with runs, the highest number of considered factors is five for CCD and four for BBD. 

5.7. General guidelines for the selection of optimal DOEs 
 

Based on the information available in the literature and the results of the investigation presented in 

this study on the specific case of a DSF, we tried to define some general guidelines to help researchers 

and designers select optimal DOEs that go beyond the considered case. Since every investigation is 

different, it is impossible and meaningless to define a ranking for more or less efficient DOEs in 

general terms. Instead, the recommendations we report here provide a general approach to have a 

more thoughtful and grounded selection process when adopting a DOE-based approach. Furthermore, 

this strategy refers to resource-limited experiments that aim to investigate complex processes/systems 

characterized by a certain amount of nonlinearity, which we usually encounter in many processes in 

nature and building physics. 

We summarize and visualize the different steps and checks that we recommend in order to carry out 

to select suitable options for DOEs in Fig. 5.  
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Fig. 5. Recommended decision tree to support the selection of DOEs to investigate a given process. The total 
number of factors (n) and the number of important factors (k) are used to determine the suitable DOEs for 

different cases. 

The essential step in the recommended approach is the proper preparation of input data. In order to 

make the results of an experiment more general and applicable, it is recommended to identify as many 

factors as possible that can influence response quantity. They must be mutually independent so that a 

change in one factor does not induce a change in another factor (not to be confused with interactions). 

The input data preparation also includes the assignment of low- and high-level values to each factor. 

These values should be selected based on the range of interest. However, the physical experiment’s 

limitations should be considered since the extreme values may sometimes be complicated to replicate, 

primarily when several factors with extreme values are run simultaneously. 
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Care should be taken in analyzing the problem to properly assess whether truly categorical factors 

exist, and this can sometime be tricky to assess in building science problems at first sight. Technology 

in the building industry usually promotes discrete product classification, such as components with 

sets or combinations of predetermined mechanical, thermal, or optical characteristics. These elements 

may seem to be only described in the form of categorical factors, which can increase the numbers of 

simulations/tests in some DOEs. While some properties/ products can indeed only be described in the 

form of categories in opposition to continuous factors (such as the ventilation path in the case 

presented in this article), many variables that can appear at first glance as categorical are, from a 

physics perspective, continuous. Here, the researcher’s experience with the underlying physics and 

phenomena described in the problem is of fundamental importance to understand the ‘‘true” nature 

of the factor’s physical properties behind the technological implementations. 

In the next step (Fig. 5), the total number of factors n determines whether it is necessary to filter 

important factors. If the total number of considered factors is six or more, then filtering important 

factors k is recommended (Fig. 5). DSD or Taguchi L32 designs are favored designs for screening, 

where the factors with a contribution higher than 1–2 % (both through individual action or through 

interaction) should be considered important factors. The CCD design is recommended when the 

number of considered factors has dropped to five or less. If it is difficult to perform an experiment 

when several factors simultaneously have extreme values, BBD could be a more suitable design than 

CCD. In the RSDs, the extreme levels (one that corresponds to the axial points) should be chosen to 

conform to the limits of the interest range so that the ‘‘classic” low / high levels fall inside the interest 

domain if alpha is higher than one. 

However, besides RSDs, Taguchi multilevel or DSD can be optimal if only two or three factors are 

considered. Here, special care should be taken to leave a sufficient number of degrees of freedom for 

the error, especially with the Taguchi multilevel designs. If the array is designed so that it leaves no 

degrees of freedom for the error, then it will not be able to evaluate statistical significance of 

individual contributions. Attention should also be paid to the magnitude of the error. A very large 

error (>20%) means that ANOVA fails to explain a large part of variance and that either an experiment 

has not been performed well, or that inappropriate design, factors or even processes are chosen for 

the analysis. In general, errors greater than 5% for a limited number of experimental runs make it very 

difficult to argue for a strong statistical significance (p < 0.05) of the factors and their interactions. 

To retain a sufficiently high resolution and enable the assessment of the influence of higher-order 

terms (interactions), it is not recommended to overload design with too many levels. Taguchi 
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multilevel designs containing at most three or four levels have shown remarkable performances. A 

backward selection procedure is recommended if the aim is to include only significant terms and 

reduce the model’s complexity so it can be used for prediction. If there are enough resources, it is 

always wise to compare the analysis of variance obtained by two different designs to ascertain the 

validity of the obtained characterization picture. This is not so far-fetched considering that the 

individual design points are common to different types of DOE arrays. DOE is applicable to 

experiments in a controlled environment, where the factors can be systematically manipulated. 

However, DOE can be applied to natural experiments, such as time-series data, as long as the response 

quantity is not inert to factor values changes. 

5.8. Conclusions 
 

Through the results of an extensive simulation study, we have investigated how different design of 

experiments (DOEs) can lead to the different characterization of the same phenomenon and how the 

optimal design(s) can be selected to obtain the best possible characterization of the process using the 

fewest possible experimental runs. In the specific case study used in this research (investigating the 

thermal behaviour of a double skin façade as a function of its constructional and operational features), 

the RSM (Response Surface Methodology) with central composite design showed the best 

performance in the characterization with the average value of the fitting coefficient of 0.90. The 

number of experimental runs differed for this design, based on the total number of factors that 

influence more considerable (>1%) response quantity. This number went from 25 experiments for 

exhaust air, supply air, and air buffer, through 27 for indoor air curtain, to 45 for outdoor air curtain 

ventilation mode. However, the most efficient design that best balanced the number of experimental 

runs and accuracy is the Taguchi L18 array 2L + 3Lx2F. This array considered only two factors with 

three levels and one factor with two levels using 18 experimental runs, but it could explain almost 80 

% of the total variance. Some of the Taguchi designs surprisingly failed in characterization, so one 

should be very careful when choosing the appropriate design. 

Based on the central study results, general guidelines that go beyond the considered case are 

established. These guidelines recommend procedures for preparing input data for various types of 

experimental designs. They encompass the definition and interpretation of factors along with 

assigning level values and ranges. Depending on the initial number of factors, screening procedures 

can be used to filter out the most significant factors. The extent of nonlinearity in the process 

determines the resolution of optimal design. If the higher-order terms are significant, some of the 

RSM designs are advisable. On the other side, if only the main effects and interactions influence 

response quantity, then some Taguchi design of lower resolution is sufficient (resolution IV). 
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However, during the selection of optimal design, one must carefully consider the physical 

experiment’s limitations, such as time and material resources and the ability to perform experiments 

under extreme conditions. The selected design should secure a comprehensive picture of interactions 

using as few resources as possible during the physical experiment. 

5.9. Appendix A 
 

Let’s consider a general case where the impact of three factors A, B, and C, containing a certain 

number of levels (a, b, c, respectively), needs to be assessed. The response variable may not be 

dependent only on factors in a linear way, as interactions between them can also have an effect. For 

example, one factor’s influence can be affected by the other factor’s level. The mathematical 

procedure starts with the calculation of the total sum of squares SST, which equals a sum of squared 

differences between each run xijkl and grand mean x̄. This quantity can be partitioned into several 

components: the sum of squares for the factors (SSA, SSB, and SSC), the sum of squares for the 

interactions (SSAB, SSAC, SSBC, and SSABC), and the error sum of squares (SSE). Squared difference 

between group (x̄i; x̄j; x̄k) and grand mean, multiplied by the number of the runs within the group, 

represent the sum of squares for that factor [42]. A similar definition can be derived for the interaction 

sum of squares. On the other side, the error sum of squares (SSE) is the sum of squared differences 

between individual runs and group means. This term indicates the extent of randomness, and if it is 

large, then there is less probability that factors or interactions influence response quantity in a 

statistically significant way. 

To conclude whether the main effects or interactions exist, the F-ratio for these elements needs to be 

calculated. This number represents the ratio between the group and the error variance, where variance 

can be defined as a particular sum of squares divided by its degree of freedom (DOF), where DOF is 

dependent on the number of levels (a,b and c). The calculated value of F-ratio is compared with the 

critical F value determined from statistical tables. If it is higher than critical, then there is evidence 

that at least two levels of a factor differently affect the response variable (i.e., factor significantly 

affects response variable) or that interaction between factors exists [43]. The following Table A1 

summarizes the concepts, procedures and equations adopting the terminology mentioned above. 
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Table A1. Terminology in the three-factor ANOVA. 

 
A general three-factor model that accounts for interactions can be written through regression 

analysis in the following form: 

 𝑥𝑖𝑗𝑘𝑙 = 𝜇 + 𝛼𝑖 + 𝛽𝑗 + 𝛾𝑘 + (𝛼𝛽)𝑖𝑗 + (𝛼𝛾)𝑖𝑘 + (𝛽𝛾)𝑗𝑘 + (𝛼𝛽𝛾)𝑖𝑗𝑘 + 𝑒𝑖𝑗𝑘𝑙  (1) 

where μ represents the overall mean response (or intercept grand mean), a number that is constant regardless 

of the level settings, eijkl is the residual term (error), which represents the effect of all other factors that are not 

considered in the model [44]. The main effects (i.e., factor A at level i, factor B at level j and factor C at level 
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k) are given in Table A2 with terms αi, βj and γk, while interactions (between A and B, A and C, B and C and 

A, B, and C) are given with (αβ)ij, (αγ)ik, (βμ)jk and (αβγ)ijk, respectively: 

Table A2. Three-factor model and its terms. 

3-factor model terms    

Main effects 
2-way Interactions 
3-way interaction 
and the error term 

x =   𝛼𝑖 = �̄�𝑖 − �̄� 𝛽𝑗 = �̄�𝑗 − �̄� 𝛾𝑘 = �̄�𝑘 − �̄� 

(𝛼𝛽)𝑖𝑗 = �̄�𝑖𝑗 − �̄�𝑖 − �̄�𝑗 + �̄�      (𝛼𝛾)𝑖𝑘 = �̄�𝑖𝑘 − �̄�𝑖 − �̄�𝑘 + �̄� (𝛽𝛾)𝑗𝑘 = �̄�𝑗𝑘 − �̄�𝑗 − �̄�𝑘 + �̄� 

(𝛼𝛽𝛾)𝑖𝑗𝑘 = �̄�𝑖𝑗𝑘 − �̄�𝑖𝑗 − �̄�𝑖𝑘 − �̄�𝑗𝑘 + �̄�𝑖 + �̄�𝑗 + �̄�𝑘 − �̄�  𝑒𝑖𝑗𝑘𝑙 = 𝑥𝑖𝑗𝑘𝑙 − �̄�𝑖𝑗𝑘 

 

The selection of the factors to be included in the regression model as predictors of the response 

quantity is done via the variable selection procedures (e.g. forward entry, backward elimination, and 

stepwise selection procedures [45]). Forward entry starts with the null model and gradually adds one 

factor at a time from the most to the least significant until the previously specified criterion (critical 

p-value, F-ratio) is not met or until all factors are included in the model. This method is recommended 

when the number of factors under consideration is larger than the number of experimental runs. The 

backward elimination criterion starts the full model. It gradually removes one factor at a time, from 

the least to the most significant, until the previously specified criterion (critical p-value, F-ratio) is 

not met or until all factors are excluded from the model. Generally, backward elimination is preferred 

over forward entry because it is less negatively affected by the collinearity of the model’s factors, 

except when the number of experimental runs is low [46]. The stepwise selection criterion combines 

forward and backward, so it adds one factor at a time and recalculates the significance of all the factors 

considered in the model up to this step [47]. If a nonsignificant factor is found, then it is eliminated 

from the model. This selection procedure requires two specified criteria, one for the entry of the factor 

and the other for its elimination, where the first one needs to be greater than the second. 

There is a close connection between RSM and regression analysis [48]. While regression analysis 

seeks an empirical relationship between the response variable and its affecting factors, RSM 

represents supplementary techniques including planning, model testing procedures and optimization 

employed ahead of, during and after regression analysis [49]. Response surface modeling is based on 

the assumption that response function (surface) can be approximated by a Taylor series expansion 

and that the surface is curved around the optimum. To describe such response adequately, cross 

product terms need to be incorporated [50]. The response function can be approximated by 

polynomials of order higher than three, but if the experimental region is not too broad, lower-degree 

polynomials (at most three) can successfully approximate the response function. 
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6. Characterization of a naturally ventilated double-skin façade through 
the design of experiments (DOE) methodology in a controlled 
environment 
 

6.1. Abstract 
 

The two-fold aim of this study was to compare and reflect on the impact of different experimental 

designs on the characterization of a complex façade system, and to understand the role of 

constructional elements and boundary conditions on the thermal and fluid dynamic behavior of a 

double-skin facade (DSF), focusing on the controllability of these phenomena during the operation 

of the DSF. 

We employed and compared four experimental designs capable of assessing factors’ interactions and 

non-linear behaviors typical of dynamic façades. Experimental data were obtained using a full-scale 

DSF mock-up, installed in a climate simulator, which was operated in outdoor air curtain mode under 

boundary conditions typical of the summer season. Similarities and differences between 

characterizations obtained through different experimental designs enabled us to analyse the impact of 

different experimental designs and to identify the features that affect the DSF’s performance. 

The results demonstrated that the design of experiments methodology could be successfully employed 

to study the behavior of complex facades. Using more than one experimental design allowed us to 

obtain a robust picture of the behavior of a naturally ventilated façade. Relevant factors and 

interactions were also identified and linked to phenomena that determine how the DSF behaves under 

typical summer conditions.    
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6.2. Introduction 
 

6.2.1.  Background 
 

Thermal and energy performance of double-skin facades (DSFs) are linked to non-linear behaviors 

driven by the boundary conditions and controlled by the structural elements and operational modes. 

As opposed to the influence of a single factor, the combined effects of multiple factors, such as the 

simultaneous balance between different driving forces or the interaction of different constructional 

features, are challenging to understand and are rarely analyzed [1]. The design of experiments (DOE) 

represents an efficient and reliable method, based on well-established statistics theories [2], to 

systematically quantify and classify impacts of factors and their interactions in complex systems, as 

a DSF is. Each DOE begins with the problem statement, followed by establishing the objectives, 

which then determine the performance indicator (response quantity) and affecting factors to be studied 

[3]. A crucial step in the whole course is the selection of one (or more) suitable experimental design 

(also called an array) [4]. Experiments are executed according to the designed array once the 

experimental design(s) is chosen [5]. In the final stage, the analysis of variance (ANOVA) and other 

associated statistical methods are used to analyze the collected data to understand the impact of each 

factor (and sometimes their interactions, too) on the response quantity(s) [6].  

There are few examples of DOE methodology in building energy or thermal performance research, 

and most focus primarily on numerical experiments (simulations) [7]. Some research activities use 

impact analysis to obtain performance characterization [8,9], while others employ DOE for 
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optimization [10,11]. There are also examples where building simulations were paired with the DOE 

approach to find the optimal experimental design [12,13] and to develop a simple surrogate model 

[14].  

Adopting the DOE method implies systematically altering several factors across experiental runs 

[12,15] with the aim of obtaining a full characterization with the least possible amount of experimental 

tests. The choice of experimental design(s) is not trivial, as not all those available are well-suited to 

characterize a given phenomenon. Depending on the nature of the studied process, some arrays may 

be too shallow to recognize the full complexity of the process. Consequently, they can provide 

incorrect or partially incorrect conclusions on the importance of particular factors and the extent of 

non-linearity within the process. Therefore, the experimental design(s) need to be well chosen to 

consider all non-linearities and the interaction of factors in the investigated process. For complex 

behavior dictated by several factors in a nonlinear way, such as the thermal and fluid-dynamical 

behavior of a DSF, the use of experimental designs that can assess interactions (so-called arrays with 

resolution >IV [16]) is mandatory as they are the only ones capable of considering the how two or 

more factors in combination affect the response quantity. However, the complexity and 

comprehensiveness of experimental designs often need to be carefully balanced against the costs and 

duration of the experimental runs. In short, the struggle is to find the most comprehensive system 

characterization using the fewest resources possible. 

In a previous study where we employed extensive simulations to create the dataset for analyses, we 

investigated how the DOE could be applied to a complex system such as a mechanically ventilated 

DSF [12] for a complete characterization of its performance. We compared more than 30 different 

arrays to define guidelines for finding an optimal experimental design that would give the most 

comprehensive picture of the process, including all non-linearities, using the fewest resources 

possible. 

Building on that theoretical, simulation-based investigation, we have now examined how well the 

characterization of the DSF performance can be carried out using real experiments in a laboratory 

setting, following the guidelines we have developed, through the application of some of the most 

promising experimental designs. This examination has allowed us to obtain a comprehensive picture 

of the thermophysical and fluid dynamic behavior of a naturally ventilated DSF.  

6.3. Research aims, research questions, and audience 
 

The study we present in this paper aims, at first, to examine how a laboratory characterization based 

on a certain experimental design may differ from another based on a different experimental array. We 
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also hypothesize that by comparing the results obtained with more experimental designs, one can 

obtain robust knowledge about the behavior of the tested DSF, which is the second aim of this paper. 

The research questions that drove the development of this study were: 

RQ1) Do different experimental designs give the same characterization picture, and what features 

should an experimental design have to characterize the complex systems/processes of a DSF 

adequately? 

RQ2) What is the thermophysical and fluid dynamics behavior of a naturally ventilated DSF under 

summertime conditions? 

RQ3) What factors and their interactions effect (and how) the heat transfer and air dynamics in a 

DSF? 

By answering the research questions, we also aim to validate the approach previously developed with 

the assistance of simulations on selecting suitable arrays and deepen our understanding of the complex 

DSF behavior in terms of its thermal and fluid-dynamics processes. We employ a flexible 

experimental testbed that we have previously developed [17]. This experimental facility makes it 

possible to carry out thermal and fluid mechanical characterization on DSF configurations in a 

laboratory setting. The experimental testbed consists of a flexible mock-up with operable features 

(such as cavity depth, venetian blinds angle, airflow path, airflow rate, opening size), a climate 

simulator, and a real-time control system experiment and data acquisition. 

The results of this study can guide experimental researchers investigating the overall behavior of a 

complex system/phenomena/process in a wide range of conditions to find the most efficient way to 

reach their goals. Moreover, the results of the experimental campaign (with almost fifty different 

configurations of a DSF tested in response to various boundary conditions) are made publicly 

available for the scientific community for future independent research and calibration and validation 

of numerical models. Furthermore, by carrying out the study on a particular type of DSF, the results 

of this study also contribute to deepening the knowledge of the thermal and fluid mechanical behavior 

of naturally ventilated DSFs. 

The contents of the papers are organized as follows. After this brief introduction, we describe, in the 

section ‘‘Methods and materials,” the overall research design and objectives; we provide general 

information on the DOE methodology, and more specifically, its application to the case study DSF. 

In the ‘‘Results and discussion” section, we present and compare the characterization outcomes for 

the different experimental designs. Based on the common features, we draw overall conclusions on 

the thermal and fluid dynamics behavior of DSF. Finally, in the ‘‘Conclusion” section, we summarize 

the outcomes related to the impact of different experimental designs, and we set our findings of the 
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thermophysical and fluid mechanic behavior of a DSF in the context of the current knowledge in this 

domain.  

6.4. Materials and methods 
 

6.4.1. Research design and research objectives 
 

In this research, we used the design of experiment (DOE) methodology to study, in a laboratory 

setting, the behavior of double-skin facades (DSFs), with a two-fold aim: to compare and reflect on 

the impact of different experimental designs (i.e., whether or not they provide the same outcomes), 

and to understand the role of construction elements and boundary conditions on the overall thermal 

and fluid-dynamics phenomena in DSF (i.e., how different features in a DSF impact on its 

performance). The methodological approach we adopted in this investigation was broken down in a 

series of steps that are described by the following research objectives: 

1) To identify a suitable case study (i.e., a DSF configuration), representative boundary 

conditions, and a set of performance parameters that describe the behavior of the DSF to be 

characterized.  

2) To select several experimental designs based on previously defined guidelines that could be 

suitable to characterize the performance of the DSF. 

3) To carry out a series of experimental runs, based on the arrays identified in the previous step, 

using a flexible DSF mock-up installed in a climate simulator. 

4) To analyze the data collected during the various experimental runs by adopting the DOE 

methodology, in order: 

a.  to compare the characterizations obtained through different arrays in both a 

quantitative and qualitative way – to be able to answer RQ1. 

b. to identify common patterns in the characterizations obtained with different arrays that 

can allow one to describe with a good degree of confidence the overall thermal and 

fluid-dynamical behavior of the DSF –to be able to answer RQ2. 

c. to analyze the impact of the different factors and their interactions in determining the 

DSF behavior – to be able to answer RQ3. 

5) To synthesize the conclusions and main implications of the study in regards to: 

a. the use of different experimental designs in the characterization of a complex system 

such as a DSF; 

b. the impact of operational features and boundary conditions on the performance of a DSF 
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6.4.2. The design of experiment (DOE) methodology  
 

The performance of a DSF (and, in general, of a complex system) may depend on many factors (either 

constructional features, operational features, or boundary conditions) and their multiple interactions. 

It is practically impossible, in most cases, to investigate all the possible combinations of such factors 

with real experiments, as this would require unlimited resources in terms of time and costs. The DOE 

methodology mitigates these limitations because it reduces the number of experiments to be carried 

out so that the obtained characterization picture is as close as possible to the one acquired by running 

all the possible combinations. The selection of an experimental design (or array) is at the heart of the 

DOE methodology, and one has the possibility to choose among a large number of possible arrays, 

built by using different logics and different statistical theories. In this investigation, we selected four 

classes of experimental designs that are most often employed for characterization in different 

engineering fields [18]. The classes of experimental design we decided to employ in this study are 

synthetized below, and the selection of the exact design features within each class was based on the 

experience gained and the guidelines developed in a previous study [12]. 

Taguchi design (TD) has become the most applied experimental design in science and industry 

[19,18] even though it shows some limitations [20] because of its high flexibility in combining factors 

with different levels using few experimental runs [21]. The resolution of TDs varies from the most 

simple ones intended for screening to more complex ones designed for in-depth characterization. 

Definitive screening design (DSD) is intended for screening in combination with two-factor 

interaction assessment. The advantage of this array is that it lowers the required experimental runs to 

2k + 1 (k number of factors) [22]. Its application comes in handy for the processes driven by many 

factors or in situations where it is desired to filter the most important ones. 

Full-factorial design (FFD) contains all possible combinations of the factors and corresponding levels 

and can provide a more profound characterization picture than any other experimental design [4]. 

Since it considers all possible combinations, the number of experimental runs grows significantly 

with the increase of factors or levels. 

Central-composite design (CDC) offers a comprehensive understanding, and it is most commonly 

applied for optimizing system performance, when the number of factors is narrowed by some 

screening method to five or lower. CCD can assess higher-order terms and the curvature in the 

response of the output quantity [23]. 

After performing the experimental runs using the selected array (s), the collected data are post-

processed using regression analysis and the analysis of variance (ANOVA). The regression analysis 



187 
 

builds a model that describes the cause-effect link most often using the least-square method [24], 

while the ANOVA evaluates the constructed model and quantifies the influence of factors and 

interactions on the output variable by decomposing total variance [25].  

6.4.3. Case study DSF and experimental set-up specifications  
 

In the context of this study, we decided to select one representative DSF configuration, i.e., a naturally 

ventilated DSF operating in the so-called ‘‘outdoor air curtain” mode. In this system, the ventilated 

cavity of the DSF receives air from the outdoor and releases air back to the outdoor. This configuration 

aims to reduce the solar gain through the glazing by combining the use of an in-cavity shading device 

(in the case study, a venetian blinds system) and ventilation airflow to remove heat from the cavity 

(see, e.g. [26]). This type of façade may thus operate by modulating the free cross-sectional area of 

the inlet/outlet sections – to control the naturally driven airflow – and by deploying the shading device 

(and titling the blinds) – to reduce the direct solar transmission through the façade. This operational 

mode and control possibility is of particular interest in the cooling season since this configuration is 

one of the most adopted for improving the thermal performance during this period [27], as fully glazed 

envelopes usually show poorer performance [28]. Congruent with this configuration, the boundary 

conditions (as described more in detail in the next section) were chosen to represent situations where 

such DSF mode would be most helpful, i.e., conditions typical of the summer period. The 

characterization of the performance of such a DSF under the selected boundary conditions was carried 

out through a full-scale DSF mock-up installed into a climate simulator (Figs. 1 and 2). The DSF test 

sample was made of inner and outer double glazing incorporated into the aluminum frame. Both were 

composed of two glass panes with dimensions 1.4 m (W)  2.8 m (H), and the gap between the panes 

was filled with a mixture of air and argon (4–15–4 mm) [17]. 

The measurement system consists of more than 70 sensors to measure the temperature of the 

surrounding environment, the air in the cavity and surface of different facade segments, incident and 

transmitted solar radiation, air velocity in the cavity, pressure difference, and heat flux density [17]. 

A dedicated system for control and monitoring of the experiment was developed in the LabView 

environment to monitor a large number of measurements in real-time. The characteristics of sensors 

that measured the physical quantities used for the assessment of the performance indicators (response 

variables) are given in Table 1. 

The climate simulator is an indoor experimental facility with two chambers intended to replicate the 

indoor and outdoor environment surrounding a building envelope element. The test element needs to 

be installed into a large metal frame and placed between two chambers. The integrated sun simulator 

can replicate solar irradiance in the approximate range between 250 Wm-2 and just over 1000 Wm-2 
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by using an array of nine metal halide lamps. In the study presented in this paper, we controlled the 

cells’ air temperature values and the irradiance provided by the solar simulator. The climate simulator 

is not capable of reproducing the effect of the dynamic pressure of wind, and hence when the airflow 

in the DSF’s cavity was activated due to the boundary conditions, this could only be attributed to the 

stack effect generated in the DSF’s cavity. Therefore, no other pressure source than the one thermally 

induced was involved in this process. 

 
Fig. 1. Schematic representation of the DSF a) vertical section, b) front view. 

 
We must also point out here that due to the limitations of the climate simulator, we were not able to 

fully replicate desired conditions in some experimental runs. For example, the air conditioning system 

experiences problems controlling the temperature of the outdoor chamber when the solar simulator is 

active. For irradiation levels of 350 Wm-2, the actual temperature is 2–3 ºC, while for 700 Wm-2, it is 

4–5 ºC higher than the projected one. Furthermore, the air is not uniformly cooled through the 

chamber, which results in a vertical temperature gradient up to 2 ºC directed upwards. The reader 

who is interested in obtaining more details on both the flexible DSF mock-up and the climate 

simulator can find this information, which is not reported here in the complete form for the sake of 

brevity, in a previous paper [17]. 

6.4.4. Applications of the DOE methodology in the context of this study  
 

Relevant independent variables (factors) and dependent variables (response variables) were identified 

considering the degree of freedom allowed by the experimental set-up and a set of interesting 

quantities that could be used to study the performance of the DSF. These variables and their levels 

are summarized in Tables 2 and 3. 
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The air temperature in the outdoor cell of the climate simulator was considered an important variable, 

and therefore different levels were adopted, while the indoor temperature was set to the constant value 

of 25 ℃, which corresponds to a realistic indoor air temperature setpoint during the cooling period. 

The combination of a variable outdoor air temperature level and a fixed indoor air temperature level 

led to a variable temperature difference between the outdoor and the indoor environment (in the range 

10 ℃ to + 10 ℃), which we considered a relevant factor in the performance of a DSF and therefore 

it was investigated. In addition to this factor, solar irradiance level on the vertical plane was chosen 

as the second boundary condition variable, with the range 0 W/ m2 to 700 W/m2. 

The flexible mock-up allowed a large range of configurations to be tested, and in the experimental 

run presented in this study, the following features of the DSF were changed: the angle (0, 45 and 90) 

of white-aluminum colored venetian blinds with a solar reflectivity in the range of 0.5 to 0.6; the free 

cross-sectional area of the openings at the top and at the bottom of the DSF (for each opening, between 

7 dm2 and 42 dm2, which corresponds to 500 and 3000 cm2/m of facade width, respectively). 

Considering that the focus of this study was on the operational phase of a DSF (i.e. when design 

decisions have already been taken and the performance is driven by how the façade is controlled), the 

choice of varying the only two variables that can be modified under operation seemed a fully logical 

choice. Furthermore, these two variables also have an impact on other domains than the thermal one 

(e.g. shading devices influence the light transmission through the facade, inlet/outlet opening 

influence the sound transmission through the façade) and their operations might therefore be based 

on more complex logics than just the thermophysical performance of the DSF. Undestanding what 

impact they have on the thermophysical performance is therefore also important in light of 

constructing control strategies for a dynamic DSF that trade-off against performance across different 

domains (e.g. when an optimized thermal performance needs to be combined with sound insulation 

requirements or with daylight exploitation targets). 

We must emphasize that other design factors, such as the optical properties of glazing or slats, can 

have a significant impact on the thermal performance of DSF [29–31,12]. However, in the context of 

our study, we treated these as invariable elements and used a constant configuration. The selected 

types of glazing was, to some extent, not conventional, and a short explanation of the reason for this 

choice might be beneficial. 

DSF are oftentimes realized with a combination of a single-glass skin and a double/triple-glazing 

skin. For this study we instead opted for a double glazing unit for both the skins. The reason is that 

we wanted to enhance the thermal decoupling of the cavity and the inner and outer environment. In 

this way the intrinsic flexibility that a DSF has, i.e. to remove/store heat in the cavity thanks to the 
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cavity airflow, can be better investigated due to lower transmission loss through the two skins 

compared to a conventional DSF configuration. 

 
Fig. 2. Experimental set-up: (a) the climate simulator with the façade installed between the two chambers 

(and visible as the metal frame between the two blue cells); (b) frontal view of the DSF mock-up installed in 
the frame for insertion in the climate simulator facility; (c) and (d) sensors installation on the mock-up. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this 

article.). 
 

Table 1. Characteristics of the sensors used in the characterization of the DSF. 

Sensor type Measured quantity Accuracy  

Pyranometer Incident and transmitted 
solar irradiance 

Class 2 (ISO 9060) 

Hot-wire anemometer 
and temperature 
sensor 

Speed and temperature of 
the air in the cavity 

v: ± (0.1 m/s + 3 % of 
measured) for 
(0…1 m/s) and t: ±0.3 oC 

Air temperature 
sensor 

The temperature of the 
air near the inlet and 
outlet 

± 0.3 °C for range (0…70 oC) 

Resistance 
temperature 
detector Pt100 

The surface temperature 
of glazing and shading 

Class B (from ±0.37 °C at -10 
°C to ±0.70 °C at 80 °C) 

Heat flux plate Heat flux density through 
glazing 

Calibration uncertainty: ± 3 % 

 
 

Table 2. Factors and corresponding levels 

 
 

Another fixed construction feature that may have an impact on the extendibility of the results 

presented in this study is the cavity depth. Narrow cavities have recently gained preference (especially 

in single-floor DSFs) for a series of reasons [32–34], among them lower costs and volume, and 
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because of this trend we opted in this investigation to fix the cavity depth to 20 cm. In addition to 

being a representative configuration from a market perspective, our previous studies have also shown 

that for the single-floor DSFs with cavity depths in the range of 20–60 cm, this feature plays a less 

relevant role compared to other factors in shaping the performance of a DSF [12,17]. While, in 

general, the cavity size (and the relative position of the shading, i.e. closer or further away from one 

of the two skins) can impact on the heat exchange between the shading and the glazing, we have seen 

that for the situation where there is a sufficient cavity depth that ensures a certain distance between 

the shading and the glazing, the size of the cavity and the exact position of the shading does not have 

a great impact. Therefore, the missing exploration of the impact of the cavity depth as an independent 

parameter does not represent, in our opinion, a relevant shortcoming in this study, particulary when 

considering that this parameter cannot be varied under operations of a DSF. 

Several response quantities may be chosen to outline the thermal and fluid dynamics behavior of a 

DSF, and we decided to include the following in our study: the net heat flux density, the average 

temperature of the cavity, airflow rate, heat gain/loss rate by the airflow that passes through the cavity 

normalized by the DSF surface (hereafter referred to as heat gain/loss rate by the airflow), and the 

average surface temperature of the inner glazing. Net heat flux density represents the sum of heat flux 

density measured by the heat flux meter installed on the inner side of the inner glazing (qHFM) and 

transmitted solar radiation to the interior registered by the inside pyranometer (qTR). The average 

cavity temperature is determined based on the 12-point measurements of hot wire anemometers. The 

same instruments were used to assess velocity profiles and airflow rate at two heights, based on which 

the airflow rate is evaluated. Heat gain/loss rate by the airflow represents the heat rate absorbed or 

released by the airflow that passes through the cavity normalized by the DSF surface, and it is 

calculated based on the evaluated airflow rate and measured heating/cooling of the airflow when 

passing through the cavity (tout-tinl). The indoor surface glazing temperature represents the average 

temperature of the inner surface of the inner glazing measured by the surface temperature sensors. 

The uncertainty of the measurements of the response quantity was assessed using the method of error 

propagation [35] and expressed in a range of values, from the lowest to highest error, since the error 

may depend on the exact conditions of the tests, and more than 50 experimental runs were done. 

Experimental uncertainty consists of two parts: the uncertainty originating from the instrument 

limitations and the error arising from the variability of the measured quantity (standard deviation). As 

is always the case with steady-state measurements under well-controlled conditions, the first part is 

dominant over the statistical error. This effect can be clearly seen in the temperature measurement 

results, where the experimental error belongs almost entirely to  instrumental inaccuracy, though this 

also indicates the strictly maintained steady-state conditions in the climate chambers. It is also 
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important to note that the airflow and heat gain/loss rateby the airflow are characterized by the high 

uncertainty due to the inaccuracy of hot-wire anemometers. 

Table 3 - Response quantities and corresponding uncertainties. 
 

Response quantity Symbol Unit Equation Uncertainty 
range  

Net heat flux density associated with the 
DSF 

qnet [Wm-2] 𝑞𝐻𝐹𝑀 + 𝑞𝑇𝑅 0.3~9.9 

The average cavity temperature tcav [℃] 𝑡�̅�𝑎𝑣 0.30~0.32 
The airflow rate V̇ [m3h-1] Velocity profile method 101~122 
Heat gain/loss rate by the airflow that 
passes through cavity normalized by the 
DSF surface 

qvent [Wm-2] �̇�𝑐𝑝(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛𝑙) 3~116 

The indoor surface glazing temperature ts [℃] 𝑡�̅� 0.50~0.50 
 

As previously mentioned, we selected four classes of experimental designs that are most often 

employed in engineering, where the exact features within each class were decided based on the 

guidelines for finding the optimal design developed in one of our previous researches [12]. The 

number and type of the factors and their low and high values were chosen based on the problem 

statement and objectives, while the complex nature of DSF behavior predetermined the minimum 

resolution (IV) of the design. Limitations regarding the resource demand of the physical experiments 

in the controlled environment dictated the maximum number of experimental runs, which in our 

opinion should not exceed 30. Therefore, we identified four experimental designs capable of assessing 

the influence of both factors and their interactions using a reasonable number of experimental runs: 

Taguchi (3Lx4F), definitive screening, 2-level full-factorial, and face-centered central-composite 

design. All the experimental designs were configured to cover the exact same range of variations (min 

value – max value) for the four factors under investigation so that they can be considered fully 

equivalent arrays when it comes to the domain of exploration. 

The Taguchi design adopted is a fourth-order resolution design that considers not-aliased main effects 

and confounded two-factor interactions. It takes into account four factors with three levels using 27 

experimental runs (Table 4). In comparison to this, the definitive screening design (DSD) uses just 

half as many experimental runs (13 runs), and it was therefore interesting to investigate its 

performance considering its resource efficiency. The chosen full-factorial design analyzes four factors 

with only two levels (low and high). In this way, the array offers, on the one hand, relatively high 

efficiency by having only 16 experimental runs, but on the other hand, it shows a limitation in the 

depth of the characterization. Our previous research [12] revealed that the face-centered type of 

central-composite design (CCD (α = 1)) had the best results among 30 tested experimental designs 

when four or five factors governed the system behavior. Therefore, we opted for the same type of 

array, with 25 experimental runs, and considered four factors characterized only by the central and 
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cube points. The critical p-value for recognizing the statistical significance of factor/interactions in 

the analysis of variance and the factor selection procedures was set to 0.05 for all the designs, 

indicating a high probability that the considered variable is significant. 

It must be emphasized here that different designs may have common points, i.e., identical 

configurations tested under the same conditions. This was the case in our study, where the four 

selected experimental designs had a series of coincident experimental runs.  

Table 4 - Characteristics of chosen experimental designs. 

Experimental designs Number 
of runs 

Number 
of factors 

Number 
of levels 

Model 

Taguchi (3Lx4F) 27 4 3 2-FI 
Definitive screening design 13 4 2/3 Quadratic 
Full factorial design 16 4 2 2-FI 
Central composite design 25 4 2/3 Quadratic 

 
Since the experiments were performed in a controlled environment, where the experimental variation 

(noise, error) is minimal, these ‘‘repeated” experimental runs were performed only once and not 

separately for each different design. Therefore, the total number of experimental runs actually carried 

out to acquire data for all the four experimental designs was 49 instead of 81, thereby significantly 

reducing resource consumption. Just as is the case here, if there are enough resources, it is always 

wise to compare the results obtained from the ANOVA performed on two or more different 

experimental designs to confirm the validity of the obtained characterization picture. 

In Table 5, it is possible to see, for each experimental design, the number of experimental runs that 

are unique and the number of those that are shared with each of the other experimental designs. We 

indicate the unique points along the top-left/bottom-right diagonal of the table, while shared points 

between different arrays are noted in the intersection of different designs. For example, FFD does not 

contain unique points since all other designs are derived from this array, while it shares 6 runs with 

TD, 4 runs with DSD, and the whole set of 16 runs of the FFD is also included in the CCD. The value 

in brackets refers to the percentage of runs shared between two experimental designs in cross-section 

of a row and column, and it measures how ‘‘unique” each experimental design is compared to the 

others (the lower the percentage, the more unique). 

6.4.5. Data analysis  
 

Upon performing the entire sequence of experimental runs that constitutes all the four experimental 

designs, the analysis of variance (ANOVA) was performed for each different experimental design 

with the aim of:. 

1) comparing the characterization pictures obtained from different arrays, 
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2) obtaining a general picture of the performance of the façade, and 

3) understanding the role of the factors and their interactions. 

Table 5. - Unique points and shared points for different combinations of experimental designs. Unique 
points can be read along the main diagonal of the table (i.e., unique points for TD(3Lx4F) are 16, for DSD 
are 6, for FFD 0, and for CCD 5), while in all the other cells the number of shared points between the two 

designs can be read, with the percentage indicated between brackets. 

 

The overall thermal and fluid dynamic behavior was represented through assessed contributions of 

each factor and interaction on the variability of the different performance indicators. This quantity 

was calculated based on the ANOVA procedure, where the sum of squares for the factor or interaction 

(SSF&I) of interest is divided by the total sum of squares SST: 

𝑐𝐹&𝐼 =
𝑆𝑆𝐹&𝐼

𝑆𝑆𝑇
100  [%] 

where F&I is a particular factor A, B, C, D... or interaction between AB, AC, AD..., ABC, ABD... 

In order to identify and quantify the similarity between two characterizations obtained with different 

experimental designs, we have employed a comparison method based on the fitting coefficient f, 

which we introduced in our previous study [12]: 

𝑓 = 1 −
∑ |𝑐𝐹&𝐼,𝑅𝐷−𝑐𝐹&𝐼,𝐷|𝐹&𝐼 +|

𝑆𝑆𝐸,𝑅𝐷
𝑆𝑆𝑇,𝑅𝐷

−
𝑆𝑆𝐸,𝐷
𝑆𝑆𝑇,𝐷

|

2
 [-] 

The coefficient measures how much the contributions of factors/interactions (cF&I) and randomness 

(SSE/SST) differ between two designs (RD – referent and D – design to be compared). The value of f 

varies from 0 to 1, where one corresponds to the absolute identity between the two characterizations, 

while zero indicates complete disagreement between the two characterizations. 

Factorial and interaction plots were used to understand how factors and their interactions affect the 

behavior of DSF. The main effects (factorial) plot shows the mean response of dependent quantity for 

each factor level connected by a line, while the interaction plot shows how the relationship between 

the response variable and a factor depends on the value of a second factor. More information on this, 

as well as on the ANOVA calculation procedures and method for comparison of designs, one can be 

found in one of our previous research studies [12]. 
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6.5. Results and discussion 
 

6.5.1.  Performance of the different experimental designs 
 
The comparison of the different experimental designs showed an excellent agreement in terms of the 

characterizations of the thermal performance, carried out using the net heat flux density Qnet, the 

average temperature of the cavity tcav, and the indoor surface glazing temperature ts. All experimental 

designs estimated almost equal shares in the total variance with low error (Fig. 3). Only the response 

of the indoor surface glazing temperature fitted from DSD deviated slightly from the corresponding 

response obtained from FFD and CCD, but even in these cases, the match between the different 

designs can be considered very good (Table 6). There were also differences in whether certain designs 

see particular factors or interactions as statistically significant, but the contribution of these variables 

was very small to substantially influence the thermophysical behavior of DSF (Fig. 3). The factors’ 

impact was dominant in influencing the cavity and indoor surface glazing temperature, and therefore 

linear models containing only main effects would be suitable to describe the response of these 

quantities. However, that was not the case with net heat flux density, where the influence of 

interaction between irradiance and slat angle was nearly dominant as the individual influence of 

factors. Therefore, models containing higher-order terms are needed to adequately fit this quantity’s 

response. 

As opposed to the thermal, fluid dynamic characterization showed more significant discrepancies, 

especially regarding the airflow rate assessment. For example, there were notable differences in 

impact assessment of different factors between the FFD and other experimental designs (Table 6). 

Compared to other designs, the FFD recognized the different contributions of the solar irradiance and 

temperature difference and did not see the statistical significance of the slat angle (Fig. 3). Most likely 

since twopoint designs cannot fit the non-linear response of output quantity (in this case, the airflow 

rate V̇), as explained more in detail in 3.3. Every experimental design led to a simple linear model 

that contained only the main effects to fit the response of the airflow rate (Fig. 3). This result may 

raise some questions knowing that the underlying nature of the airflow is, in general, non-linear. Since 

all the arrays had errors higher than 5 %, it was challenging to recognize the statistical significance 

of non-linear terms. One may question if this result derives from the phenomenon being mostly linear 

in the range of investigation, or from the levels used in the investigations not being suitable, or from 

some other reason. Since the levels/sample points have shown to be suitable for the other indicators, 

there are no particular reasons to hypothesize that they were not suitable for unveiling the behavior 

of the airflow rate. We rather understood the large error as linked to the high measurement uncertainty 

in the airflow rate measurement since hot-wire anemometers could not register velocities below 0.1 
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ms1. Additionally, uncertainty was also associated with determining the airflow direction when the 

temperature difference between the fluid and the interface was less than 0.5 ℃. As a result, the airflow 

variations below a certain threshold could not be registered by the hotwire anemometers, resulting in 

a low resolution for the characterization of this phenomenon, regardless of the employed experimental 

design. 

The resemblance between different experimental designs regarding heat gain/release by the airflow 

Qvent ranged from very good to excellent, which was slightly worse compared to thermal performance 

quantities, but better than for the airflow rate (Table 6). All four experimental designs recognized the 

same factors/interactions as the most relevant, and these were the two boundary conditions 

(temperature difference and solar irradiance). Errors were more acceptable than in the case of the 

airflow rate but still considerably high (>5%) for some experimental designs, such as TD and DSD 

(Fig. 7). Due to the considerable error in those designs, the slat angle and opening size (free cross-

sectional area) were not recognized as statistically significant in controlling heat absorbed/released 

through the airflow for a tested range of configurations and boundary conditions. The uncertainty 

associated with the threshold of hot-wire anemometers was most likely felt here, but to a lesser extent, 

as the variance of this quantity was less influenced by the low-velocity variations (check equation, 

Table 3). Like the net heat flux density, the response of the heat gain/release by the airflow is fitted 

best by a model containing higher-order terms. The interaction between solar irradiance and the 

temperature difference plays an important role in controlling this quantity response. 

Generally speaking, it is possible to see that the differences between the four experimental designs 

were minor, and this indicates that all of the selected designs could sample the most representative 

points within the domain. More importantly, the fact that different experimental designs returned a 

very robust picture about the role of the different factors can be understood as a confirmation that the 

outputs of the analysis truly described (minus any experimental error) the thermal and fluid-dynamics 

behavior of the DSF. Based on this conclusion, we could therefore determine with a good degree of 

confidence which factors and interactions were significant and to what extent they controlled the heat 

transfer and the fluid flow in the DSF. 

The comparison of the ANOVA performed on the different experimental designs showed that the 

experimental design must be capable of assessing the impact of higher-order terms to adequately 

characterize the behavior typical of dynamic facades. In addition to this, it is highly desirable to use 

designs that allows factors to have more than two levels so that the fitted model (such as quadratic) 

can capture curvature in the response of the dependent variable. However, it is important to emphasize 

that the success of the DOE characterization depends to a great extent on the uncertainties associated 

with the experimental campaign, even if a suitable experimental design is chosen. In a case where the 
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variability of the response quantity was measured or determined in a less accurate way because of the 

challenge to measure a physical quantity (such as it was the case for air velocities below 0.1 ms1) or 

because of the use of a less reliable measurement method, the experimental uncertainty propagates 

throughout the ANOVA results, and the results coming from this process will, in the end, be less 

reliable. Furthermore, a large error can be caused if unsuitable factors are introduced into the analysis 

(e.g., interdependent factors) or desired boundary conditions are not met in the experimental 

procedure. 

Table 6. – Fitting coefficient values between four different experimental designs 

 The fitting coefficient [-] 
TD vs DSD TD vs FFD TD vs CCD DSD vs FFD DSD vs CCD FFD vs CCD 

Qnet 0.96 0.95 0.95 0.95 0.97 0.98 
tcav 0.97 0.96 0.97 0.94 0.95 0.99 
ts 0.92 0.97 0.97 0.89 0.90 0.99 
q 0.91 0.78 0.88 0.73 0.82 0.79 
Qvent 0.90 0.89 0.92 0.92 0.88 0.95 
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Fig. 3. Comparison of characterization of thermal and fluid-dynamic behavior of DSF obtained by 

different experimental designs 
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6.5.2.  Overall thermal and fluid-dynamic behavior of a naturally ventilated DSF 
 

The net heat flux density of the DSF in outdoor air curtain ventilation mode was shown to be 

controlled almost entirely by solar irradiance and the venetian blinds, where the interactions among 

these two also played an essential role. Therefore, the position of the blinds in response to the 

incoming solar radiation clearly showed potential in controlling the heat transfer in the DSF, and 

hence in control of the energy efficiency of DSFs. The ANOVA results confirmed the expected 

prevalence of heat transfer induced by incoming solar radiation over the transmission driven by the 

temperature difference between indoor and outdoor environments. Therefore, the impact of solar 

irradiance was shown to impact the dependent variable with a weight far greater than temperature 

difference. 

The temperature at the indoor-facing surface of the inner skin can be used as a proxy for potential 

thermal discomfort issues, as it impacts the mean radiant temperature of the indoor space and may 

contribute to local discomfort phenomena (such as radiant asymmetry). The surface temperature is 

almost entirely regulated by solar irradiance and the temperature difference solely, while the slat angle 

and the size of the opening have negligible influence. Most likely, the high insulation glazing 

properties decouple the cavity from the indoor surface when it comes to heat transfer. Therefore, 

control of accumulated heat and the airflow in the cavity by changing the slat angle and size of the 

opening has a minor effect on the temperature of the indoor facing surface of the glazing. 

Since the air inside the cavity was in direct contact with (i.e., originated from) the outdoor air, the 

ANOVA indicates that the average temperature of the cavity was highly impacted by the temperature 

difference, more precisely by the outdoor air temperature (as the indoor air temperature was kept 

constant). The influence of solar irradiance was also noticeable, and similarly, as for the previous 

indicator, the boundary conditions were the only ones that regulated the air temperature in the cavity. 

The results of the ANOVA did not identify the slat angle as a significant factor that impacted the 

cavity air temperature, and the free cross-sectional area was also shown to be negligible. That may 

seem contrary to our preconceptions, but we must point out that the configuration with active shading 

was tested by changing only the blind angle. The shading device itself certainly influenced the 

temperature of the cavity by absorbing incoming solar radiation but changing only the blind angle on 

an already lowered shading device did not have a significant effect as it redistributed accumulated 

heat in the cavity while average temperature did not change significantly. Moreover, the high 

reflectivity of the venetian blinds with white aluminum color most likely reduced the heat 

accumulation and air temperature increase in the cavity. From a control perspective, this means that 

neither changing the angle of venetian blinds nor the percentage of the inlet and outlet opening vents 
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(in the tested range) seemed to be an effective way to control this quantity. However, we need here 

to highlight that the analysis was carried out by combining boundary conditions and control features, 

and the results showed that boundary conditions have a much greater impact on the dependent 

variable(s). This effect might ‘‘hide”, in the ANOVA, the effect of the control features, which could 

still be nonnegligible given a specific set of boundary conditions. Parametric experiments where only 

the control variable (i.e. slat angles of the blinds or free cross sectional area of the inlet/outlet) is 

changed and boundary conditions are kept constant could possibly to identify the effect of each 

control variable given a certain solicitation. 

The airflow generated in the DSF’s cavity was generated only due to the stack effect, as this could be 

the only driving force to activate a flow (considering that the climate simulator could not replicate, 

for example, the effect of the wind). Hence, we considered the heat transfer due to temperature 

difference across the DSF’s domain and the heat gain due to solar irradiance as the two reasons for a 

temperature stratification within the DSF’s cavity. The ANOVA analysis showed that the airflow in 

the cavity was triggered more by the solar irradiance than the temperature difference, which was 

something we had expected. The first factor, especially in the summer period, provides the DSF with 

higher heat gain and thus generates larger temperature differences between the air in the cavity and 

the surrounding boundaries, thereby contributing to stronger natural convection. Changing the slat 

angle modified the amount of absorbed radiation and consequently the temperature difference to the 

surrounding air and thus most likely affected natural airflow in the cavity. The smallest size of the 

opening was probably big enough to create pressure drops comparable to the one generated by the 

largest size, so the effect of changing aperture size was not significant. We can hypothesize that 

further reducing the inlet/outlet opening size (hence the free cross sectional areas) would reduce 

airflow, which would be felt more significantly since the DSF would gradually switch to another 

operational mode (air buffer). 

Heat gain/loss associated with the airflow plays a vital role in the thermal load relief of a DSF 

ventilated by the outdoor air curtain means in the summer. As mentioned, the solar irradiance 

generated a stronger heat gain/release by the airflow than the temperature difference, though the 

former factor also played an important role since the cavity was in direct contact with the outdoor air. 

The solar radiation prevalence comes from the fact that the radiative processes are largely responsible 

for the accumulation of the heat in the cavity and the generation of the airflow rate. Similar to the 

cavity temperature, it is expected that installing the venetian blinds induces heat absorption/release 

by the airflow and its diversion toward the outside. However, changing only the slat angle on an 

already deployed shading device did not play a significant role. Since the ANOVA results showed 

that the opening size did not significantly affect the airflow in the cavity, it was expected that the 
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impact of the same factor was not recognized as statistically significant for the heat absorbed/released 

by the airflow. 

Summing up, the results of the characterization showed that the thermal performance of the tested 

configuration in the summer period was governed primarily by the boundary conditions, and to a 

lesser extent, by the slat angle of venetian blind as a structural/operational parameter. That was 

especially true for indoor surface glazing and cavity temperatures, where the temperature difference 

played a dominant role. These variables could hardly be controlled by changing the slat angle or the 

size of the vent opening. On the contrary, by modifying the reflected, absorbed and transmitted solar 

radiation, the shading device angle was crucial in controlling net heat flux density. Since the 

inlet/outlet opening size did not significantly affect the airflow generation in the cavity, its influence 

on other response quantities was not recognized by the results of the ANOVA. The airflow in the 

cavity was induced by the solar radiation more than the temperature difference, while the slat angle 

helped control its rate, but to a limited extent. The predominance of solar irradiance compared to the 

temperature difference was also notable in heat gain/release by the airflow, but unlike the airflow rate, 

changing the slat angle had a negligible impact on this response quantity. 

From this picture it seems that some response variables could not be significantly modified through 

construction variables (the slat angle and the size of the vent opening), at least compared to natural 

drivers (boundary conditions) in the given range of boundary conditions and tested configurations. 

Here, again, we can propose as a reasonable explanation for this evidence that larger variations of 

these response quantities are possible at the design stage, where optical and thermal properties of the 

glazing and the shading device can be selected over a large range of possibilities, but once these are 

fixed, the variation allowed by the operational factors are limited. Of course, such results may depend 

on the choice we made for the specific test case (in terms of glazing types and shading type, especially 

when it comes to their optical properties), though the selected configuration for the unchangeable 

factors was done bearing in mind a realistic case scenario. 

6.5.3.  Assessment of main effects and interaction effects 
 

Factor impact analysis 
 

The different designs generally identified a linear response of net heat flux density to all factors, and 

thus we can conclude that experimental designs that use only two points can be almost as successful 

in modeling the response of the net heat flux density as those that use more than two points. On 

average, the increase in solar irradiance led to a rise in neat heat transfer, while opening the blinds led 

to an increased transmitted solar radiation and thus to an amplified net heat flux density – two results 

that are not surprising (Fig. 4 – 1a). The impact of the temperature difference was not as strong as the 
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solar irradiance and slat angle when it comes to the net heat flux density (Fig. 4 – 1b). However, this 

factor showed similar linear behavior as the two previously mentioned parameters, where lower 

temperatures (than those inside the interior) suppressed the net heat flux density, while the higher 

ones induced it (Fig. 4 – 1c). The response of the output quantity to changes in the free cross-sectional 

areas of the inlet/outlet (vents’ opening size) showed certain features of non-linearity, where the 

middle-sized point had the most optimal outcome in reducing net heat flux density (Fig. 4 – 1d). 

However, just a small error would be made if the effects of non-linearity were neglected since it was 

shown that the cross-sectional area did not strongly influence either the airflow or the heat 

absorbed/released by it in the ventilated cavity. 

The way factors affected the indoor surface glazing and cavity temperature was similar to the net heat 

flux density, where on average, the increase in solar radiation and temperature difference led to a 

linear rise of considered response quantities (Fig. 4 – 2a, 2b, 3a, and 3b). CCD recognized a certain 

extent of non-linearity in cavity temperature response to temperature difference and opening size (2b 

and 2d), but these effects were negligible. The same is notable for the indoor surface glazing 

temperature response to alteration in the slat angle and the opening size (3c and 3d). 

As expected, solar radiation and temperature difference induced the airflow in the cavity, while 

thermal equilibrium and conditions with no radiation tended to diminish it (Fig. 4 – 4a and 4b). All 

designs except FFD point to the considerable nonlinear response of the airflow rate to changes in 

temperature difference, which must be taken into account to obtain the correct characterization picture 

(Fig. 4 – 4b). FFD does not account for this non-linearity, and therefore the weaker effect of 

temperature difference on airflow rate was approximately two times greater than for the other three 

designs (Fig. 3). The airflow rate response fitted from the FFD might erroneously indicate that the 

airflow rate weakens as the outdoor temperature rises. On the contrary, RS, DS, and Taguchi 3Lx4F 

designs imply that the absence of a temperature difference dampened the airflow in the cavity, which 

is much more physically grounded. The gradual closure of the venetian blinds led to an increase in 

the airflow rates, which is expected as the temperature difference between slats and surrounding fluid 

also increases, leading to the intensification of natural convection (Fig. 4 – 4c). Due to the high error, 

none of the models saw opening size as the significant factor in controlling airflow rate (Fig. 4 – 4d). 

As stated before, the inability of designs to adequately fit airflow rate response originates from the 

limitations of the measurement technique and the underlying non-linear nature of air dynamics in the 

cavity. 

In general, there was a linear response of heat gain/loss rateby the airflow to changes in solar 

irradiance and the temperature difference (Fig. 4 – 5a and 5b). However, it is interesting that solar 

radiation and outdoor temperature exerted opposite effects on the heat gain/release by the airflow 
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(Fig. 4 – 5a and 5b). Generally, the amount of absorbed heat by the airflow decreased with increasing 

outdoor temperature, which is different from the concave-shaped response of the airflow rate with a 

minimum at medium temperature (0 ℃ temperature difference). Therefore, we can conclude that the 

amount of heat removed by the airflow toward the outside decreases as the ambient temperature 

increases. The CCD indicated particular non-linearity in response to the slat angle and opening size, 

implying that the highest quantity of removed heat (by the airflow) corresponds to the closed blind 

and mid-size opening (Fig. 4 – 5c and 5d). 
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Fig. 4. Analysis of the influence of factors on neat heat transfer, the average air temperature of the cavity, the 

indoor surface glazing temperature, the airflow rate, and heat gain/loss rate by the airflow (from top to 
bottom, respectively). The responses to statistically non-significant factors seen by various experimental 
designs resulted in an empty chart (see graphs 2c and 4d) or a chart that with an almost flat profile (see 

graphs 1d, 2d, 5c, and 5d). The responses fitted by the quadrature models (DSD and RASD) do not contain 
markers, unlike those fitted from the 2-FI models (TD and FFD). 
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Factors impact analysis showed that the heat transfer and natural convection gradually intensified 

while temperatures of construction DSF elements linearly rose with the increase of solar irradiance. 

Similarly, an increase in outdoor temperature led to a linear rise of both indoor glazing surface and 

cavity temperature and net heat flux density. In contrast, the amount of heat removed from the cavity 

by the airflow decreased linearly as the temperature difference increased from negative to positive. 

Non-linear, concave-shaped airflow response to temperature difference was recorded without clearly 

defined minimum, but with notable feature indicating largest airflows for negative temperature 

differences. Opening venetian blinds (0 to 90º) led to the rise of the heat entering the indoor 

environment and the temperature of the indoor glazing surface. In contrast, the same act caused 

attenuation of the airflow and the amount of heat removed by it from the cavity, although to quite a 

bounded extent for the latter response quantity. Although the vent opening size had shown a very 

limited range of influence, some traces of its action on response quantities could be glimpsed in the 

factorial plots. The CCD recognized that the mid-size opening had the most optimal impact on the 

net heat flux density reduction and the amount of heat removed from the cavity by the airflow. 

Furthermore, reducing the opening size led to the increased temperatures of the indoor glazing surface 

and the air in the cavity. 

Interaction impact analysis 
 

The main effects described the airflow rate and cavity temperature response, while for all other 

response quantities, interactions were needed to characterize the thermophysical behavior of the DSF 

correctly. Therefore, interactions played a significant role in controlling processes in the DSF, and 

hence, the main effects could not be interpreted without considering them. Since many statistically 

significant interactions were not decisive in controlling DSF performance, we will consider only those 

with the highest contribution share. The analysis outcome showed that the interaction between solar 

irradiance and the slat angle (in regulating net heat flux density) and the interaction between solar 

irradiance and temperature difference (in controlling heat gain/release by the airflow in the cavity) 

were the significant interactions to consider. 

The net heat flux density response to a combination of solar irradiance and the slat angle, fitted from 

Taguchi 3Lx4F and FF designs, is shown in Fig. 5. The plot indicates the importance of the slat angle 

in controlling net heat flux density when there is a non-null value of solar irradiance. Shifting the 

angle from 90 (open position) to 0 reduced, on average, the net heat transfer by seven times while 

changing from 45 to 0 (closed position) resulted in a reduction by around three times. Furthermore, 

combining a medium level of solar irradiance (350 Wm-2) and open slats produced approximately the 
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same net heat flux density as for high solar radiance level (700 Wm-2) and 45º opened blinds. The 

interaction plot does not differ significantly between FFD and Taguchi 3Lx4F designs for opened and 

closed blinds. However, we could not achieve insight into the combined effect of halfclosed blind and 

solar irradiance relying only on the FFD. 

Fig. 6 shows the interaction effect between solar irradiance and temperature difference on heat 

gain/loss brought by the airflow in the cavity, where a negligible heat gain/release by the airflow in 

the absence of solar irradiance is notable. When the outside air temperature was colder than the indoor 

air temperature combined with a medium or a high solar of solar irradiance (>350 Wm-2), the airflow 

absorbed large quantities of heat accumulated in the cavity. The amount of heat removed from the 

cavity and transported towards the outdoor environment decreased as the outside temperature rose. 

The combination of medium solar irradiance (350 Wm-2) and the medium and high outdoor air 

temperature (from 25 ℃ to 35 ℃) emphasized this effect. Following the same situation as the 

previous case, it is impossible to obtain insight into the combined effect of a null temperature 

difference and solar irradiance with FFD due to the limitations characterizing this design. Finally, we 

can conclude that ventilating a DSF with an outdoor air curtain is not recommended during hot periods 

(35 ℃) combined with no or medium radiation levels (350 Wm-2) since the airflow removed no heat, 

or the heat was even released to the boundaries of the cavity. The interaction plots obtained from the 

CCD and DSD indicated similar features as those retrieved from Taguchi and FFD, so we decided to 

omit the former to make the graphics easier to read. 

 

Fig. 5. Effects of interaction between solar irradiance and the slat angle on net heat flux density 
 

Interaction effects can be analyzed from the contour and surface plots for experimental designs that 

use quadratic models, such as DSD and CCD. The fitted response of net heat flux density as a function 

of solar irradiance and the slat angle can be seen in Fig. 7a (for DSD) and 6b (for CCD). In each chart, 

the surfaces parametrically depict the net heat flux density response to solar irradiance and the slat 

angle as a function of constant values of the other statistically significant factors. In Fig. 7a 
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(concerning DSD) surfaces represent net heat flux density response to solar irradiance and slat angle 

as a function of constant temperature difference, while in Fig. 7b (concerning CCD), surfaces depict 

the same response as a function of combined constant temperature difference and opening size. 

 
Fig. 6. Effects of interaction between solar irradiance and the slat angle on heat gain/loss rate by the airflow. 

In Fig. 7a and 7b, one can see that the slat angle played the dominant role in controlling the net heat 

flux density by blocking solar radiation from being transmitted in the interior. For example, having 

closed slats substantially limited the effect of alteration in solar irradiance. By closing the venetian 

blinds (from 90 to 0º), the reduction factor for a net heat transfer increased multiple times, depending 

on the value of solar irradiance. The thickness of the stacked surfaces in Fig. 7a, 7b, and 8b indicates 

the variations range of the response quantity caused by the significant factors held at the constant 

level. Considering this, it is visible from Fig. 7a that the temperature difference had a considerably 

weaker impact on the net heat flux density than solar irradiance or the slat angle. Similar is notable in 

Fig. 7b for the combined influence of temperature difference and the opening size. Parallel surfaces 

visible in Fig. 7a and 7b point to the type of interaction between the solar irradiance and the slat angle, 

which is the same for any temperature difference (Fig. 7a) or any combination of the temperature 

difference and the opening size (Fig. 7b). 

Fig. 8a and 8b depict the heat gain/release (by the airflow) response to the temperature difference and 

the solar irradiance fitted from DSD and CCD. Both figures indicate similar behavior, with the DSD 

showing only one surface since no statistical significance other than solar irradiance and temperature 

difference was recognized. In addition to two dominant factors, the quadratic model fitted from CCD 

recognized the statistical significance of the slat angle and the opening size. Therefore, in Fig. 8b 

concerning CCD, surfaces represent the response of the heat gain/release by the airflow to the 

temperature difference and the solar irradiance as a function of combined constant slat angle and the 

opening size. From the given figure, one can detect the optimal configuration for heat removal by the 

airflow from the cavity in certain environmental conditions. For example, in situations that 
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correspond to high solar irradiance and outdoor temperature difference (700 Wm-2, 35 ℃), closed 

blinds and mid-size openings produced six times higher heat removal by the airflow than the 

combination of opened blinds and small opening size. For conditions that suit high solar irradiance 

and low outdoor temperature, that effect is less amplified (700 Wm-2, 15 ℃), with an increase of 

around 50%. Unlike in Fig. 7a and 7b, surfaces intersect, which means that the temperature difference 

interacted with solar irradiance in different ways for different combinations of the slat angle and the 

opening size. Like the interaction plots, surface plots indicate the negative effect of the outdoor air 

curtain ventilation mode in periods without solar irradiance and with high outdoor temperature. The 

highest amount of diverted heat towards the outside was for a combination of high radiation and cold 

outside temperature. Under these conditions, the enthalpic gain of the ventilation airflow was about 

2.5 to 3.5 times greater than in the case of both high outside air temperature and a high level of solar 

irradiance. 

 

Fig. 7. The surface plot of the net heat flux density response to solar irradiance and the slat angle fitted from 
the DSD (left) and CCD (right). 

 

 

Fig. 8. The response of heat gain/release rate by the airflow to the temperature difference and the solar 
irradiance fitted from the DSD (left) and CCD (right). 
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Interactions played a significant role in controlling DSF performance, especially when it comes to 

the net heat flux density and the amount of heat absorbed/released by the airflow passing through the 

cavity. The solar radiation impact on the heat entering the indoor environment was significantly 

reduced with closed blinds. For high radiation levels, shutting the blind from completely open to 

closed led to a reduction of net heat flux density up to seven times. The highest heat amount removed 

by the airflow from the cavity was present in replicated conditions of high solar irradiance and cold 

outdoor temperature (15 ℃). In situations corresponding to the absence of solar irradiance and high 

outdoor temperature (35 ℃), the airflow passing through the cavity released the heat to the 

surrounding boundaries, while in the same thermal conditions and with medium solar irradiance level, 

the airflow hardly removed any heat from the cavity. 

6.6. Conclusions 
 

The application of DOE methodology in building energy and thermal performance research is not a 

novel concept, but almost all studies involve simulations rather than physical experiments. With this 

research we aimed to contribute to the knowledge on how to apply DOE methodology successfully 

to experiments in a controlled environment and choose an optimal experimental design suitable for 

the characterization of complex systems. 

In our analysis we employed and compared four experimental designs able to assess higher-order 

terms and non-linear behaviors typical of a DSF. The depictions of thermal behavior obtained from 

different experimental designs resemble each other excellently, while the somewhat weaker 

agreement between arrays was found for the fluid dynamics. However, even in this case, the 

resemblance was satisfactory, which enabled us to deduce which factors affect, and in what way, heat 

transfer and air dynamics in the cavity. 

We can conclude what characteristics an array needs to have to provide a sufficient characterization 

picture of the cause-andeffect relationships between variables in the complex process of a DSFs, and 

by extension, in other complex processes seen in building science:. 

• Experimental design needs to adequately estimate the impact of higher-order terms in order 

to characterize the behavior of complex systems, such as dynamic facades, adequately. The 

main effects in such systems can not be interpreted without considering interactions. 

• Designs should be able to assess the non-linear response of the output quantity. Therefore, 

arrays should either fit a quadratic model or have a minimum of three points so that 2FI-

models can recognize deflection in the response. 

• The unexplained variance needs to be as low as possible, preferably less than 5%, so the 

statistical significance of interactions and weaker terms can be recognized. If we suppose 
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optimal experimental design is chosen for characterization, an error larger than 5 % indicates 

possible irregularities in planning or performing the experiment. For example, the 

experimenter can select the factors that are not mutually independent, or in the experimenting 

phase, there may be problems in maintaining the desired boundary conditions. Furthermore, 

a high error can be caused by the limitations (inaccuracies) of the used instrumentations or 

the unreliability of the experimental method, where all these experimental uncertainties will 

propagate to the results of the ANOVA. 

• If there are enough resources, it is always wise to compare the results obtained from the 

ANOVA performed on two or more different experimental designs to confirm the validity of 

the obtained characterization picture. That is often feasible since many experimental designs 

share common points and the total number of experimental runs for two different array may 

be less than the sum of the experimental run for each individual array. 

In addition to comparing the performance of different experimental designs, this research aimed at 

deepening the understanding of the behavior and the quantification of the thermopysical phenomena 

(and to what extent they can be controlled) in naturally ventilated DSFs, operating in outdoor air 

curtain mode, under typical summer conditions. The characterization of these processes was 

performed using a climate simulator system and an on-purpose developed façade mock-up. 

Construction and operational features of both the climate simulator and the mock-up may have 

impacted the results and limited their full extendibility to in-field cases. It is therefore necessary to 

consider the following aspects while going through the conclusions of our study. 

The climate simulator was able to replicate the conditions in which the airflow in the cavity was 

driven only by the buoyancy, and thus the effect of the wind as an environmental factor is not 

considered. Most likely, the DSF performance will depend to a greater extent on the inlet/outlet 

opening size if the effects of wind are taken into consideration as an additional driving factor. 

From a measurement perspective, it should be emphasized that the characterization of fluid-dynamic 

behavior through quantities such as the airflow rate or heat gain/loss by the airflow contained a 

considerable amount of uncertainty accumulated through the limitations of the velocity profile 

method and inaccuracy of hotwire anemometers. The nature of the test facilty, however, makes it 

complicated to select alternative techniques for monitoring the airflow, and other options that are (at 

least on the paper) more promising than the velocity profile method for low airflow rates (e.g. [36]), 

might not be suitable for this test setting. 

The tested facade mock-up was a single-story DSF, which we considered representative of current 

trends in the construction of adaptive facades that prefer compact prefabricated elements. However, 

there are other types, such as the shaft-box or multistory DSF, where stronger buoyancy effects may 
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result in a different picture when it comes to the processes assessed in this study. Moreover, some of 

the factors that influence the global performance of a DSF, such as the optical characteristics of 

glazing or shading, were not treated as variables in this study, but we adopted fixed elements that we 

considered suitable to study the problem of the control of a DSF under (peak) summer-time boundary 

conditions. 

In focusing our study on control variables (opening size of the inlet/outlet section; tilt angle of the 

venetian blind), it was easy to set the range for the venetian blinds (from fully closed to fully open), 

while a much greater degree of freedom was left in choosing the range for the opening size. The 

results of the impact of the free cross-sectional area on the controllability of some phenomena might 

therefore be linked to the selected range for this variable, and different (notably, smaller) values of 

the free cross-sectional area might have led to a different picture (i.e. that this variable too could play 

a more relevant role when one can modulate the free cross-sectional area down to 100 to 200 cm2/m 

of facade width). 

Based on the outcomes of the characterizations obtained from different experimental designs, we can 

draw the following conclusions for our specific façade mock-up, which we believe are realistically 

extendable to a larger range of single-story naturally ventilated DSFs. 

• Boundary conditions are central regulators of the thermal and airflow behavior of a DSF, and 

the range in which DSF behavior can be impacted by adjusting the operational features (i.e., 

the shading devices and the free cross-sectional area) can be very limited for some 

performance parameters (i.e., convective gains of the airflow in the cavity, the indoor glazing 

surface, and cavity temperatures). 

• However, certain aspects of energy performance can be efficiently controlled by 

manipulating the features of the DSF, such as net heat flux density through the control of the 

slat angle. Finding the optimal position of the lamellae in response to solar irradiance is 

beneficial to optimize the energy efficiency of a DSF, as transmitted solar radiation 

represents, on average, the largest share in the net heat flow. 

• Buoyant flow in the cavity with installed venetian blinds is driven far more by the solar 

irradiance (absorption of solar radiation by the DSF components) than by the temperature 

difference between outdoor and indoor environments. 

• The highest airflow rates are observed for the combination of high solar irradiance and 

negative air temperature difference (colder outdoor temperature compared to the internal 

one). 

• The slat angle can control the airflow to a limited extent, where the gradual closing of blinds 

leads to intensifying the mass flow rate in the cavity. 
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• The highest amount of heat removed by the airflow from the cavity is found in conditions 

corresponding to high radiation levels and outdoor air temperatures lower than internal ones. 

We can conclude that the amount of accumulated heat in the cavity diverted toward the 

outside by the outdoor air curtain is reduced with increasing outdoor temperature and 

decreasing solar irradiance, making it a ventilation mode with a moderate or litttle effect in 

periods like hot nights or hot cloudy days. 

Similar conclusions about the importance of venetian blind slat angle in controlling heat entering the 

indoor environment have been obtained as in the studies [37–39] with a similar reduction factor for 

closed slats [37]. Experimental and CFD investigations [38,40,41] found likewise that gradual closure 

of the blind leads to the enchantment of naturally induced airflow and heat removed from the cavity. 

Unlike most research that evaluates the individual (parametric) influence of constructional features 

in clearly defined conditions, this study addressed the different configurations’ influence in a range 

of boundary conditions typical for the most critical period for DSF performance. As such, a broader 

view was given of the extent to which the thermal and fluid dynamic behavior of a DSF can actually 

be controlled under summer conditions. 

As a final note, in an effort to make our research data freely accessible and to allow maximum 

usability of the collected experimental characterisations, all the measurements presented in this study 

have been uploaded to on an open-access repository. Data can be found at, and referenced using, the 

following weblink: https://doi.org/10.5281/zenodo.6187723 [42]. 
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7. Control of heat transfer in single-story mechanically ventilated 
double skin facades 

 

7.1. Abstract 
 

This paper investigates how effective the ventilation rate and the configuration of the venetian blinds 

are in managing the heat transfer in mechanically ventilated double-skin façades (DSFs). In particular, 

it explores and quantifies how these two operational variables influence the preheating and delivery 

of fresh air when a DSF is operated in supply-air mode and removing excess heat accumulated in the 

DSF cavity when operated in outdoor air curtain mode.  

We employed for this experimental study a full-scale mock-up of a single-story DSF in combination 

with a climate simulator that replicates indoor and outdoor boundary conditions, including the 

simulation of solar irradiance. We chose two sets of boundary conditions to study the behavior of the 

DSF under two representative cases of temperature fields and solar irradiation for the summer and 

the winter. A series of experimental runs using a steady-state regime were then performed where the 

mechanically-induced airflow rate and the state of the cavity venetian blinds were altered. The study 

results showed that venetian blinds’ configuration was far more dominant than the mechanically 

induced flow rate in controlling the net heat transfer during the summer season, while the opposite 

behaviour was seen for the removal from the cavity of the solar heat through the airflow. Regarding 

the behaviour of the façade under winter and mid-season operation mode (preheating of the supply 

air), it was observed that the mechanical ventilation rate was the dominant variable in controlling the 

net heat transfer. Low ventilation rates (in the range of ~7 ÷ ~80 m3h-1 per linear meter of façade) 

were needed to deliver sufficient fresh air supply (0.4 - 5 ACH) for a reference room area behind the 

facade and to provide suitable control over the net heat transfer with sufficiently preheated air flow 

rate. 

Acronyms  
ACH Air change per hour 
ANOVA Analysis of variance 
DOE Design of experiments 
DSF Double skin facade 
FFD Full factorial design 
HVAC Heating, ventilation, and air conditioning 
OFF Not present blinds 
RQ Research question 
RSM Response surface methodology 
SHTC Surface heat transfer coefficient 
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UFM Ultrasonic flow meter 
VPM Velocity profile method 

Nomenclature 
Symbols 
A  Area [m2] 
c  Specific heat capacity [Jkg-1 oC-1] 
g  Solar factor, g-value [-] 
I  Solar irradiance [Wm-2] 
ṁ  Air mass flow rate [kgs-1] 
q  Heat flux density, heat flux rate [Wm-2] 
t  Temperature [oC] 
U  Thermal transmittance, U-value [Wm-2K-1] 
V̇  Airflow rate / Normalised airflow rate [m3h-1] ; [m3h-1m-1] 
γ  Dynamic insulation efficiency [-] 
η  Preheating efficiency [-] 
  
Subscripts 
cav refer to cavity 
e refer to exterior/outside 
exc refer to gained/released heat by the airflow passing through cavity 
exh refer to the exhaust 
hfm refer to heat flux meter 
i refer to inside 
ii refer to the inner side of inner glazing 
in refer to the incident 
inl refer to the inlet 
net refer to net gain/loss 
p refer to constant pressure 
tr refer to transmitted 
vent refer to convective heat exchange between the indoor environment and freshly 

supplied air 
 

7.2. Introduction 
 

7.2.1. Background 
 

Double skin facades (DSFs) are well-established (mostly) transparent envelope systems that employ 

a ventilated cavity to either prevent or reduce the solar-induced cooling load or to exploit solar energy 

for a passive solar heating purpose [1].  

Following the definition of the mechanical ventilation given by the EN 12792 standard [2], 

mechanically ventilated DSFs are envelope systems whose cavities are ventilated by powered 

components, most often fans, that generate the airflow. In this case, we can assume that most, if not 
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all, of the airflow rate through the DSF’s cavity are not induced by naturally-driven mechanisms. The 

fan-induced airflow rate can thus be considered an independent variable that can be employed to 

influence the performance of the DSF.  

The mechanical ventilation of the cavity offers higher flexibility than a naturally ventilated DSF, 

which largely depends on stochastic and unpredictable external conditions. Natural ventilation of the 

DSF’s cavity is a solution that requires fewer components and possibly lowers maintenance, making 

it a suitable option when one wants to reduce electrical energy use for air movement. However, 

relying on natural cavity ventilation can be tricky as thermal buoyancy is sometimes dominant in 

generating the airflow [3] while other times it is driven by wind [4][5], and very often, neither of 

these two factors can generate significant airflow [6]. The predictability of the naturally-induced 

airflow is far from trivial, making the control of a DSF much more challenging. The mechanically 

induced airflow can, if properly managed, positively impact the thermal and energy performance of 

a DSF. In the summer period, it can remove any excess heat accumulated in the cavity [7], while in 

winter or mid-season, the cavity and the mechanical air flow rate can be used for preheating fresh air.  

The influence of mechanical ventilation and its combined effects with other construction elements on 

the thermal performance of DSFs has been the subject of interest in a number of studies that have 

shaped our current understanding of the performance of such systems under different operational 

conditions modes.  

Mechanical ventilation can be beneficial in warm periods by reducing solar energy absorbed by a 

DSF, removing excess heat accumulated in the cavity, and lowering solar heat gains into the interior 

[8][9]. In such cases, an outdoor air curtain ventilation method is effective, where air enters from 

outside and passes through the cavity, absorbs heat, and increases in temperature. Finally, it leaves 

the channel through an outward-facing opening, redirecting a certain amount of the heat accumulated 

in the cavity toward the outside. Dynamic insulation efficiency has proved to be a good indicator of 

how much ventilation (in this case, mechanical) can off-load DSF from excess heat accumulated in 

the cavity [10]. Mechanical airflow lowers the temperature of DSF structural elements by absorbing 

heat and thus reduces exchanged long-wave radiation [11]. However, sometimes in hot and sunny 

conditions, even high mechanically induced airflow rates cannot prevent overheating of structural 

elements. For example, in the case of the upper-crossed lateral ventilation scheme, the dynamic 

insulation efficiency is independent of the ventilation rate when there are venetian blinds in the cavity 

with almost closed slats (> 75º) [11]. When mechanical ventilation cannot prevent overheating, the 

operating costs of the fan become significant [12], such as in the case of a DSF with internal double 

glazing and an outer clear glass pane that is ventilated with an outdoor air curtain. In such cases, 
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attention must be paid to passive ways to avoid overheating, such as adjusting the shading device or 

airflow path according to preferences [10].  

Electrical energy use due to fans can also be increased due to other factors, such as a sharp-edged 

opening that behaves as an obstacle to the flow and creates recirculation zones near the inlet [13]. 

Reduction of width opening lowers the average velocity within the cavity and thus may affect fan 

consumption [14]. Increased turbulence can also lead to pressure drops [15]. The shading device also 

influences mechanical airflow in the cavity by forming two channels, and if the flow is driven by the 

fans only, higher velocities will be encountered in the larger channel [16]. However, velocity 

distribution can be quite different when the flow is additionally driven by the thermal or wind effects 

[17]. The blind position in terms of distance to the glazing impacts air velocity and surface heat 

transfer coefficient (SHTC) more than the slat angle [17]. In the cavity with the installed venetian 

blinds, the airflow has highly complicated three-dimensional patterns, while the mean thermal field 

can be considered two-dimensional in a vertical plane perpendicular to the glazing [18]. Forced flow 

through the DSF cavity is mainly in the thermally and hydrodynamically developing phase, meaning 

that it is characterized by higher SHTC than if it is fully developed [13].  

One of the main advantages of DSFs compared to traditional single-skin envelopes in terms of thermal 

and energy performance is provided in the winter, as they can deliver a sufficient amount of preheated, 

fresh air by utilizing the greenhouse effect in the cavity [19]. In such configurations, the cold air 

enters the channel from the outdoors, warms up and rises, and if the greenhouse effect is pronounced, 

leaves the cavity to the interior sufficiently heated. For the narrow cavities (~10 cm), single float glass 

on the inner side leads to more intensive preheating than if double glazing is installed [20]. Also, the 

higher absorptivity of single-layer internal glazing will lead to greater heat exchange between the 

forced airflow and the glass and, consequently, to greater preheating [21]. Preheating can be enough 

to enable heat recovery and supply a sufficient amount of fresh air, which is very important for indoor 

air quality [19][22]. However, some studies show preheating is not enough for most of the heating 

season, although in this study, a DSF is used as the exhaust outlet of the heating, ventilation, and air 

conditioning (HVAC) system, where the air is drawn from the interior of the room. [10].  

7.2.2. Research question, significance, and structure of the paper 
 

Previous studies have generally shown the significance of mechanical ventilation in relation to the 

supply of fresh air and the removal of excess heat from the cavity. However, only indications related 

to these positive effects are given, while a complete picture is missing of how effective mechanically-

ventilated DSFs can be in utilizing the collected heat for a wide range of airflow rates and boundary 
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conditions. Also, the interaction of mechanical ventilation with other construction elements, such as 

the glazing or shading device, and its effects on the thermal performance of a DSF appear to be under-

researched. The reason is that mechanically ventilated DSFs are less researched than naturally 

ventilated ones; approximately only one-fifth of DSF research, whether numerical or experimental, 

deals with configurations where the airflow is driven and maintained by one or more fans. Due to the 

complex nature of flow patterns and difficult predictability of behavior, naturally ventilated DSFs 

have been the subject of greater interest to the research community than mechanically ventilated 

DSFs.  

Therefore, in the research presented in this paper, we systematically examined the possibilities of 

mechanical ventilation in utilizing the heat collected in the cavity, especially in relation to the shading 

device, as this is the most influential structural element in governing the thermal behavior of DSF 

[23]. Two primary applications were considered based on their typical (expected) use, i.e., outdoor 

air curtains during the cooling season and supply air during the heating season. The preheating 

efficiency and the ability of DSF to release excess heat in these configurations have been previously 

tested. However, the novelty in this research is related to a detailed analysis of the mechanical 

ventilation impacts in a large range (from very low to very high rates) and its interaction with venetian 

blinds, as the effects of these two parameters may not be trivial. The results of this study can be 

significant for researchers dealing with the optimization of DSFs through seeking the optimal 

combination of mechanical ventilation rate and the shading setup for various purposes, such as the 

delivery and preheating of fresh air or reliving excess heat from the cavity. As described in more 

detail in the following sections, we selected a particular structure for the two glazed skins of our 

experimental mock-up that aimed at maximizing the exploitation the solar energy by a DSF through 

the cavity ventilation, but we are confident that the obtained response curves for performance 

indicators that we obtained for our specific case study should show very similar functional 

dependence for all other DSFs of this type (single-story mechanical DSF with venetian blinds) and 

similar conditions to those that were tested. The research questions that motivated us to perform the 

study are: 

RQ1) What is the impact of mechanically induced ventilation rate and venetian blinds on the thermal 

behavior of single-story DSF in typical conditions for warm winter and summer. 

RQ2) In what way does mechanical ventilation interact with venetian blinds when it comes to the 

utilization of accumulated heat in a cavity? 

Beyond the introduction section of the paper (where we have scoped the research, summarised the 

current state of knowledge, and specified the study’s goal in the form of research questions), there are 



220 
 

three additional sections where methods, results, and take-home lessons are presented. Section 2 will 

briefly describe the experimental testbed and climate simulator, experimental design and boundary 

conditions, performance indicators, data analysis, and processing. The results are presented through 

a) quantification of the overall impact of mechanical ventilation and venetian blinds on the thermal 

behavior of the DSF and b) the combined effect of these two factors on the utilization of the 

accumulated heat in the cavity. The last section closes the research with conclusive remarks, lists the 

limitations, and discusses possibilities for future research.  

7.3. Methodology 
 

This research assessed the thermophysical behavior of a mechanically ventilated DSF by deliberate 

variation of mechanical ventilation rate and venetian blind configuration in response to boundary 

conditions replicated by a climate simulator. The following methodological approach was devised to 

achieve this, which can be broken down into the several steps described by the following objectives: 

1) To develop and equip an experimental testbed suitable for such investigation; 

2) To select the appropriate experimental design and boundary conditions; 

3) To identify performance indicators and carry out a series of experimental runs; 

4) To analyze and post-process data in order to: 

a) quantify the impact of mechanical ventilation and venetian blind configuration 

on the thermal behavior of single-story DSF in typical winter and summer 

conditions; 

b)  assess the combined effect of these two factors on the utilization of the cavity 

heat. 

An experimental testbed developed in the previous research was upgraded and later employed for a 

series of experimental tests in a climate simulator. Basic information on the tested DSF configuration 

can be found in the subsection below, but a more detailed description of the experimental testbed is 

provided in a corresponding publication [24]. 

7.3.1. The experimental setup 
 

The experimental testbed 
 

A full-scale DSF mock-up equipped with more than 70 sensors and a system for monitoring and 

controlling the experiment was employed for systematic investigation in a climate simulator. A series 

of experiments involved altering only mechanical ventilation rate and venetian blind setup, while all 

other construction features were held constant. A 200 mm cavity separates the inner and outer glazing 
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of the test element with installed venetian blinds colored in white aluminum with an estimated 

reflectivity between 0.5 and 0.6 [25]. The same glazing covers both sides of the test element, and it 

consists of 4 mm thick double glazing separated by the 15 mm gap filled 90 % with Argon and 10 % 

with air. A cavity is connected through the upper opening with a system of ducts (radius of 20 cm) 

with a fan capable of generating an airflow rate up to 1000 m3h-1 (Figure 1). The fan causes a pressure 

difference that forces the air to enter the cavity from the lower opening on the outer side of the DSF 

(air is drawn from the outdoor chamber). After passing through the cavity, the air exits through the 

upper opening and reaches the fan through connected ducts. Finally, it is discharged into the inner or 

outer chamber, depending on the desire (Figures 1 and 2b). The fan is an impeller (a rotor placed in 

a duct) with curved blades that can produce a maximum flow rate of 271 ls-1 (976 m3h-1). The nominal 

flow rate of the fan is 0.115 m3s-1 (414 m3h-1), while the nominal external pressure is 397 Pa. For the 

developed experimental setup, the highest airflow rates that the fan could produce at maximum power 

measured by the ultrasonic flow meter were in the range of ~865 - ~890 m3h-1. 

 

Fig. 1. – The DSF draws air from the lower opening and transfers it through the cavity to the upper opening. 
Further, the ventilation system attached to the upper vent takes the air first to the ultrasonic flow meter and 
then to the fan located in the vertical duct placed in the DSF’s side section. Finally, the air is expelled to the 

outside or inside as needed.  

The airflow rate in the cavity was assessed by the velocity profile method (VPM) and ultrasonic flow 

meter (UFM). Twelve hot wire anemometers were arranged along three heights (¼, ½, and ¾ of 

glazing height) to measure the velocity of the air (Figure 2a). The values of the airflow rates were 

obtained from the second and third heights, while the values from the first level were discarded due 

to the dissonant readings from two hot-wire anemometers, which were likely to be poorly performing 

sensors. The final value was obtained by averaging the values from these two heights. Measurements 
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with the ultrasonic flow meter were performed in the duct that was connected with the cavity through 

the upper opening and ventilation system (Figure 2b). Target irradiance value on the façade was 

measured using one spectrally flat, class B pyranometer [26] placed at the center of the glazed area 

of the DSF. However, the solar irradiance distribution on the outer DSF surface was also assessed 

using five photovoltaic pyranometers evenly distributed to obtain a more detailed picture of actual 

values at different surface points (Figure 2b). Though less accurate, these photovoltaic pyranometers 

were verified against the thermopile and showed a deviation of up to 4.5 %.  

Although over 70 sensors were mounted on the DSF mock-up, Figure 2 shows only the most 

important ones used in this experimental campaign for clarity and readability. The temperature of the 

glass pane facing the indoor chamber was measured at three heights, the same as the hot-wire 

anemometers, using four surface temperature sensors. Two heat flux meters were placed on the same 

glass pane to measure the heat flux density toward/from the interior space, where the representative 

value for the whole DSF glazing was obtained by averaging these two values. The air temperature 

near the inlet was measured using four air temperature sensors. The air temperature near the upper 

opening, to which the ventilation system was connected, was measured in the same way. However, 

due to unexpectedly low readings, temperature measurements obtained from the hot-wire 

anemometers located on the 3rd height were taken as more representative for calculating airflow 

heating in the cavity in this study. The cause for these low readings was most likely air infiltration in 

places where the ventilation system is attached to the upper opening and due to the features of the 

façade mock-up that made it a flexible platform to test many DSF’s configurations (which might 

differ from a “real,” fixed-configuration DSF with properly fully insulated inlet/outlet section). 

Another reason could be the possible existence of a recirculation zone at the channel outlet [27]. This 

pattern might cause the mixing of the colder air from the opaque upper part of the cavity.   
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Fig. 2. – a) Layout of sensors in the cavity, b) Layout of sensors placed on the indoor glazing, and a sketch 
of the ventilation system attached to the DSF. 

Labels meaning: X – hot wire anemometers, ⬠ - air temperature sensor, □ – heat flux meter, △ – thermopile 
pyranometer, ◇ – photovoltaic pyranometer, ◯ - surface temperature sensors, 1 – inlet, 2 – ventilation 

system attached to the upper opening, 3 – ultrasonic flow meter, 4 – fan, 5 -exhaust. 

The climate simulator 
 

The climate simulator facility consists of two chambers intended to replicate indoor and outdoor 

conditions in terms of temperature and humidity. The outdoor chamber contains a solar simulator that 

can emit radiation intensity up to 1000 Wm-2. The equipped DSF mock-up is placed between two 

sections and subjected to different boundary conditions in two chambers. Due to the proximity 

between the test element and the solar simulator and the inability of the air conditioning system to 

cool the air in the outer chamber uniformly, the setpoint temperature in the outdoor chamber and air 

temperature measured near the tested element differed by 2-3 ℃. The air temperature in the indoor 

section was maintained with a stable value at the desired level.  

As will be explained in more detail later, the lamps’ power was adjusted to irradiate the central part 

of the DSF with 300 Wm-2 (winter/mid-season) and 500 Wm-2 (summer). The intensity of the radiated 

energy was stable over time in each of the two sets (winter/mid-season and summer) of experimental 

runs, with small fluctuations between experimental runs in which different DSF configurations were 

changed (venetian setup and mechanical ventilation rate). Readings from the thermopile pyranometer 
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in the center point were 500 and 304 Wm-2, while the 5-point averages detected by the photovoltaic 

pyranometers were 436 and 270 Wm-2, which indicates the inhomogeneity of solar irradiance on the 

outer surface of the DSF. The inhomogeneous distribution of the solar irradiance on the DSF’s outer 

surface was observed with a somewhat more pronounced inequality in the replicated conditions 

corresponding to the winter period (Figure 3 left). Irregularities are likely to originate from the 

different hours of usage of light sources, which causes the lamps to change the power emitted with 

time and by a lower accuracy (of some lamps) in returning the desired radiative flux when a 

particularly low partial load is adopted. It is possible to see this effect by comparing homogeneity in 

the case of summer conditions and winter conditions. 

 

Fig. 3. – Distribution of the relative deviation of the solar irradiance measured on the DSF surface in relation 
to the values measured in the central part for the summer (left) and winter period (right). 

Measurement of the airflow rate 
 

Since both methods for airflow assessment (VPM and UFM) had drawbacks, a combined profile of 

airflow rate was used to calculate indicators of fluid-dynamics behavior. The UFM measurements 

were used to fit the lowest part of the airflow rate profile (up to 15% of maximum fan power), while 

the values obtained by the VPM were used for the upper part so that each of the two methods was 

considered in the range where it delivered the best performance and was free from intrinsic (sensor 
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limitations) or extrinsic (installation limitations) shortcomings. In order to obtain a unique and smooth 

profile with no clear transition between UFM and VPM measurements, discrete measurements were 

fitted to a third-order polynomial function (Figure 4). The measured airflow rates were normalized 

by the facade width (1.4 m), and thus ventilation rate will be presented later in the paper. 

 

 
Fig. 4. – The normalized airflow rates per width of the façade measured by the UFM and the VPM method. 
The figure shows the airflow rate profile obtained by fitting the measurements obtained by the UFM and the 

VPM method. 
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Due to the lower threshold limit, the VPM has problems determining the lowest airflow rates and 

their direction if the temperature differences are minor or mechanical and natural ventilation is present 

simultaneously [28]. Therefore, the ultrasonic flow meter measurements were more appropriate to 

measure the airflow rate profile corresponding to the lowest fan rotation rates. Due to a greater 

pressure difference and insufficiently good sealing, higher rotation rates likely increased infiltration 

through joints of the ventilation system (especially the connection to the upper opening), even if 

measures were put in place to limit possible infiltrations along the airflow path. For that reason, the 

ultrasonic flow meter registered higher mass flow rates than the velocity profile method (Figure 4). 

Thus, the values calculated by the VPM were more appropriate to measure the actual mass flow in 

the DSF cavity without overestimating it due to infiltrations that might have happened at connection 

points in the ducts outside the façade. Since the temperature difference is not a reliable indicator of 

airflow direction when both mechanical and natural ventilation is present, the absolute velocity values 

were used to calculate the airflow rates using the VPM. The assumption was that mechanical 

ventilation prevailed over the natural for the higher fan rotation rates (>15 % of the maximum fan 

rotation) and that all airstreams in the cavity were directed upward.  

When the façade was tested with no mechanical ventilation, the naturally induced airflow was not 

strong enough to overcome the pressure drop created by the ventilation system attached to the upper 

DSF opening. As a result, the ultrasonic flowmeter did not register any significant airflow rate in 

conditions where the mechanical ventilation was off. However, the sensors measured the velocities 

even higher than in certain situations with mechanical ventilation, but the airflow was most likely 

circulatory in such cases. The gradual increase in fan rotation first caused a decrease in the velocity 

of the streams initially directed downwards up to the point of changing their direction. Further 

increase in rotation rate led to steady growth in airspeed. The moment when all currents in the cavity 

became directed upwards, i.e., when mechanical ventilation prevailed over other circulation paths 

likely induced by natural phenomena, can be recognized on the graph as the minima in the airflow 

rates obtained by the VPM method. 

The airflow rate profile corresponding to 45º opened venetian blinds shows a certain offset compared 

to the other two profiles determined by VPM. Having higher airflow rates at a 45º blind angle than in 

the case without venetians could be expected, as the natural ventilation increases with the closure of 

the blinds [25]. Therefore, it can be inferred that there was a superposition of natural and mechanical 

ventilation, which resulted in higher total ventilation rates for the case when the blinds are half-open 

than in the case without venetian blinds. However, having higher airflow rates than in the case of 

closed blinds was not expected. That may have originated from the combined effect arising from the 

punctual measurements of VPM and the nature of the flow. The difference between profiles was 
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evident for the higher airflow rates, where the flow was almost certainly turbulent. Most likely, the 

drag of partially inclined slats made the flow more turbulent and the velocity profile flatter, resulting 

in the higher velocity measurements in points close to the channel’s borders.  

7.3.2. Experimental design and tested boundary conditions 
 

This experimental campaign focused on understanding the influence of structural factors in clearly 

defined conditions, and therefore this study did not include an assessment of the effect of 

environmental factors on the thermophysical behavior of the DSF. The flexible mock-up allowed 

testing a large range of configurations through modifications of the venetian blind setup and 

mechanical ventilation rate. Venetian blinds were placed in three configurations: closed (0º), half-

opened (45º), and not present (OFF), while the mechanical ventilation rate was controlled through a 

percentage of maximum fan power. Since the focus was on a more detailed analysis of the impact of 

mechanical ventilation, a higher-than-usual number of levels were selected for this factor (0, 10, 15, 

20, 30, 40, 50, 75, and 100%). Therefore, experimental designs such as Taguchi, definite screening, 

and arrays related to the response surface methodology (RSM) were dropped [29], and full factorial 

design (FFD) was selected as appropriate. In an FFD, a series of experiments encompass all possible 

combinations of chosen factors and levels, consisting in this case of 27 experimental runs. However, 

for summer boundary conditions, due to technical limitations, a level corresponding to 75 % of 

maximum fan power consumption was omitted from the analysis, and therefore that series consists 

of 24 experimental runs. According to our assumptions, which were later confirmed in the results, 

this point was not important from the aspect of analysis since, for the highest air flow rates, the 

indicators of thermal behavior did not change significantly. 

Table 1. – Selected factors, levels and boundary conditions 

Factors Levels 
Fan rate [%] 0 10 15 20 30 40 50 (75) 100 
The venetian blind setup [º] OFF (not present) 45 0 
Tested boundary conditions Temperature [℃] Solar irradiance [Wm-2] 
Summer 30 500 
Mid-season/Winter 10 300 

 
In a previous study [25], the design of experiments (DOE) methodology was employed to assess the 

thermophysical behavior of a DSF for a wide range of summer boundary conditions. In this way, 

apart from the influence of structural elements, the impact of environmental parameters was 

quantified. However, by choosing a wide range of boundary conditions, a wide range of variations of 

behavioral indicators was obtained as well, thus including a large number of situations in which the 

impact of construction elements on response quantities was either not necessary or it was negligible. 
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In this way, the impression was that the influence of the construction features was modest, but 

actually, it was masked by the impact of environmental parameters. Therefore, in this experimental 

campaign, the effect of environmental parameters was not examined in order to gain a better insight 

into the influence of construction elements on the thermal and fluid-dynamic behavior of DSF. Fixed 

boundary conditions were selected for ‘problematic’ situations where the intervention of construction 

elements is needed to influence the thermophysical behavior of the DSF.  

For the analysis of the utilization of excess heat accumulated in the cavity and prevention of DSF 

overheating, boundary conditions corresponding to g-value measurement were selected [30], which 

are more or less typical for summer conditions. Those were outdoor and indoor temperatures, 30 ℃ 

and 25 ℃, respectively, and solar irradiance of 500 Wm-2. Such conditions correspond to the warm 

summer day, where a lot of heat accumulates in the cavity due to not enough strong naturally-

generated airflow capable of removing this excess heat [25]. In this way, a better insight into the 

effect of mechanical ventilation and its interaction with shading as the most influential structural 

element can be obtained for situations when natural ventilation cannot expel excess heat from the 

cavity.  

For the analysis of air preheating in the DSF cavity, the boundary conditions corresponding to typical 

situations for air preheating (cold outdoor air and low-to-moderate solar irradiance) were selected. 

Due to the limitations of the climate simulator, we went to the limit of its capabilities: the lowest 

possible temperature during the active solar simulator and the minimum achievable solar irradiance. 

These were around 10 ℃ and 300 Wm-2, respectively, while for the indoor environment, a 

temperature of 25 ℃ was selected in order to establish a greater temperature difference between 

interior and exterior. We believe that the selection of higher internal temperature compared to the 

typical 20 ℃ for residential buildings or 17 ℃ for office spaces during the heating period did not 

affect the functional dependence of performance indicators on construction features. After all, it is 

neither the internal nor the external temperature but the temperature difference that drives physical 

processes, such as heat and mass transfer. 

7.3.3. Performance indicators 
 

The following quantities were chosen for performance indicators of thermal and fluid-dynamics 

behavior: net heat flux density (qnet), dynamic insulation efficiency (ε), air preheating efficiency (η), 

average cavity temperature (t ̄cav), g-value (solar factor, solar heat gain coefficient, total solar energy 

transmittance), the indoor surface glazing temperature (t ̄ii), and the heat gain rate by the airflow (qexc). 

Net heat flux density represents the sum of measured heat flux density by the heat flux meter and 
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transmitted solar radiation intensity measured by the pyranometer set behind the inner glazing in the 

indoor chamber. In the case when the air is delivered from the outside to the interior through the 

cavity, this quantity is supplemented by the convective heat exchange between the indoor 

environment and freshly supplied air (qvent). It represents the heat flux density that needs to be 

absorbed or released by the imported air in order to bring itself into thermal equilibrium with the 

indoor environment. Dynamic insulation efficiency [10] represents the portion of the heat flux 

entering the cavity from the outer side that is removed and directed back by the airflow toward the 

outside. This quantity is a very important indicator of the ability of a DSF to relieve its cavity from 

excess heat by ventilation in hot periods.  

The preheating efficiency represents the ratio of two temperature differences, where the one in the 

numerator represents the difference between the temperature of the air delivered to the indoor space 

and the exterior temperature. The denominator indicates the difference between the air temperatures 

in the indoor and outdoor space. The preheating efficiency measures the capability of the DSF to 

preheat the ventilation airflow rate during the cold season [31].  

Table 2. – Description of performance indicators 

Performance indicator Unit Equation 
Net heat flux density [Wm-2] 

𝑞𝑛𝑒𝑡 = 𝑞ℎ𝑓𝑚 + 𝐼𝑡𝑟 +
�̇�𝑐𝑝(𝑡𝑒𝑥ℎ − 𝑡𝑖)

𝐴
 

Dynamic insulation efficiency [-] 
𝛾 =

�̇�𝑐𝑝(𝑡𝑒𝑥ℎ − 𝑡𝑖𝑛𝑙)

𝑞ℎ𝑓𝑚𝐴 + 𝑞𝑡𝑟𝐴 + �̇�𝑐𝑝(𝑡𝑒𝑥ℎ − 𝑡𝑖𝑛𝑙)
 

Air preheating efficiency [-] 
𝜂 =

𝑡𝑒𝑥ℎ − 𝑡𝑒

𝑡𝑖 − 𝑡𝑒
 

Average cavity temperature [℃] 
�̄�𝑐𝑎𝑣 =

∑ 𝑡𝑐𝑎𝑣,𝑛
12
𝑛=1

12
 

g-value [-] 
𝑔 =

𝑞𝑛𝑒𝑡

𝐼𝑖𝑛
=

𝑞ℎ𝑓𝑚 + 𝐼𝑡𝑟

𝐼𝑖𝑛
 

The indoor surface glazing temperature [℃] 
�̄�𝑖𝑖 =

∑ 𝑡𝑖𝑖,𝑛
4
𝑛=1

4
 

The heat gain rate by the airflow 
normalized by the DSF surface 

[Wm-2] 
𝑞𝑒𝑥𝑐 =

�̇�𝑐𝑝(𝑡𝑒𝑥ℎ − 𝑡𝑖𝑛𝑙)

𝐴
 

 
The average cavity temperature was obtained from temperature measurements of 12 hot-wire 

anemometers. Solar factor (g-value) was evaluated based on the ratio between the measured net heat 

flux density and the incident solar radiation on the outer side of the DSF. The indoor surface glazing 

temperature represents the temperature of the inner glazing surface facing the indoor environment, 

and it is calculated as the average of four-point measurements. Heat gain rate by the airflow represents 

the heat rate absorbed by the airflow passing through the cavity normalized by the DSF surface. It is 
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calculated based on the evaluated airflow rate and measured temperature gain of the airflow through 

the cavity.  

For calculation of ventilation rates to check the requirements given by the standard EN 16798 [32][33] 

in terms of indoor air quality and delivery of sufficient quantities of fresh air, we assumed an office 

of a certain depth behind the DSF. The adopted dimensions of the room were 1.5 m x 5 m x 3 m, with 

a floor area of 7.5 m2. According to the EN 16798 standard [33], the floor area occupied by one person 

in the single and landscape office is 10 m2 and 15 m2, respectively. Therefore, it was assumed that 

only one person occupies the space located behind the DSF. Minimum ventilation rates per person 

for offices (single and landscape) range from 2.5 to 10 ls-1person-1, depending on the environmental 

quality category (from low to high). If these values are converted into more familiar forms of 

ventilation rates, then they will amount to 9 – 36 m3h-1 (expressed in cubic meters per hour), ~7 – ~26 

m3m-1h-1 (normalized by the glazing width), and 0.4 – 1.6 ACH (air changes per hour). 

7.3.4. Data analysis and processing 
 

After performing a series of experimental runs according to the FFD, the experimental data were 

collected, and the analysis of variance (ANOVA) was performed over two data sets, which referred 

to two typical situations (winter/mid-season and summer). The influence of mechanical ventilation 

rate and venetian blind configuration on the thermal and fluid-dynamics behavior was represented 

through contributions of each factor on the variance of the behavioral/performance indicator. The 

contributions of mechanical ventilation rate and venetian blind setup (cMV and cVB) were calculated 

as the ratio of the sum of squares for these factors (SSMV or SSVB) and the total sum of squares (SST): 

 𝑐𝑀𝑉 =
𝑆𝑆𝑀𝑉

𝑆𝑆𝑇
100 and 𝑐𝑉𝐵 =

𝑆𝑆𝑉𝐵

𝑆𝑆𝑇
100 

where subscripts MV and VB refer to mechanical ventilation rate and venetian blinds 

setup/configuration, respectively.  

An FFD with only two factors cannot assess the statistical significance of the interaction between 

these factors. One option would be to fold the FFD, i.e., duplicate the pattern of this design and carry 

out an experimental campaign twice, but since it would require extensive material resources, it was 

abandoned. Another option, requiring fewer resources, was to use some of the designs related to the 

response surface methodology or a folded Taguchi design. However, such an approach would require 

that the number of levels corresponding to the mechanical ventilation rate be reduced to 3 or 4, 

potentially losing more detailed insight into the effects of this factor. Nevertheless, the combined 

effect of mechanical ventilation rate and venetian blind setup was assessed directly from the graphs 

showing the dependence of the performance indicators upon these two factors. In order to obtain the 
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dependence curve, a linear change was assumed between the points at which the response quantity 

was sampled according to the FFD pattern. 

7.4. Results 
 

7.4.1. Overall thermal and fluid-dynamics behavior of a mechanically ventilated DSF in specified 
conditions 
 

In the tested winter conditions, the mechanical ventilation rate had prevalence over the venetian blinds 

in controlling the indicators of thermophysical behavior of the DSF, except for the solar heat gain 

coefficient (g-value). The amount of heat that the air supplied by mechanical ventilation was 

exchanging with the internal environment represented the dominant component in net heat transfer. 

Therefore, the mechanical ventilation by controlling the amount of delivered air also controlled the 

net heat transfer. The forced air flow rate dictated the convective heat exchange between the air 

passing through the cavity and the surrounding borders and thus significantly affected the amount of 

heat absorbed by the airflow. The effect of the shading device was limited, most likely due to the low 

thermal capacity and high reflectivity of the blinds. A combination of several factors most likely led 

to the reduced impact of the venetian blinds on the indoor surface glazing temperature. The amount 

of the absorbed radiation on the indoor-facing glass pane was quite limited due to three glass panes 

in front reducing the available radiation for absorption. Additionally, the low absorption coefficient 

of these glass panes (low-E) further decreased the amount of absorbed radiation, and thus its 

variations arising from the venetian blind setup. Consequently, the temperature of the indoor glazing 

was influenced more by the heat transferred by the mechanical ventilation than by the absorption of 

solar irradiance that the venetian blinds could control. Similarly, like for the heat gain rate by the 

airflow, mechanical ventilation rate was dominant in controlling the preheating efficiency. As 

expected, the shading device, through the control of transmitted solar radiation, took over the role of 

the dominant factor in the regulation of solar heat gain coefficient. 
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Fig. 5. - The overall thermal and fluid-dynamic behavior of the mechanically-ventilated DSF in winter (left) 
and summer (right) conditions.  

Unlike in the previous case, venetian blinds were more dominant than mechanical ventilation in 

controlling the thermophysical behavior of the DSF, except for heat gain by the airflow in the cavity 

and the dynamic insulation efficiency. Since, in this configuration, the indoor air was isolated from 

the outdoor, the largest share of the net heat transfer belonged to the transmitted radiation, which is 

why the impact of venetian blinds was far more pronounced. It is to be expected that the identical 

causes (low thermal capacity of blinds and high reflectivity) as in the previous case made mechanical 

ventilation significantly more effective than the shading device in managing the heat gain rate by the 

airflow. Both factors were almost equally important in driving the dynamic insulation efficiency. 

Compared to the winter conditions, the higher solar irradiance led to a more prominent role of 

venetian blinds in controlling the indoor glazing surface temperature. As expected, the value of the 

solar heat gain coefficient was managed efficiently with the shading device, while the influence of 

mechanical ventilation was minimal. A somewhat higher value of unexplained variance in both the 

dynamic insulation efficiency and the indoor glazing temperature indicates the possible need for the 

addition of nonlinear terms to describe these quantities’ behavior adequately. 
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Fig. 6. – Energy flow diagram in summer and mid-season/winter conditions (Iin and Itr – incident and 
transmitted solar irradiance measured by the thermopile pyranometer, qhfm,i and qhfm,o – heat flux density 

measured by the heat flow meter installed on the indoor and outdoor glazing,  
�̇� – airflow rate normalized by the glazing width, qexc – heat flux rate absorbed and removed by the airflow 
rate passing through the cavity and qvent – heat flux rate exchanged between the supplied fresh air and the 

indoor environment. 

7.4.2. The combined effect of the mechanical ventilation and venetian blinds 
 

Low mechanical ventilation rates (7 ~ 80 m3m-1h-1) were enough to provide fresh air (0.4 ~ 5 ACH) 

and sufficiently preheat the air (Figure 7 left). Any further increase in the airflow rate from these low 

values would significantly decrease the net heat transfer and cause the requirement for a large amount 

of energy for heating to maintain the interior temperature at 25 ℃. For the same reason, preheating 

efficiency was around 1.0 only for lower airflow rates, with a drastic reduction for higher rates. The 

mechanical ventilation could not even provide sufficiently heated air from the cavity if venetian 

blinds were raised, while its presence caused an increase in the preheating efficiency. In the 

considered boundary conditions, preheating efficiency was the highest when the blinds were semi-

opened, except in a short interval for the lowest airflow rates, where the fully closed blinds led to the 

most intensive preheating. Figure 7 (right) shows the values of the preheating efficiency for a supply 

air temperature setpoint of 17 ℃. The dependence curves do not change significantly and retain their 

basic characteristics as do the curves related to the setpoint temperature of 25 ℃. When comparing 

the three shading configurations, with the slats entirely shut, the lowest ventilation rates (60 m3h-1 m-

1) were required to reach a negative value for the net heat transfer, while in the absence of the blinds, 

it remained positive for airflow rates as high as about 80 m3h-1m-1). 
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Fig. 7. – The combined effect of mechanical ventilation rate and venetian blind set up on a) the net heat 
transfer and b) preheating efficiency (right) in the considered winter conditions. 

In considered winter conditions, the highest amount of absorbed heat by the airflow was found for 

low mechanical ventilation rates (50 - 80 m3m-1h-1), where further increase first led to a slight decrease 

and then to stagnation of the absorbed heat (Figure 8a). The slats in a semi-opened position (45º) 

transferred more heat to the airflow than completely closed slats, most likely due to increased 

turbulence and amplified heat transfer between slats and fluid. For low airflow rates (up to 60 m3m-

1h-1), airflow temperatures at the outlet of the cavity were more than ten ℃ higher than the outside 
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air temperature. The curves describing the heat absorbed by the airflow in summer conditions are 

very much like those corresponding to the winter conditions, with similar values of the absorbed heat 

(Figure 8b). The only difference was a somewhat more gradual increase in the heat absorbed by the 

airflow with the rise in the ventilation rate. The presence of blinds increased the amount of heat 

transferred to the airflow, but unlike in the tested winter conditions, there was no significant 

difference between the slats semi- or completely closed. In the case of lowered venetian blinds and 

airflow rates up to 100 m3m-1h-1, airflow temperatures at the cavity outlet were over 40 ℃, indicating 

the potential of the DSF as a “solar collector,” thereby allowing the excess heat accumulated in the 

cavity to be used for various purposes. The presence of mechanical ventilation did not always 

decrease the airflow temperature at the cavity outlet, as seen from the example when the venetian 

blinds were not lowered. For low ventilation rates (~40 m3m-1h-1), the air temperature near the exhaust 

is around 4 to 5 ℃ higher than when the fan is not active. 
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Fig. 8. - The combined effect of mechanical ventilation rate and venetian blind setup on the normalized heat 
gain rate by the airflow and temperature of the airflow near an outlet in a) the winter and b) summer 

conditions. 

In the tested configuration, typical for a summer period where the indoor environment was decoupled 

from the outdoor, the blinds dominated the net heat transfer entirely. The effect of mechanical 

ventilation was minimal, as seen in Figure 9b, where the net heat flux density curves are practically 

horizontal. As expected, the largest amounts of heat directed inwards were in the case of open slats 

and the least in the case of the closed. Unlike the net heat transfer, the mechanical ventilation 

significantly affected dynamic insulation efficiency up to a certain point (100 ~ 150 m2h-1), 

corresponding to low ventilation rates, after which further increase did not lead to any significant 

change (Figure 9a). The influence of venetian blinds on the dynamic insulation efficiency was also 

substantial, where the closure of the blinds led to an increase in the dynamic insulation efficiency. 
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Fig. 9. - The combined effect of mechanical ventilation rate and venetian blind set up on a) the dynamic 
insulation efficiency and b) net heat transfer (right) in the considered summer conditions. 

7.5. Discussion and conclusions 
 

This research has shown that in the tested winter/mid-season conditions, the thermal behavior of the 

one-story DSF was regulated to a much greater extent by mechanical ventilation than by venetian 

blinds. Low ventilation rates were enough to enable positive net heat transfer, while any further rate 
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increase would significantly deteriorate preheating efficiency and net heat transfer. A combination of 

semi-opened blinds and low ventilation rates was optimal for reduced net heat transfer (energy 

efficiency) and fresh air delivery (indoor air quality), but also if one wants to increase the available 

amount of daylight, which is one of the key advantages of a highly transparent envelope. In the tested 

summer conditions, the thermal behavior of the DSF was almost entirely regulated by the venetian 

blinds, while in controlling fluid-dynamics behavior, mechanical ventilation had a primary role, but 

with the considerable influence of venetian blinds. The impact of forced flow on net heat transfer in 

the tested summer conditions was surprisingly small, indicating that the use of mechanical ventilation 

in the cavity did not reduce considerable heat transfer penetrating inside in steady-state conditions. 

However, the influence of mechanical ventilation was significant in relieving the excess heat from 

the cavity, which indicates that the ventilation’s impact on the net heat transfer could play a (slightly) 

more relevant role in transient conditions when the effect of a DSF’s thermal inertia is more 

pronounced. 

Several findings arising from this research indicate that mechanical ventilation and venetian blinds 

can be efficiently employed to control the air preheating and the excess heat accumulated in the 

cavity. The DSF can be utilized as an efficient heat recuperator and a fresh air supplier with light 

mechanical ventilation. Furthermore, semi-opened slats led to higher preheating efficiency and the 

amount of heat absorbed by the airflow, most likely due to the increased turbulence and amplified 

heat transfer between slats and the airflow. The features of a DSF as a solar collector could be 

effectively controlled by mechanical ventilation. Low ventilation rates were sufficient to remove (and 

use if necessary) the highest amounts of accumulated heat in the cavity, increase drastically dynamic 

insulation efficiency and reduce the temperature in the channel. The presence of venetian blinds 

significantly increased the amount of heat absorbed by airflow and the dynamic insulation efficiency.  

This research aimed to expand understanding of the thermophysical behavior of a one-story 

mechanically-ventilated DSF and to what extent controllable features of a DSF, such as shading 

device and fan, can be employed to utilize the collected heat in the cavity. Experimental investigations 

were performed using the developed experimental testbed, accompanied by certain limitations 

influencing the generality and applicability of obtained results. The largest was most certainly related 

to the inability of the climate simulator to replicate certain desired conditions, such as the offset 

between the projected and actual temperature in the outdoor chamber when the solar simulator is 

active or the inhomogeneity of solar irradiance distribution. However, we are confident that slightly 

different boundary conditions than those achieved in the campaign would not change the type of 

functional dependence of behavioral indicators. For example, a somewhat lower outdoor temperature 

would lift the curve describing the dynamic insulation efficiency without significant change in its 
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shape. Similar reasonings can be conducted to expand our results to other DSF configurations than 

that chosen for testing when it comes to the exact configuration of the two skins. For example, 

changing outer double glazing to a single, more transparent one would probably lift and stretch the 

curve describing preheating efficiency. Still, we believe that this would not change the nature of its 

functional dependence on the different variables involved in the problem. Furthermore, we trust that 

the inhomogeneity of solar irradiance did not significantly affect the overall behavior of the DSF due 

to the existence of double glazing and intensive mixing in the cavity, which most likely prevented the 

temperature asymmetry from being propagated further inwards. Another significant limitation was 

uncertainty in assessing the ventilation rate in the cavity, originating from the inadequate sealing of 

the ventilation system and the shortcomings of VPM related to the punctual measurements, 

determination of the lowest airflow rates, and their directions. That was best reflected in a 

mismatching in the zone where the airflows from the two techniques overlap. We sought to overcome 

this problem by fitting a curve with a polynomial function that smoothly connects two profiles in 

order to obtain a picture of the trend across the whole domain investigated. Furthermore, precision in 

determining high airflow velocities was not necessary since, for such ranges, the way mechanical 

ventilation impacts the behavior of the DSF does not change significantly.  

This study deepens the understanding of the thermophysical behavior of mechanically-ventilated 

DSFs, especially regarding the impact of mechanical ventilation on the thermal performance of DSFs 

and its interaction with venetian blinds in this regard. The research showed the potential of a 

mechanically ventilated DSF as a dynamic envelope element to act as a solar collector or heat 

recoverer by manipulating the heat collected in the cavity through controllable features. One of the 

important findings of this paper is that high ventilation rates are not necessary to exploit accumulated 

heat in the DSF channel efficiently and that relatively low to medium rates can achieve this effect (up 

to 100 m3m-1h-1). The results of this study can be helpful for researchers working to optimize the size 

of the HVAC unit, fresh air delivery, air preheating, and utilization of heat collected in the cavity for 

different purposes.  

The experimental data collected during the research activity presented in this paper are freely 

available to the scientific community for future independent studies. For instance, the interaction of 

mechanical ventilation and shading position with construction features that we could not manipulate 

in experiments (such as the optical properties of glazing or shading devices) could be further 

examined in numerical studies,  or different boundary conditions that were not possible to recreate in 

a laboratory environment could be adopted to expand the performance analysis.  
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The Data can be found at and referenced using the following weblink: https:// 

10.5281/zenodo.6482697/ [X] [the final link to the online repository will be updated at the level of 

proof-review after the paper has been potentially accepted for publication]  
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8. Conclusions and future work 
 

This doctoral research aims to expand the knowledge on thermal and fluid dynamics behavior of 

DSFs and quantify how this behavior is dictated by the construction features, operational modes, and 

environmental conditions. Although usually rigid, time-consuming, and expensive, an experimental 

approach was chosen to gain new insights into phenomena occurring in DSFs. The choice for such 

an approach was made since it is, in fact, the most fundamental and most reliable way in which new 

knowledge can be acquired. Furthermore, all findings gathered through theoretical or numerical 

research are worthless if observations do not validate them. The primary goal was to broaden the 

horizons based on experimentally collected data. However, pursuing this goal led to the development 

of a secondary path related to the methodological approach, i.e., how to perform the experiment and 

interpret the obtained data to understand DSF behavior better. Findings from both sides of the 

research are equally important since valid conclusions from the observation cannot be drawn without 

a proper experimental setup and execution. Sharing the experience from the experimental campaign 

and discussing the issues encountered during the course was intended to facilitate the experimental 

characterization of thermal and fluid-dynamics behavior of DSFs for other researchers. 

 

8.1. Discussions  
 

The first research activity aimed to direct the investigation and facilitate its planning through the state 

of the knowledge review. The review indicated that the shading device is the most influential 

structural element in both natural and mechanically ventilated DSFs and that venetian blinds are the 

most widely applied type, where the internal solar gains are effectively controlled by slat angle. 

Glazing, i.e., its optical characteristics, is the second most influential factor,  and in mechanically 

ventilated facades, the forced airflow rate can be of equal importance. The ventilation mode, the 

aspect ratio of the cavity, and opening size may not be factors of the same significance as those listed 

above, but they must be well-coordinated together; otherwise, they can lead to severe 

underperformance in certain situations. 

Furthermore, experiments in a controlled environment and CFD modeling have proven to be the only 

approaches capable of offering a deep insight into a delicate system of cause-and-effect relations in 

DSFs. The review showed that general trends and individual influence of single factors are more or 

less well understood. However, it identified the following research gaps manifested in the form of 

insufficient understanding or incomplete knowledge on 
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• the combined effect of several factors, e.g., the interaction between construction features; 

• the overall impact of factors over a wide range of boundary conditions (not only for specified 

situations/boundary conditions but comprehensive depictions of thermal and fluid-dynamic 

behavior of DSF); 

• exact balance and coexistence of buoyancy- and wind-induced flow in the cavity. 

Gaps in methodology or lack of research in providing new knowledge have also been identified:  

• Lack of experimental studies where multiple factors can be controlled simultaneously. That 

primarily relates to the experiments where in addition to thermal, radiative environment and 

wind conditions can be manipulated; 

• Missing best practices and recommendations for developing CFD models targeting typical 

situations and DSF configurations; 

• Lack of comprehensive sets of experimental measurements publicly available for the 

development and validation of numerical models; 

• In CFD, the outside environment is usually not directly modeled and coupled with the model 

of the DSF. 

Due to the volume of work, the focus was  restricted to dealing with only some of the identified 

problems.  

Unlike the individual influence of single factors, the combined effect of several factors and the overall 

impact of construction elements and operational features over a wide range of boundary conditions 

is less understood. Furthermore, only an experimental approach in a controlled environment and CFD 

modeling can unravel these complicated relationships and provide a comprehensive insight into the 

thermal and fluid-dynamics behavior of DSFs. The experimental approach, which offers strict control 

of boundary conditions and the possibility of systematic investigation of different DSF configurations 

in response to these boundary conditions, seemed like a good approach to solve the recognized 

problems. 

Therefore, in the following research stage, a flexible experimental testbed was developed to 

systematically investigate thermal and fluid-dynamical DSF behavior. The testbed consisted of a 

flexible mock-up that could change its features: the cavity depth, the slat angle of venetian blinds, 

size of the opening, fan speed, and airflow path. The testbed was accompanied by a measurement 

system consisting of more than 70 sensors and an onboard system to monitor and control the 

experiment, and it was placed in a climate simulator that allowed strict control of the thermal and 

radiative environment. Based on the experience from the experimental campaign conducted in 

outdoor conditions at the Politecnico di Torino, the velocity profile method, as a more advanced 
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version of the velocity traverse method, was selected as an appropriate technique for airflow rate 

measurements in the DSF cavity. 

The campaign aimed at finding the most suitable technique for airflow measurements showed that all 

considered techniques (constant inject, decay, and velocity traverse method) were characterized by 

significant limitations. However, it was concluded that some were less and others more successful in 

measuring airflow rate in certain conditions and airflow rate ranges. Due to the instrument’s 

uncertainty, the velocity traverse method showed unreliability in situations where velocities in the 

cavity were below 0.1 ms-1. Both gas tracer techniques had shown a limited capability due to the 

complex experimental setup and relatively high uncertainty. However, the decay method indicated 

the potential to be one of the few, if not the only method, that can estimate very low airflow rates. 

The constant injection method showed acceptable accuracy for airflow rates where velocities were 

over 0.1 ms-1. Taught by experience in this experimental campaign, a few recommendations were 

shared to increase the reliability of gas tracer techniques as non-standardized and unconventional 

methods for measuring the airflow rate in a DSF. These tips were related to the amount of carbon 

dioxide dosing, the positions of the gas tracer sources and sampling points, and information on 

favorable or unfavorable measurement conditions.  

Due to a less complex experimental setup, control and higher accuracy than the gas tracer techniques, 

preference was given to the velocity traverse method for future airflow measurement using the 

developed experimental testbed. The only difference was that the number of measuring points was 

increased so that the air velocity profile could be captured, and thus the airflow rate could be 

determined more precisely. Before conducting experiments in the climate simulator, the accuracy of 

the VPM was assessed through comparison with measurements of the highly precise ultrasonic flow 

meter. In this way, better insight into the weak points of this method was attained, such as the problem 

of low airflow rates, determination of airflow direction in case of minor temperature differences, and 

inadequacy of punctual measurements to capture complex naturally-driven flows. Finally, the 

experimental testbed was verified using several experimental investigation methods of different 

levels of complexity: standard metrics measurements, one-factor analysis, design of experiments 

(DOE), and dynamic profile measurements. The conclusion, and at the same time the answer to RQ2, 

was that for the developed flexible experimental testbed, the design of the experiments (DOE) 

represents the most suitable investigation method to systematically characterize the thermophysical 

behavior of the DSF. By applying statistical tools to the results of a predesigned series of experiments 

in steady-state conditions, DOE methodology quantifies relationships between factors (constructive 

features and boundary conditions), their interactions, and thermal and fluid-dynamics behavior of the 
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DSF. High material costs are required for such investigations, but based on previous experience, some 

practical tips on how to shorten investigation through the DOE approach were provided.  

In the next step, a series of experimental runs (experimental designs/arrays) was planned, i.e., the 

optimal experimental design(s) were identified to characterize DSF thermophysical behavior under 

given conditions. Finding the optimal design was tackled through an extensive simulation study that 

identified features an experimental design should have to characterize the behavior of a DSF 

adequately and the recommended steps to be followed for the optimal design. It was concluded that 

the extent of nonlinearity in the process determines the resolution of the optimal design, as well as 

the amount of available time and material resources and the ability to perform experiments in certain 

conditions. Furthermore, the ability of a researcher to recognize the ‘true’ nature of factors and the 

continuous physical properties hidden behind technological implementations is also an important 

aspect that helps reduce the required resources for adequate characterization. For the complex 

behavior of dynamical envelope elements, such as a DSF, the resolution capable of assessing both 

the main effects and the interactions is the lowest possible resolution (resolution IV).  

The extensive study provided a recommended course of action to select the optimal design that goes 

beyond the considered case, relating to a wide range of complex behaviors that need to be 

characterized by resource-limited experiments. The decision tree included several steps to be 

followed. The preparation of data was the first step, which included a few practical pieces of advice 

on selecting and classifying factors and assigning the corresponding low and high values to the levels. 

The subsequent step in the tree refers to decisions based on the total number of factors, where a 

screening procedure is recommended to narrow down important factors if there are more than five of 

them. Several types of experimental designs are recommended depending on the decisions made 

within the flow diagram. For Taguchi designs, it is recommended not to overload them with levels (a 

maximum of three or four levels are sufficient) to maintain a sufficiently high resolution. 

Furthermore, an error (unexplained part of the variance) higher than 5 % indicates possible 

irregularities in designing and performing the experiment and makes it challenging to establish any 

stronger statistical significance of the factors and interactions. If sufficient resources remain, a 

validation check of the obtained characterization can also be done by comparing the ANOVA results 

from two different designs. 

Through this research activity, the answer to RQ2 is  further specified by pointing out how the DOE 

methodology can be applied to a developed experimental testbed for future characterizations and what 

aspects of the thermophysical behavior should be researched. The developed approach to implement 

the DOE methodology was validated with physical experiments with a DSF in a climate simulator 
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and then employed to learn as much as possible about the thermophysical behavior of a DSF in the 

following research activities. Two experimental campaigns were conducted, one with a naturally- and 

the other with a mechanically-ventilated DSF. In the campaign with the naturally-ventilated DSF, the 

findings from the previous research were confirmed by comparing the ANOVA results obtained from 

four different designs. As an additional finding, it was concluded that designs need to evaluate a 

nonlinear response of the output quantity, either through the usage of quadratic models or by 

employing more than two points  when a 2-FI model is used. Unlike the previous study, possible 

causes for error (the unexplained variance) arising from limitations related to physical experiments, 

such as uncertainty of measurement methodology and instruments, the inability of the facility to 

replicate desired conditions, etc., were discussed here. 

Application of the DOE methodology has shown that in a naturally-ventilated DSF in a wide range 

of boundary conditions typical of summer, central regulators of thermophysical behavior were 

environmental factors. More precisely, these are temperature difference and solar irradiance, while 

the influence of controllable factors (venetian blind angle and opening size) was significantly limited. 

However, some aspects, such as the net heat transfer and the airflow rate, albeit the latter to a lesser 

extent, could be controlled by adjusting the angle of venetian blinds. Closure of the blinds exerted the 

opposite effect on these two performance indicators. The highest airflows and the amounts of heat 

removed by the airflow were observed for a combination of high solar irradiance and negative 

temperature difference (cold outside air). Furthermore, natural ventilation was quite ineffective in the 

removal of the heat from the cavity for the high outdoor temperature and low to moderate solar 

irradiance levels. ANOVA analysis further showed that the flow in the cavity was driven much more 

by the absorption of solar radiation than by temperature difference. By choosing a wide range of 

boundary conditions, a wide range of variations of behavioral indicators was obtained as well, thus 

including many situations in which the impact of construction elements on response quantities was 

not necessary. In this way, the impression was gained that the influence of controllable factors was 

limited, but in fact, it was overshadowed by the impact of environmental parameters. 

Therefore, in the last research activity, the effect of environmental parameters was not examined, and 

fixed boundary conditions were chosen to gain a better insight into the influence of construction 

features on the thermal and fluid-dynamic behavior of the DSF. The study has shown that a DSF 

could be effectively used as a heat recuperator in winter/mid-season conditions by preheating air 

passing through the cavity from the outdoor to the indoor environment. Low ventilation rates were 

enough to preheat and deliver fresh air sufficiently, while the semi-opened blinds led to higher 

preheating efficiency than closed or no blinds. Much more than venetian blinds, mechanical 

ventilation regulated the net heat transfer in such an arrangement and conditions. Tests in summer 
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conditions demonstrated that the DSF could be efficiently employed as a solar collector. The air 

drawn from outside was heated by passing it through the cavity, thus removing the excess heat in 

significant quantities, which could be used for various purposes. Again, low ventilation rates were 

enough to remove the highest amounts of accumulated heat in the cavity, while the presence of 

venetian blinds significantly increased the dynamic insulation efficiency and the amount of heat 

absorbed by the airflow. The shading device almost entirely regulated the net heat transfer in such an 

arrangement and conditions, while the impact of mechanical ventilation was surprisingly small. 

8.2. Limitations  
 

Although the research sought to make the results as general and applicable as possible, some 

limitations could not be avoided. This section will list all of those that somehow impacted the 

interpretation of the research findings. The literature review was focused on the impact of 

construction features of conventional DSFs, defined as a façade element with transparent glazing on 

both sides and a space for ventilating in between, thicker than 20 cm, containing a traditional shading 

device (e.g., venetian blinds or roller screen). Due to their limited applications or still being in the 

testing phase, novel types of DSF (e.g., opaque DSF, green DSF, or smart DSF) and unconventional 

construction features (e.g., PV elements, PCM, and smart materials) were excluded from the scope 

of the analysis.  

The developed experimental testbed offered the possibility for a thorough and systematic 

investigation of the thermal and fluid-dynamics behavior of double skin facades. However, it was 

accompanied by certain limitations originating from the used instruments, facilities, and measurement 

methodologies, restricting the comprehensiveness of the investigation. Limitations related to the 

climate simulator can be outlined through the inability to maintain the desired temperature and the 

existence of a vertical gradient in certain situations. The non-uniformity and fluctuating nature of 

emitted radiation, the inability to reproduce low radiation levels and control the direction of emitted 

radiation are limitations tied to the solar simulator. In the experiment with the mechanically ventilated 

DSF, increased infiltration was suspected in parts of the experimental testbed where the ventilation 

system was attached to the upper opening of the DSF, which affected the reliability of determining 

higher airflow rates using the ultra sonic flow meter. Finally, the climate simulator used for the 

investigations offered control of the thermal and radiative environment without the possibility of 

controlling wind conditions. Therefore, the impact of the wind as a driving factor and boundary 

condition could not be examined, even though it can be crucial in driving the thermal performance of 

DSFs.  



249 
 

As far as the test specimen is concerned, optical losses due to its limited dimensions were noticeable. 

Although it was known that some factors, such as the optical properties of glazing or shading devices, 

significantly influence the transport of mass and energy in a DSF, we could not examine their impact 

since these features could not be made alterable. The most significant limitations regarding 

measurement methodologies or instruments were related to the fluid-dynamic characterization, more 

precisely to the airflow rate measurements in the cavity. The velocity profile method was unreliable 

in evaluating very low airflow rates (tied to velocities below 0.1 ms-1) due to the bottom threshold 

limit of hot wire anemometers. Furthermore, for minor temperature differences (<0.5 oC) between the 

fluid and the surrounding boundaries, the determination of airflow direction using this method was 

also problematic. The punctual measurements of the velocity profile method could not reflect the full 

three-dimensionality of the flow; hence, there was a possibility that sampling points were not 

representative of cross-sectional averages. Therefore, due to previously listed issues, the airflow rate 

measurement and the characterization of fluid-dynamic behavior (through the DOE methodology) 

were given with reduced reliability. 

The research activity, which sought to develop a strategy for selecting the optimal design to 

characterize a complex process using a limited number of experimental runs, was supported by a 

series of numerical simulations of an immense number (almost half a million). Such an approach was 

taken since performing a large number of physical experiments would require almost unlimited time 

and, at the same time, material resources. However, due to the deterministic nature of simulations, 

experimental variation (noise, error), characterizing every physical experiment, was not present in the 

simulation-supported experiments. Experimental variation arises from uncontrollable factors that 

affect the process in a certain way, and as a result, its existence may influence the choice of the 

optimal design. However, the assumption was that in controlled experiments (such as those in a 

climate simulator), the experimental variation is minimal and does not represent a significant part of 

the unexplained variance. 

Research showed that the DOE methodology could be successfully applied to characterize the 

behavior of dynamic building envelope elements (such as DSFs) through experiments in a controlled 

environment. However, the success of this application and the accuracy of the obtained 

characterization depended on many factors. If the optimal design is chosen, then the unreliability of 

the obtained depiction can originate from three types of sources: 

• uncertainty posed by measurement methodologies; 

• (in)accuracy of instruments; 

• limitations of facilities intended to replicate boundary conditions. 
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For example, hot-wire anemometers could not register low-velocity variations (<0.1 ms-1), which was 

reflected through blurred discernment of what factors led to the total variance of airflow rate. 

 

8.3. Conclusive remarks and future work 
 

The doctoral research aimed to discover to what extent and in what way the thermal and fluid-

dynamics behavior of DSFs is influenced by construction elements, operational features, and 

boundary conditions. It was recognized that the individual influence of a single factor at a time had 

been more or less explained and quantified through a series of experimental and CFD studies in the 

past. However, there is a lack of understanding of the overall impact of factors over a wide range of 

boundary conditions and how the interactions between construction elements influence DSF 

performance. Such knowledge gaps originate from a lack of systematic research, where multiple 

factors are controlled simultaneously, which primarily relates to the experiments in a controlled 

environment. Therefore, the flexible experimental testbed was developed and paired with the DOE 

methodology to address the above issues and systematically investigate how structural, operational, 

and environmental factors influence thermophysical behavior. Furthermore, an approach was 

developed to optimally apply this methodology to adequately characterize the complex behavior of 

dynamic façade elements, such as DSFs, through resource-limited experiments. 

The developed methodological approach was successfully applied to arrive at findings on the 

behavior of the specific façade mock-ups, which are realistically extendable to a larger range of 

single-story naturally- and mechanically-ventilated DSFs. It has been shown that for a wide range of 

boundary conditions typical of summer, environmental factors primarily regulate the thermophysical 

behavior of DSFs naturally ventilated in the outdoor air curtain mode. However, some aspects, such 

as net heat transfer and, to a lesser extent, airflow rate, can be controlled by adjusting controllable 

factors, i.e., venetian blind angle. It turned out that the buoyant flow in the cavity was driven far more 

by the solar irradiance than by the temperature difference. Therefore, the highest air flow rates and 

the amount of heat absorbed by it from the cavity were observed for a combination of high solar 

irradiance and cold outdoor air, while natural ventilation was relatively ineffective in heat removal 

from the channel in conditions where there was high outdoor temperature and low/moderate solar 

irradiance level.  

However, choosing a wide range of boundary conditions in the DOE approach can make the impact 

of controllable factors overshadowed by driving factors, as was the case in the experimental campaign 

with the naturally ventilated DSF. If one wishes to know the potential of a DSF in certain situations, 
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where the intervention of controllable features is needed to impact the response variable, it is 

necessary to define a narrower range or fixed boundary conditions. Therefore, in the experimental 

campaign with the mechanically ventilated DSF, fixed boundary conditions were chosen for two 

representative cases, winter/mid-season and summer. The research showed that the DSF could be 

utilized as an efficient preheater and supplier of fresh air with light mechanical ventilation. The 

preheating efficiency can be increased even more if the slats are placed in a semi-open position, as 

this way, the airflow absorbs a larger amount of heat than if the slats are entirely closed or if blinds 

are raised. On the other hand, relatively low ventilation rates in summer conditions can efficiently 

control the DSF as a solar collector by removing large quantities of accumulated heat in the cavity. 

Dynamic insulation efficiency and the amount of heat removed by the outdoor air curtain can be 

increased even more with the presence of venetian blinds. 

Research showed that the DOE methodology could be successfully applied to characterize the 

performance of dynamic building envelope elements, such as DSFs. However, the success of this 

application and the accuracy of the obtained characterization depends on several factors. Assuming 

an optimal design is chosen, the unreliability of the obtained depiction mainly originates from 

uncertainty posed by measurement methodologies, inaccuracy of instruments, and limitation of 

facilities intended to replicate boundary conditions. For example, the assessment of thermal behavior 

of a DSF given through DOE methodology is highly reliable, while for the fluid-dynamics behavior, 

the same cannot be said due to uncertainties posed by the airflow rate measurements.  

Doctoral research and associated publications contributed to the scientific community through 

various forms of new knowledge, which can be summarized according to the following points: 

• development of recommended procedures to optimally design experiments;  

• providing insight into the possibilities and limitations of the DOE methodology applied for 

the characterization of dynamic façade elements’ behavior;  

• publishing the comprehensive experimental datasets freely available for further scientific 

investigations;  

• understanding of the extent and the way certain construction and environmental factors and 

their interactions influence the thermophysical behavior of DSF; 

• providing insight into the possibilities and challenges offered by various techniques for 

measuring airflow rates in DSF cavities. 

A better understanding of thermal and fluid dynamics behavior is given mainly through the findings 

of the last two articles, the results of which can be significant to scientists and engineers working on 

the design and optimization of DSF. The DOE methodology is not a novel approach, but its 
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application in building energy or thermal performance research is quite recent and rare, especially 

using real ‘physical’ experiments. Therefore, this doctoral study opened the perspective of the 

possibilities and limitations of this approach to translating complex and nonlinear behaviors into 

understandable and practical relationships. The development of recommended procedures to 

optimally design the experiment can be valuable to any researcher who, through experiments, wants 

to efficiently characterize the behavior of complex systems, such as dynamic envelope elements, by 

saving resources and overall costs. All experimental campaigns in the climate simulator resulted in 

publicly available sets of experimental data, which is of great importance to the scientific community 

aiming to expand knowledge either through direct research with published data or through the 

development of numerical models validated with these datasets. Experiences shared from the 

experimental campaign could contribute to developing standardized procedures and best-practice 

recommendations for better and more reliable measurements of DSF performance metrics, which 

applies especially to airflow rate measurements and evaluation of all associated indicators.  

The potential of the developed experimental testbed has not been fully realized, so further research is 

possible on both the processes taking place in the DSF and the methodologies by which they are 

investigated. For example, it would be interesting to examine the potential of DSFs when it comes to 

utilizing the accumulated heat in a cavity if the air is drawn from the interior. Comparing the results 

of such a campaign with the results of one where the air is extracted from the outdoor would be 

interesting. Certain activities have already been undertaken to test the reliability of the pressure 

difference method in determining the airflow rate in the cavity. These activities could be continued 

since this method showed potential primarily due to its simple experimental setup once calibration 

constants are determined. If this method were to be investigated in more detail, it would be possible 

to test the performance of several different techniques in determining airflow rates simultaneously. 

Comparing the methods of velocity profile, decay, constant injection, pressure difference, and 

measurement obtained with an ultrasonic flow meter would be interesting from the aspect of their 

reliability in determining airflow rates in different ranges and types of airflow (natural and 

mechanical). Also, impact assessment on the thermal performance of a DSF in fixed boundary 

conditions of all features investigable by this experimental testbed would be desirable. The influence 

assessment of venetian blind angle, the shading device distance to glazing, opening size, mechanical 

ventilation, airflow path, and cavity depth would be engaging from the aspect of comparing their 

extent. Activities to develop a CFD model that will be validated using measurements performed with 

this experimental testbed are currently underway. Such a model would be able to assess the impact of 

those construction features that could not be made alterable due to technical limitations, such as 

optical and thermal properties of glazing and shading device. Some of the aforementioned 



253 
 

experimental campaigns may have been conducted during the period scheduled for doctoral research. 

Still, it should also be recalled that for several months, due to the Covid-19 pandemic, access to the 

laboratory was not possible.  
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