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Abstract. Measuring and analyzing user perceptions and behaviors in order to make user-

centric decisions has been a topic of research for a long time even before the invention of social 

media platforms. In the past, the main approaches for measuring user perceptions were 

conducting surveys, interviewing experts and collecting data through questionnaires. But the 

main challenge with these methods was that the extracted perceptions were only able to 

represent a small group of people and not whole public. This challenge was resolved when 

social media platforms like Twitter and Facebook were introduced and users started to share 

their perceptions about any product, topic, event using these platforms. As these platforms 

became popular, the amount of data being shared on these platforms started to grow 

exponentially and this growth led to another challenge of analyzing this huge amount of data to 

understand or measure user perceptions. Computational techniques are used to address the 

challenge. This paper briefly describes the artificial intelligence (AI) techniques, which is one 

of the types of computational techniques available for analyzing social media data. Along with 

brief information about the AI techniques, this paper also shows state-of-the-art studies which 

utilize the AI techniques for measuring user perceptions from the social media data. 

Keywords: social data analysis, social media data, NLP, machine learning, deep learning, 

transfer learning, user perceptions, sentiment analysis, topic modelling, perception extraction, 

user perceptions. 

1 Introductions 

User perceptions about any events, topics, policies, etc. have always appealed the attention of policy 

and decision makers. These perceptions are always considered as strong evidence for making and 

adjusting user-centric decisions [1-3]. The traditional method of analyzing/investigating user 

perceptions is usually based on data collection from survey polls and questionnaires. Next, the 

collected data is analyzed using traditional qualitative and quantitative methods [4, 5]. However, 

some of the researchers have argued that these approaches more likely represent a small group of 

individual user perceptions rather than public user perceptions [6, 7]. Furthermore, due to the time 

and cost constraints involved in survey and questionnaire activities, the amount of collected data is 

very limited and hence it restricts the overall findings for understanding user perceptions to a large 

extent [8]. 
 

Nowadays, social media platforms like Twitter, Facebook, LinkedIn, etc. offer a new way of 

understanding and measuring user perceptions. There has been an increase in adoption and use of 

social media platforms by the general public as well as the enterprises, industry owners, government 

officials, scientists, scholars, etc. [9]. The understanding and extraction of user perceptions from 

social media data has been widely studied in several domains including social science [10], 

education [11], politics [12], marketing [13], healthcare [14], finance [15] and disaster management 

[16]. Hence, using social media data as a data source for user perception extraction and analysis can 

overcome the limitations of traditional surveys and questionnaires methods [17]. It is helpful in 

forecasting future user perceptions related to any event, topic or policies.[18].  

 

Xuefan et al. in [19] conducted a review on perception extraction and understanding on social media 

data. According to the review results, Twitter is the most widely used social media platform for 

perceptions extraction along with Facebook and other platforms. The most frequent keywords of the 

studies included in the review are social media, twitter, sentiment analysis, public perception, public 

engagement, opinion mining, NLP, and perceptions. The major techniques used for perception 

extraction from the studies included in the review are sentiment analysis and topic modelling. Table 

1 shows some of the recent studies where perception extraction techniques from social media data 

are used for several domains like health, business, tourism, etc. 

 



Also,  

Fig. 1 shows the summary of state-of-the-art studies mentioned in Table 1 for perception extraction 

from social media data for several domains. As we can see from  

Fig. 1 that the maximum number of studies were conducted in the year 2019 with Twitter as the 

most selected social media platform. Also, the studies belong to several domains like tourism, 

business, health, etc. 

 

The rest of the paper is organized as: Section 2 briefly describes the different AI techniques including 

machine learning, deep learning and natural language processing for social media data analysis. 

Section 3 discusses the state-of-the-art studies available for social media analysis using the 

techniques explained in section 2. Section 4 shows the existing challenges in the state-of-the-art 

studies. Section 5 concludes the overall work. 

 
Table 1. State-of-the-art studies for perception extraction from social media data 

# Title Year Domain Social Media 

Platform 

1 Social media data analysis to predict mental state 

of users using machine learning techniques [20] 

2021 Health 

 

Twitter 

 

2 The application of artificial intelligence and data 

integration in COVID-19 studies: a scoping 

review [21] 

2021 Health, 

COVID-19 

Twitter 

3 Exploring temporal suicidal behaviour patterns on 

social media: Insight from Twitter analytics [22] 

2020 Health Twitter 

4 Social media insights into US mental health 

during the COVID-19 pandemic: longitudinal 

analysis of twitter data [23] 

2020 Health Twitter 

5 Analyzing social media, analyzing the social? A 

methodological discussion about the demoscopic 

and predictive potential of social media [24] 

2020 Politics Twitter 

6 A case study in belief surveillance, sentiment 

analysis, and identification of informational 

targets for e-cigarettes interventions [25] 

2019 Health Twitter 

7 Realizing social-media-based analytics for smart 

agriculture [26] 

2019 Agriculture Twitter 

8 Social media analytics: Extracting and visualizing 

Hilton hotel ratings and reviews from 

TripAdvisor [27] 

2019 Tourism TripAdvisor 

9 Leveraging social media to gain insights into 

service delivery: a study on Airbnb [28] 

2019 Tourism AirBnB 

Reviews 

10 Using Classification Technique for Customer 

Relationship Management based on Thai Social 

Media Data [29] 

2019 Business Facebook 

11

12 

A new approach of social media analytics to 

predict service quality: evidence from the airline 

industry [30] 

2019 Business Twitter 

13 Topic modeling and sentiment analysis of global 

climate change tweets [31] 

2019 Climate 

Change 

Twitter 

14 Identifying racist social media comments in 

Sinhala language using text analytics models with 

machine learning [32] 

2018 Social 

Issues 

Facebook 

15 The Twitter Bullishness Index: A Social Media 

Analytics Indicator for the Stock Market [33] 

2016 Stock 

Market 

Twitter 

16 Analyzing Twitter to explore perceptions of 

Asian restaurants [34] 

2016 Tourism Twitter 

 



 
Fig. 1. Summary of perception extraction techniques from social media platforms 

 

2 Background 

The fast-growing use of social media platforms and their relevant application areas have made major 

advancements in the different ways which people use to interact with each other [35]. The in-depth 

analysis of social media data is sometimes difficult because of its unpredictable nature due to several 

facts like the data is dynamic, wide-ranging, and scattered. The recent advances in computational 

techniques/methods like artificial intelligence (AI) have made in-depth analysis of social media data 

quite easier. These techniques help in understanding several patterns on social media platforms like 

social media usage, online behaviour, data/content sharing, perceptions of different types of people 

about certain topics, etc. [36]. The extraction of these patterns can give a variety of benefits to 

organizations, governments, and non-profit organizations to design their services and policies 

focusing on user-centric methodology [37]. There have been a lot of attempts in literature for 

extracting valuable insights from vast social media data for better decision making. Some of the 

examples of such insights are analyzing opinions of users towards different products, analyzing 

election results, and understanding users’ behaviour [32-34]. This section will further discuss 

different types of AI techniques being used for analyzing social media data. 

The AI techniques/methods are all about “making machines intelligent” by using a variety of 

approaches. The field of AI has been around almost more than six decades, and it has faced many 

ups and downs throughout this period. In the starting days, AI research showed a lot of promises to 

the communities, but those promises were somehow not fulfilled due to unavailability of digital data 

and computational power. This was the period of late 1980s and early 1990s and termed as “AI 

Winter”, where not much progress was achieved in terms of solving real-world problems using AI. 

However, later, when new techniques were introduced along with the availability of digital data and 

huge computational powers, AI started to increase in popularity again. Here, digital data is mainly 

referred to online web and social media platforms data. The different AI techniques/methods for 

analyzing social media data both (structured and unstructured) can be divided into three major types 

based on use case and ultimate goal to be achieved. Fig. 2 shows the three different types of AI 

techniques/methods for analyzing social media data to understand user behaviors, usage patterns, 

communications and perceptions.  

 



 

Fig. 2. Types of AI techniques 

1.1 Machine Learning (ML) 

Machine learning (ML) is a type of AI technique, used to automate solutions for complex problems 

that are very difficult to solve using general hand-crafted rules-based approach. This technique does 

not require any explicit rules/steps to design the solution, instead it learns different set of rules/steps 

from the set of provided data relevant to the real-world problem that needs to be solved. For example, 

in case of handwritten character recognition from images, the data can be the collection of several 

images with variety of numerical characters written by different set of people. In other words, this 

technique learns patterns, relations from the data and the larger the data, the better ML learns [38-

40]. Since ML considers using all the data provided for learning the rules, it becomes more accurate 

as compared to hand-crafted rules because there is no human-bias involved while defining the rules. 

As ML is a type of automatic learning from the data to solve any problem, the learning is categorized 

into three different methods shown in Fig. 3. These learning methods enable ML to learn from the 

available data. The data is generally of two types [41]: 

• Labelled Data: The data available with its relevant answers/labels. For example, collection 

of raw images of dogs and cats along with labels that specify which images are dogs and 

which are cats, respectively. 

• Unlabeled Data: The data available without the relevant answers/labels. For example, 

collection of raw images of dogs and cats but without any labels provided per image.  

It is also worth to discuss here the concept of training, validation and test data before going 

into further discussions of learning methods. 

• Training Data: The data used to train any ML model so that the model can learn the 

patterns and behaviors inside/from the data. 

• Validation Data: The data used during the training process to assess the performance of 

the ML model during each training step. 

• Test Data: The new unseen data used to measure the performance of final trained ML 

model to evaluate its learning/capability to make decisions.   

 

Fig. 3 shows the detailed taxonomy of ML and its learning methods. The taxonomy is further 

discussed below. 

 

Fig. 3. Taxonomy of ML 
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1.1.1 Supervised Learning 

In supervised learning method, the ML model is given a collection of data specific to any real-world 

problem along with answers/labels (i.e. labelled data). The provided data is in the form of mapping 

from Input(x) → Output(y), where x represents the list of data points and y represents the 

corresponding answers/labels. The ML model has to learn different relationships/rules of data points 

to their corresponding labels. For example, a dataset/collection of emails with provided labels as 

spam or non-spam is a type of labelled data and the learned ML model that can identify any new 

email as spam or non-spam is a type of supervised learning method. Furthermore, the supervised 

learning methods are divided into two types: Classification [42] and Regression [43]. 

1.1.2 Unsupervised Learning 

In unsupervised learning method, the ML model is given a collection of data specific to any real-

world problem without any answers/labels (i.e., unlabeled data). The provided data is in the form of 

Input(x) only, where x represents the list of data points without any labels. The ML model has to 

identify and differentiate different data points and distribute these into different groups based on its 

learning data. For example, a dataset/collection of shopping patterns from several customers. The 

unsupervised model learns to group the customers based on buying patterns. This type of 

unsupervised learning is commonly called Clustering [44]. 

1.1.3 Semi-Supervised Learning 

The semi-supervised learning model is a combination of both supervised and unsupervised learning 

as supervised learning requires a lot of labelled data and this labelling requires a lot of time and 

human effort. Therefore, the semi-supervised learning model learns from the small amount of 

labelled data in supervised manner and then uses the unsupervised learning to label rest of the 

remaining data points [45]. Furthermore, more detailed information regarding ML, its learning 

methods and models is also discussed in [46]. 

1.2 Deep Learning (DL) 

Deep learning is a sub-type of ML which mimics the same way that humans use to gain or 

understand certain types of information and knowledge. The major difference between ML and DL 

is the composition of its models where ML models are linear in nature and DL models are stacked 

hierarchical and complex in nature [47]. Another advantage of using deep learning is the automatic 

learning of important features from the raw data contributing towards decision making. The machine 

learning that we discussed previously is more often dependent on human intervention to learn. Deep 

learning is also referred as “Deep Neural Networks (DNNs)”. The simple neural networks, also 

referred as “Artificial Neural Networks (ANN)” are structured and motivated by human brain 

reflecting the same way the biological neurons work [48]. The ANNs are consist of hierarchical 

node layers containing an input later, one or more than one hidden layer and an output layer. The 

DNNs are the special kind of ANNs with more than one hidden layer.  

 

 

 

 

ig. 4 shows the basic architecture of a simple DNN. 

 

 

 

 

 



ig. 4. Basic Architecture of a Simple DNN 1 

Like ML, there are several types of DNNs based on the objective/problem that needs to be 

achieved/solved using deep learning. Fig. 5 shows the detailed taxonomy of DL/DNNs and is further 

discussed below. 

 

 

Fig. 5. Taxonomy of DL 

1.2.1 Deep Supervised Learning 

The DNNs for supervised learning [49] works in the same way and purpose as in the supervised 

learning in ML. These DNNs need the labelled data to learn the relationship and extract patterns for 

mapping of the input data to its corresponding output labels. These DNNs are further divided into 

same two types, classification, and regression same asin ML. The popular algorithms/models for 

DNNs for supervised learning are Dense Networks (DenseNets) [50], Convolutional Neural 

Networks (CNNs) [51], Recurrent Neural Networks (RNNs) [52], Long-Short Term Memory 

(LSTM) Networks [53], Bi-LSTM Networks [54] etc.  

1.2.2 Deep Unsupervised Learning 

The DNNs for unsupervised learning [55] refers to the learning where there is no labelled data. In 

other words, it works with the unlabelled data in the same logic as unsupervised learning in ML. 

The most common types of these DNNs are AutoEncoders [56] and Deep Boltzmann Machines [57]. 

1.2.3 Deep Semi-Supervised Learning 

The DNNs have already demonstrated their performance on a large variety of deep supervised and 

unsupervised learning tasks (i.e. image classification [58]) once trained on extensively large labelled 

datasets (i.e. ImageNet [59]). However, this creates a bottleneck of creating large datasets while 

working with DNNs which requires extensive amount time, resources, and effort. To avoid this 

bottleneck, recently the DNNs for semi supervised learning [60] are introduced. The most common 

types of these algorithms/models are Active Learning [61]  and Weakly-Supervised Learning [62]. 

 
1 https://www.ibm.com/cloud/learn/neural-networks#toc-what-are-n-2oQ5Vepe 

D
ee

p
 L

ea
rn

in
g

Deep Supervised Learning

DenseNet

CNN

RNN

LSTM

BiLSTM

Deep Unsupervised 
Learning

AutoEncoders

Deep Boltzmann Machine

Deep Semi-Supervised 
Learning

Active Learning

Weakly-Supervised Learning

Deep Transfer Learning
Transformers

BERT



1.3 Natural Language Processing (NLP) 

The NLP field, also referred as computational linguistics, is the subfield of AI which enables the 

computers to process and understand the natural language (i.e. human language) in the same way as 

human do. The natural language is usually in the form of free text. The goal of the NLP field is to 

read, decode, understand, and extract valuable, sensible insights and information from the human 

language. One of the scopes of this paper is to explain different methods for analyzing social media 

data. Therefore, it is worth to explore the field of NLP as most of the social media data is in the form 

of free text. The first step when it comes to analyzing unstructured text data is to convert it into the 

structured form such that the computers can understand that data. The common pipeline for 

converting unstructured text data into structured data is given in Fig. 6.  

 

 

Fig. 6. From Unstructured to Structured Data using NLP 

1. Unstructured Text Data 

The data which does not have any defined data model or structure such that it cannot be 

processed easily by the computers is called unstructured text data. The most common types of such 

data are: online social media data, online blogs data, news websites data, electronic documents data, 

etc. 

 

2. Text Preprocessing 

        Most of the times the unstructured text data has a lot of noise and irrelevant information 

which do not contribute for valuable insights and information extraction. In NLP, we have very good 

techniques available that can be used to pre-process/clean the unstructured text data. The different 

text pre-processing techniques are lowercase conversion, stemming/lemmatization, spelling 

correction, URLs/stopwords/puctuations removal, HTML tags removal, etc. The details for each of 

the techniques are explained in [63-65]. Most of the programming languages like python, JAVA, etc 

have built-in NLP libraries working with text pre-processing. The famous NLP libraries for python 

language are NLTKi, CoreNLPii, Gensimiii, Spacyiv and Patternv. Moreover, the famous NLP 

libraries for JAVA are OpenNLPvi, Stanford CoreNLPvii and Freelingviii. 

 

3. Text Parsing 

        Text parsing is a technique of NLP for understanding the unstructured text data. When it 

comes to understanding, it involves two types of techniques: Syntactic Analysis and Semantic 

Analysis. This section will only discuss syntactic analysis because text parsing is a syntactic analysis 

technique. The term “syntactic” is derived from the word “syntax”. Every language has its own 

syntax which defines its grammatical structure while writing the text. The syntactic analysis/text 

parsing techniques are used to understand the grammatical structure of the human language based 

on formal grammar rules and meaningfulness [66]. The computer program which performs the text 

parsing is called “Text Parser”. The most common types of text parsing for NLP are parts of speech 

(POS) tagging [67], shallow parsing [68], constituency parsing [69] and dependency parsing [63]. 

 

4. Feature Engineering 

Feature Engineering is a technique used in NLP for understanding information from the 

raw text. This technique is mainly used to convert raw text into numeric form so that it can be further 

processed and understood by the computers while performing any task [70]. As this is a core step 

while converting the text into numerics so maintaining the same meaning and scope is very 

important here. Each numeric feature value is the representation of words and their relationships 

within the raw text. Fig. 7 shows an example of feature engineering for raw data. The main categories 

of the features are: 1) Meta features [71]: features like no. of words in a text, no. of unique words 

in a text, no. of characters in a text, average length of a text, average length of words, etc. lies under 

this category, 2) Text-based features [72]: The common types of text-based features are: Bag-of-

1. Unstructed 
Text Data

2. Text 
Preprocessing

3. Text Parsing

4. Feature 
Engineering

5. Structured 
Data



words [73], Tf-Idf [74], N-grams [75], and CountVectorizer [76]  and 3) Semantic/contextual 

features [77]: As compared to text-based and meta features, the semantic features help to extract 

this contextual meaning from the text easily. Word2Vec [77] and Doc2Vec [78] are the very first 

types of these features. In NLP terminology, these semantic features are often termed as “Word 

Embeddings” as well. The recent types of these features are FastText [79], Glove [80] and Elmo 

[81]. 

 

 

 

 

Fig. 7. Example of Feature Engineering2 

5. Structured Data 

Once, the feature engineering is completed the raw text data (i.e. unstructured data) will be 

in form of numbers and representing the structured data.  

 

Next, we will discuss how the different techniques available in NLP are used for analyzing social 

media text to extract useful insights and information. These extracted insights help to understand 

user perceptions related to the domain. We will also discuss how NLP is combined with ML and DL 

models to extract insights from social media data. Fig. 8 shows the detailed taxonomy of some of 

the important NLP techniques used for perception extraction from the social media data. 

 

Next, we will discuss different NLP techniques available in the literature for perception extraction 

from online social media data. Fig. 8 shows the detailed taxonomy of widely used NLP techniques 

for perception extraction. 

1.3.1 NLP Techniques for perception extraction from social media data 

 

 

Fig. 8. Taxonomy of NLP techniques for perception extraction 

I. Sentiment Analysis Techniques 

       Sentiment analysis (SA) also referred as Opinion Mining (OM) is a technique to extract 

and analyze people’s opinions, attitudes, behaviours, perceptions, etc. towards different topics, 

products, issues being discussed on social media platforms. It is a powerful technique for businesses, 

industries, governments and other entities to extract and understand users mood and views [82]. The 

general sentiment analysis assesses the data in form of positive, negative, or neutral. However, there 

is more granular type of sentiment analysis used which is “emotion analysis”. The emotion analysis 

 
2 https://towardsdatascience.com/how-to-turn-text-into-features-478b57632e99 
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tends to identify different emotions like anger, fear, sadness, surprise, joy, etc. from the social media 

text [83].  On social media platforms, people are free to express their opinions and perceptions on 

wide range of topics. To perform sentiment and emotion analysis on those opinions and feedbacks 

help to understand the users views and perceptions [84]. 

 

Next, we will discuss what are the different approaches available in the literature for 

performing sentiment analysis for social media data. Fig. 9 shows the taxonomy of different 

techniques available for performing sentiment analysis. 

 

 

Fig. 9. Taxonomy of sentiment analysis techniques 

Lexicon-based approaches are the simple dictionary-based approaches where different words and 

phrases are already labelled with different sentiment scores. The overall sentiment score of a text 

depends on the collective scores of individual words and phrases. Christopher et al. in [85] 

performed comparison of six different lexicon-based approaches to perform sentiment analysis. The 

authors evaluated all the six approaches against manually labelled amazon reviews dataset. 

Although, the authors achieved good accuracy in the range of 75%-77% using Hu & Liu lexicon 

but the problem with this approach is that it is very limited in the scope and only applicable 

for the domain of product reviews. 

 

To overcome the lexicon-based approach challenges, several authors used machine learning based 

approaches for performing sentiment analysis. To perform machine learning approach, the text data 

needs to be converted into the numeric data according to the steps provided in the section “Natural 

Language Processing (NLP)”. Ye et al. in [86] applied supervised machine learning algorithms 

namely, SVM, NB and N-gram model  on yahoo reviews of famous travel destinations. The authors 

achieved overall 87% accuracy with N-gram model. The authors in [87] performed a systematic 

literature review for different machine learning models applied for performing sentiment analysis 

for online reviews data. The main limitation with supervised machine learning model is the 

availability of already labelled training data into sentiment labels.  Another limitation of using 

machine learning is the manual/hand crafted feature engineering for text data.s 

 

To solve the manual feature engineering problem recently many researchers have applied the deep 

learning approaches to perform sentiment analysis in social media text. The deep learning algorithms 

automatically identify and extract important features from the text. Pasupa et al. in [88] performed 

sentiment analysis using three deep learning models: CNN, LSTM and BiLSTM. The authors 

observed overall accuracy of 81% using CNN deep learning model. The major limitation with 

using deep learning approaches is again the need of large, labelled training dataset for 

performing sentiment analysis in specific domains. 

II. Topic Modelling 

       Topic modelling is one of the very excellent technique used in NLP to understand the 

text. It helps to understand the text in terms analyzing and extraction of its topics. The process of 

learning, identifying, and extracting the topics from the text is known as “topic modelling”. The 
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extraction of topics from the unstructured text is beneficial for several purposes such as organizing 

the text on the web with similar topics. Also news agencies use topic modelling to recommend 

articles to the readers as well. On the online social media platforms, this technique helps to extract 

and understand different hot trends and topics about which users are speaking through their posts, 

tweets, etc. Boon et al. in [89] applied topic modelling on Twitter data in order to understand what 

users are talking about the COVID-19 pandemic. Fig. 10 shows the word cloud generated by the 

authors, showing the main topics related to COVID-19 extracting using topic modelling on twitter 

data.  

 

Fig. 10. Word cloud showing extracted topics from the twitter against COVID-19 [89] 

There are several approaches proposed by authors in [90-92] for performing topic modelling on 

unstructured text data. The most widely used approaches for topic modelling from the literatures 

are: 1) Latent Semantic Analysis (LSA) [90], 2) Non-Negative Matrix Factorization (NNMF) [91], 

Probabilistic Latent Semantic Analysis (PLSA) [92] and 4) Latent Dirichlet Allocation (LDA) [93]. 

  

 

Although, the traditional approaches show very promising results and were used in variety of studies 

for performing topic modelling on social media data [94-97]. However, these approaches suffer from 

variety of limitations such as: 

 

• Limit in the number of topics to be detected 

• Generate generic topics 

• There is trouble in dealing with topics that have complex generalization-specialization 

relationships. 

• Less relevance of the generated topics to topics in the real-world 

• Do not capture topic-inherent properties 

To overcome above shortcomings, recently new techniques for topic modelling in social media data 

analysis are evolved based on the advancements of machine and deep learning models. These 

approaches are classified into two types: 1) supervised topic modelling, 2) unsupervised topic 

modelling [98]. The studies focusing on these techniques are discussed in the section 3. 

III. Keyword/Keyphrase Extraction 

                      Keyword/Keyphrase extraction is a NLP technique for extracting important 

words/concepts, relevant to the underlying document/text [99]. This technique helps in several ways 

like grouping of texts based on similar keywords, important concepts/topics being discussed in the 

texts, document searching and filtering based on extracted keywords, etc [100]. Generally, this 

extraction is a two-way process: 1) to generate candidate words from the text, 2) to select and rank 

the candidate words based on their impact on the text [101]. Fig. 11 shows the common SoTA 

approaches for this technique. 

 



 

Fig. 11. Keyword/Keyphrase Extraction SOTA Approaches 

Statistical approach: This approach generates the candidate keywords based on statistics from the 

text like word frequency, probability, other feature engineering techniques [102] like Tf-Idf [103], 

N-gram [104] and common word occurrences [105]. One of the popular algorithms using this 

approach is YAKE [106]. 

ML + DL Approach: In this approach, generally a ML/DL classifier is trained on a labelled keyword/keyphrase 

documents where an extracted keyword is labelled as relevant keyword or not. One of the traditional keyword 

extraction system based on this approach is KEA [107], which uses TF-IDF scores along with NB classifier to 

predict whether a candidate sentence is a keyword/keyphrase or not.   

Graph-based approach: This approach generates a graph of keywords/keyphrases related to each 

other from the text/document. The graph connects co-occurring terms in the text with each other. 

The famous algorithms using this approach are TextRank [108]  and RAKE [109]. 

 

Hybrid approach:    This approach generates the candidate keywords/keyphrases based on 

combination of one or more approaches from the above. For example: ExpandRank [110], which is 

a combination of TF-IDF + graph-based approaches. 

2 State-of-the-art studies of AI techniques for analyzing social media data 

This section explains various state-of-the-art studies related to the different AI techniques explained 

in the section 2. Specifically, this section highlights the different models/algorithms/techniques used 

to analyze social media data from different social media platforms for different application areas 

using relevant datasets. 

2.1 Machine Learning (ML) 

Singh et al. in [111] analyzed the twitter data to understand the behavior of spammers distributing 

pornographic content on social media platform using RF machine learning algorithm. The authors 

reported overall accuracy of 91.96% for predicting pornographic content from Twitter data. 

Vafeiadis et al. in [112] conducted a comparative study of applying machine learning methods to 

understand customer behavior for churn prediction on a churn dataset from UCI ML repository. The 

authors used RF, NB, DT, LR and SVM models, out of which SVM outperformed with overall 

accuracy of 97%. Table. 2 shows additional studies where ML techniques are applied on social 

media data into various domains for different tasks. 

 
Table. 2 SoTA ML techniques for social media data analysis 

# Title ML Model 

Used 

Dataset Used Social 

Media 

Platform 

Used 

Application 

Area 

1 Crowdsourcing and collaborative 

learning environments based on 

SM [113] 

Gaussian 

Naïve Bayes 

Twitter, 

Facebook, 

LinkedIn 

Twitter, 

Facebook, 

LinkedIn 

Business 

Intelligence 

2 Data analytic learning with 
strategic decision making [114] 

DT Twitter 
hashtag, 

Meme 

tracker, and 
Yelp 

Twitter Business 
Intelligence 

Statistical 
Approach

ML + DL 
Approach

Graph Based 
Approach

Hybrid 
Approach



3 Fake profile detection [115] MRF Facebook Facebook Crime 

detection 

4 Cyberbullying Detection based 

on Semantic-Enhanced 

Marginalized Denoising Auto-
Encoder [116] 

Bow, SVM, 

LDA 

Twitter, 

Myspace 

Twitter, 

Myspace 

Crime 

detection 

5 Identifying Epidemics [117] SVM, NB, 

and RF 

Weibo  Epidemics 

6 Detection of influenza epidemics 
[118] 

Linear 
Regression, 

Multiple 

Regression 

Twitter Twitter Epidemics 

7 Disaster management using SM 
[119] 

GIS model Satellite 
images 

 Event 
detection 

8 Real time crisis mapping of 

natural disasters using social 
media [120] 

TRIDEC 

project 

Twitter, 

Google Earth 

Twitter Image 

analysis 

9 Generating person-specific 

representations used to boost face 

recognition performance [121] 

SVM, LDA PubFig83  Image 

analysis 

10 Improving information diffusion 

in SM [122] 

Independent 

cascade (IC) 

model and the 
linear 

threshold 

(LT) model 

Douban, 

AMiner, 

DBLP, and 
LiveJournal 

 Recommen

ders’ 

systems 

 

2.2 Deep Learning (DL) 

Untawale et. al in [123] performed age groups classification (i.e. general, teenager and adult) on 

twitter social media platform for tweets related to the medical domain. The authors applied MLP, 

DCNN, DT, RF and SVM models, out of which DCNN achieved the highest F1-score of 0.93. 

Guimaraes et al. in [124] applied deep learning for clustering/grouping (i.e. DeepLCRank) of the 

holiday photo images from Flickr and Youtube. Table. 3 shows additional studies where DL 

techniques are applied on social media data into various domains for different tasks. 

 
Table. 3 SoTA DL techniques for social media data analysis 

Title DL Model 

Used 

Dataset 

Used 

Social 

Media 

Platform 

Used 

Year Application 

Area 

Deep Learning for Hate 

Speech Detection in 

Tweets [125]  

FastText + 

CNN, LSTM 

Racist 

tweets 

dataset 

Twitter 2017 Hate Speech 

Detecting Offensive 
Language in Tweets 

Using Deep Learning 

[126]  

RNN Hate speech 
tweets 

Twitter 2018 Hate Speech 

Multi-layers 

Convolutional Neural 

Network for Twitter 

Sentiment Ordinal Scale 

Classification [127] 

CNN SemEval 

challenge 

dataset3 

Twitter 2018 Sentiment 

Analysis 

Bloom’s Learning 

Outcomes’ Automatic 
Classification Using 

LSTM and Pretrained 

Word Embeddings [65] 

FastText + 

LSTM 

Course 

learning 
outcomes 

dataset 

Twitter 2021 Bloom’s 

Taxonomy 

Evaluating Polarity Trend 

Amidst the Coronavirus 

Crisis in Peoples’ 
Attitudes toward the 

Vaccination Drive [128] 

FastText + 

LSTM 

Covid-19 

tweets 

Twitter 2021 Sentiment 

Analysis 

 
3 http://alt.qcri.org/semeval2016/task4/index.php%3fid%3ddata-and-tools 



Deep learning-based 

personality recognition 
from text posts of online 

social networks [129] 

CNN, RNN Facebook 

posts 

Facebook 2018 Personality 

Recognition 

Personality recognition 
from Facebook text for 

Portuguese language 

[130] 

LSTM Facebook 
posts 

Facebook 2018 Personality 
Recognition 

2.3 Natural Language Processing (NLP) 

Shamantha et al. in [131] performed sentiment analysis using ML and NLP techniques on twitter 

data using three ML models: NB, SVM and RF. Out of all models, RF model outperformed with 

overall accuracy of 80% to predict sentiments from the twitter data.  Tembhurnikar et al. in [132] 

performed topic modelling on twitter data using sentiment analysis and n-gram approaches along 

with K-means algorithm to understand important topics related to events like land acquisition bills, 

swine fight model, etc. Table. 4shows additional studies where NLP techniques are applied by 

combining with different ML/DL algorithms on social media data into various domains for different 

tasks including sentiment analysis, topic modelling, intent detection, keyword/keyphrase extraction. 

4. Findings from state-of-the-art studies 

This section discusses the overall findings from the state-of-the-art studies applied for social media 

data analysis using ML/DL and NLP techniques for perception extraction. 

 

Fig. 12 summarizes the findings of state-of-the-art studies for NLP techniques like sentiment 

analysis, topic modelling, intent detection, etc. applied in several domains like twitter, health, 

disaster management and news. We can further observe that for feature extraction techniques NLP 

has came along a long way from simple features like n-gram, Tf-Idf to more complex features like 

word embeddings, Elmo and Bert to understand the more complex semantics involved in the raw 

text. Again, for learning algorithms from past several years NLP techniques are used in combination 

with from simple ML algorithms like SVM, RF, NB, etc. to more complex deep learning and 

transformers algorithms like DNN, CNN, LSTM and BERT. 
Table. 4 SoTA NLP techniques for social media data analysis 

 

 

Fig. 12. Findings from SoTA NLP studies 



Fig. 13 summarizes state-of-the-art studies for ML/DL algorithms applied in several domains like business 

analytics, epidemics, recommendation systems, crime detection, etc. From the figure, we can observe that there 

is a shift of applying DL algorithms as compared to ML algorithms in recent years for domains like business 

intelligence, hate speech on social media platforms. One possible reason might be that DL algorithms are more 

context-aware and semantically rich while understanding the raw text. 

 

 



Reference Type Feature 

extraction 

Learning 

Algorithm 

Domain Year Task 

Implementation of 

sentiment classification of 

movie reviews by 

supervised machine 

learning approaches [133] 

Supervised unigram NB, RF Movies 2019 Sentiment Analysis 

Evaluation of deep 

learning techniques in 

sentiment analysis from 

twitter data [134] 

Supervised Word2Vec, 

Glove 

CNN, LSTM General 2019 Sentiment Analysis 

Machine learning based 

aspect level sentiment 

analysis for Amazon 

products [135] 

Supervised – SVM Twitter 2020 Sentiment Analysis 

Experimental investigation 

of automated system for 

twitter sentiment analysis 

to predict the public 

emotions using machine 

learning algorithms [136] 

Supervised – SVM, DNN Twitter 2020 Sentiment Analysis 

Effect of Negation in 

Sentences on Sentiment 

Analysis and Polarity 

Detection  [137] 

Supervised TF IDF NB, SVM, DNN, 

RNN 

Cellphone 2021 Sentiment Analysis 

Deep representation 

learning for clustering of 

health tweets [138] 

Unsupervised Contextual 

Word 

Embedding 

K-Means Health 2018 Topic Modelling 

Tweets classification with 

bert in the field of disaster 

management [139] 

Supervised Contextual 

Word 

Embedding 

BERT Disaster 

Management 

2018 Topic Modelling 

Short text classification 

with a convolutional 

neural networks based 

method  [140] 

Supervised Pre-trained 

Word 

Embedding 

CNN, SVM Sentiment 

Analysis 

2018 Topic Modelling 

Real-time event detection 

from the Twitter data 

stream using the 

TwitterNews+ Framework 

[141] 

Unsupervised Word 

Embedding 

Incremental 

Clustering 

Twitter News 2019 Topic Modelling 

Bi-LSTM-CRF sequence 

labeling for keyphrase 

extraction from scholarly 

documents [142] 

Unsupervised -- BiLSTM  CRF Scientific 

documents 

2019 Keyword/ 

Keyphrase 

Extraction 

Exploiting topic-based 

adversarial neural network 

for cross-domain 

keyphrase extraction  

[143] 

Unsupervised -- BiLSTM Scientific 

documents 

2018 Keyword/ 

Keyphrase 

Extraction 

Bidirectional lstm 

recurrent neural network 

for keyphrase extraction 

[144] 

Unsupervised -- BiLSTM Scientific 

documents 

2018 Keyword/ 

Keyphrase 

Extraction 

Semi-supervised learning 

for neural keyphrase 

generation [145] 

Semi-supervised -- Seq2Seq multiple 2018 Keyword/ 

Keyphrase 

Extraction 

Learning feature 

representations for 

keyphrase extraction [146] 

Graph based -- -- News 2018 Keyword/ 

Keyphrase 

Extraction 

 



 

Fig. 13. Findings from SoTA ML/DL studies 

5. Conclusion 

In this paper, we described several artificial intelligence techniques including machine learning, 

deep learning and natural language processing in detail for the purpose of social media data analysis. 

Along with describing the techniques, we also conducted state-of-the-art review of studies where 

these techniques are applied for social media data analysis. The findings of review resulted in the 

identification of existing domains where the techniques are most widely used. Also, the review 

revealed the shift of the learning algorithms from ML to DL in recent studies in the year 2021. 

Overall, the review provides good discussions related to the different type of algorithms applied in 

various domains for achieving various types of tasks. 
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