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Out beyond ideas of wrongdoing and rightdoing there is a field.
I’ll meet you there.

Rumi (1207-1273), Persian Poet
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Abstract

Digital ecosystems are continually confronted with increasing number, soph-
istication, and complexity of cybersecurity threats and incidents. Cyberse-
curity researchers have been acutely aware of this challenge for many years,
and it led them to look for solutions to bridge the gap between their empir-
ical data and macro-level realities. In the early 2000s, economic models, or
in general economics language, were hailed to explain, predict, and man-
age many cybersecurity problems more clearly and convincingly. Over the
past two decades, the close collaboration between cybersecurity economics
researchers and economists, sociologists, lawyers, politicians, and psycho-
logists led to tremendous advances towards attaining these goals. This col-
laboration enabled us to identify, collect, and interpret existing and emer-
ging issues that could impact the cybersecurity posture of agents operating
at different levels of open, complex socio-technical systems. However, re-
cent findings indicate that cybersecurity economists still struggle to factor
in various issues, such as human and institutional governance and domin-
ance structures, complexity and uncertainty of the digital ecosystems, and
the rapidly changing dimensions of cybersecurity issues, to suggest prac-
tical and sustainable solutions.

These issues have made various challenges in theory and practice of cyber-
security economics that hinder the proposed solutions within this field to
be embedded in social norms and institutions that promote secure behavior
in digital ecosystems. After identification of these challenges, this research
project explores and advocates multi-paradigmatic approaches to tackle the
theoretical challenges in cybersecurity economics research. We argue that
these approaches provide appealing theoretical and practical frameworks

3
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to understand and interpret known and unknown cybersecurity problems.
Regarding the practical challenges, however, this thesis supports the no-
tion of cybersecurity as a public good. Although this notion has been pro-
posed repeatedly by scholars, it has not been substantiated by qualitative
and quantitative analysis and studies. Therefore, in this thesis, we take up
the challenge of employing a range of paradigms including functionalism,
constructivism, and critical realism within one research investigation: cy-
bersecurity as a public good. This thesis outlines a research project in which
several studies were conducted to investigate this topic from perspectives of
individuals, groups, and institutions. Results were obtained through using
theories and methods from multiple paradigms as the basis for research. In
seven research papers, details of the studies are given, research findings are
presented, and the validity of the methods is discussed.

Following transdisciplinary research strategy that supports co-creation of
knowledge by participatory inclusion of scientific and societal actors, this
research project suggests gamification and policy games to re-integrate know-
ledge and provide an essential context for understanding some of the most
important, complex, and difficult issues both scientific and societal actors
face. We proposed a socio-technical framework to design and develop seri-
ous games and developed and evaluated an instantiation of this framework.
The evaluation results show a promising outlook on how gamification can
be effectively used for promoting secure and sustainable behavior in digital
ecosystems.
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Cybersecurity
A computing-based discipline involving technology, people, 
information, and processes to enable assured operations. It 

involves the creation, operation, analysis, and testing of secure 
computer systems. It is an interdisciplinary course of study, 

including aspects of law, policy, human factors, ethics, and risk 
management in the context of adversaries [1].

Economics
Economics is the study of how human beings 

coordinate their wants and desires, given the decision-
making mechanisms, social customs, and political 

realities of the society [2].
Economics is the study of economies, at both the level 

of individuals and of society as a whole [3].

Cybersecurity Economics
A  field of research that offers a socio-technical perspective on economic aspects of 
cybersecurity to provide sustainable policy recommendations, regulatory options, 
and practical solutions that can substantially improve the cybersecurity posture of 

the interacting agents in the open socio-technical systems. (RP1)

Theoretical Challenges (RP1) Practical Challenges (RP1)

1) Complexity
2) Unrealistic assumptions
3) Difficulty in measurement and quantification of the

psychometric variables
4) Rigor and relevance trade-offs
4) Parameter identification in construction of models

1) Incentives (misaligned and perverse)
2) Externalities (negative and positive)
3) Asymmetries (information and power)

Multi-paradigmatic approaches (RP2)
 Studies such as [4, 5, and 6] propose new security paradigms, or 
ways to shift the existing paradigms, as they present anomalies 

implying the research on cybersecurity has not been able to 
provide a good explanation for real-world phenomena. Multi-

paradigmatic approaches dialectically cross different paradigms, 
disciplines, theories and research stakeholders perspectives; and 

create a practical research plan by combining important ideas 

from competing epistemological values.

Treating cybersecurity as a public good
There is a mounting consensus on treating cybersecurity as a public 

good to be managed in the public interest [7, 8, 9, and 10]. This 
research concurs this notion as it contributes to 1) tackle the 

practical challenges and the chronic under-provision of 
cybersecurity, and 2) the production of more secure systems, 
promoting secure and sustainable behaviors, and activities to 

manage and respond to ongoing insecurities.

Critical Realism: generative mechanisms and structures that 
enable/constrain actions

Functionalism: mutually constructed meanings and associated 
events

Constructivism: realities as perceived by individuals in their 
social settings

Cooperation requires people to bear an individual cost to benefit others. We 
studied how social preferences influence the willingness to cooperation to 

provide cybersecurity. (RP3)

Cooperation is regulated by social norms that establish standards for how 
people should behave in particular situations. After we realized the benefits 
of the polycentricity in the governance of cybersecurity as a public good, we 

analyzed the institutional design of EU cyber incidents and crises 
management as a complex public good. (RP5)

By constructing an agent-based simulation model, we explored the behavior 
of agents when cybersecurity is treated as a public good. This model 

incorporates social preferences, polycentric governance structure, and 
decentralized punishment of free-riders. (RP4)

Main Research 
Question

How can solutions provided by cybersecurity economics research be embedded in social norms 
and institutions that promote secure behavior in digital ecosystems?

Research 
Question 1

What are the current major problems and challenges in the cybersecurity economics theory and practice?

Research 
Question 2

What praxes address the identified problems and challenges in the cybersecurity economics theory and 
practice?

Research 
Question 3

How can scientific and societal actors be guided to follow the suggested practices and embed them into 
their social norms and institutions?

This thesis explored how secure and sustainable behavior can be enact using gamification. Sustainable behavior can be guided by an 
individual’s principles, values, beliefs, and adherence to social norms [11]. Taking this into consideration and with due regard to the 
principle of experiential learning and situational leadership, (RP6) proposed a socio-technical framework to design and develop serious 
games in cyber ranges. (RP7) implements and evaluates an instantiation of this framework. The results of the evaluation suggests that 
gamification can be used to re-integrate knowledge and provide an essential context for understanding some of the most important, 
complex, and difficult issues both scientific and societal actors face.

Figure 1: The thesis at a glance. The reference to the cited studies and details of high-
lighted research papers are in the next page.
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Chapter 1

Introduction

This chapter provides an introduction to the thesis subject area and prob-
lem statement. To this end, it describes the research motivation, research
questions, research outcomes, key contributions, and overall outline of the
thesis.

1.1 Research Motivation
When I started this project in May 2018, WannaCry (3) and its shocking
effects were still the hot topics of the debates among academic researchers,
industrial practitioners, and technology journalists. Within 8 hours, Wan-
naCry had spread around the world, infecting thousands of computers in
150 countries (4) and had an impact that was estimated to range between
$4 and $8 billion (5). In 2019, according to the news sites Insider and The
Washington Post, the personal information of over 533 million Facebook
users in 106 countries was posted in a low-level hacking forum for free after
a data breach in August (6, 7). Although Facebook decided not to notify
users, security researchers said hackers could use the data to impersonate
people and commit fraud. In 2020, many businesses, service providers, and
governments witnessed a surge in cyber-attacks, including phishing, social
engineering, and spamming, due to the changes caused by the COVID-
19 pandemic. However, the year ended with a significant and large-scale
supply chain attack targeting the IT infrastructure company SolarWinds.
The SolarWinds hack gave the attackers access to the computer networks
of over 18,000 of SolarWinds’s customers, including sensitive and high
profile targets such as the U.S. government agencies, American nuclear re-
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14 Introduction

search labs, government contractors, IT companies, and non-governmental
agencies around the world (8). According to The New York Times (9), new
evidence from the security firm CrowdStrike suggests that the SolarWinds
hackers used companies that sell software on behalf of Microsoft as a con-
duit to break into customers’ software (10). Finally, by the time I started
to write this thesis, the Log4j vulnerability was making the headlines. The
vulnerability has been labeled as the "most serious vulnerability in decades"
which could impact the entire internet and hundreds of millions of devices
in the world (11).

The previous paragraph highlighted a few significant, large-scale cyber-
attacks in the last four years. This list could be appended by thousands of
other cyber-attacks targeting single or groups of national and international
entities and ordinary people around the world (12). Whereas deficient cy-
bersecurity technologies deserve considerable blame for inadequate cyber-
defense, seeing and accepting the problem only as a technical shortcoming
is to miss the bigger picture (13, 14). Governance structures which enable
misaligned incentives (15), uncontrolled spillovers and endogenous uncer-
tainties (16), and dominating powers unwilling to engage in negotiations on
cybersecurity-related subjects are also part of the problem. Besides cyber-
security is not a technology in itself, but rather a technology-driven problem
that spans across multiple jurisdictions within regulatory institutions (17).
Fast changing technologies have created and changed dimensions of cyber-
security issues (18).

Challenges to remedy these problems, and also their negative impacts, ex-
acerbate when digital societies are being shaped locally and globally. The
complexity, interdependencies, and innovation-driven growth of the socio-
technical systems which such societies rely upon have created obstacles to
provide sustainable solutions to mitigate cybersecurity risks (19, 20). A
review (Research Paper 1) of the literature focused on cybersecurity eco-
nomics shows that researchers are well aware of these problems. However,
have their research outcomes been successful to deal with the problems
efficiently? The answer to this rhetorical question is indeed: "we do not
know!". Each and every attempt within the research field of cybersecurity
economics makes a contribution toward a solution. However, the underly-
ing problems and questions are "What is the adequate level of cybersecurity
and how much should we spend to provide this level?", "How and for whom
to provide cybersecurity?", "Who needs to pay for interdependent and cas-
caded risks?"
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These questions show that cybersecurity economics is challenged by sev-
eral problems which their solutions require fundamental changes in struc-
tures, paradigms, behavior, and institutions. The presence of these prob-
lems leads to trade-offs and dilemmas such as not-in-my-backyard dilemma
and public goods dilemma. These dilemmas require proper conceptualiza-
tion to adequately address the specificities of cybersecurity. Therefore, the
absence of proper understanding of numerous factors and causalities will
lead to missed opportunities and empowers those who are willing to dis-
credit the essence of the fundamental changes (21). As a result, we observe
that today organizations and governments are caught in a vicious circle1

in which various elements intensify and aggravate each other, leading to
a worsening of the situation. This research project seeks to understand
these elements (i.e., major problems, issues, and challenges in cybersecur-
ity economics research) and to explore praxes and mechanisms that creates
knowledge that is solution-oriented, sustainable, and transferable to both
scientific and societal practices.

1.2 Problem Statement
This section presents the problem that this thesis focuses on. This is a hard
task as cybersecurity has become a scientific and societal concern in the
last decades due to digital transformation (24). Digital transformation has
created massive and complex interacting digital ecosystems. Various inter-
esting socio-technical transitions are expected to emerge from strong inter-
actions in these ecosystems under adopting new technologies and changing
business models (25). These transitions can only develop, be managed,
and evolve when the focus is not limited to technical aspects, but also in-
cludes social and institutional aspects. They are multi-level in terms of
governance, and they cut across the individual, organizational, national, re-
gional, and global levels. A significant consequence of these cross-cutting
interactions is the emergence of collective action problems because of mis-
aligned incentives, information asymmetry, externalities, and other issues
that can be explained more clearly and convincingly using the language of
economics. Since 2000, a stream of research, known as cybersecurity eco-
nomics, has investigated the effect of these problems on the cybersecurity
posture of agents operating at all these levels.

1Vicious circle refer to complex chains of events that reinforce themselves through a feedback
loop. In the absence of appropriate measures, the elements of the vicious circle reinforce each other
and lead to detrimental results (22, 23).
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We observe that many of the mixed-methods and insights from other fields
of study such as economics, sociology, psychology, and politics have been
employed in cybersecurity economics. The studies conducted within cyber-
security economics research emphasize the relevance and complexity of the
interrelationship between social and technical dimensions in the analyses of
cybersecurity topics. The inclusion of 1) human agency, reflected by the in-
terests, behavior, and preferences of humans, 2) organizations, reflected by
the information flow, resource allocation, and strategy implementation, and
3) institutions, reflected by societal practices, norms, and values in the liter-
ature of cybersecurity economics sets the stage for the multi-level analysis.
This analysis needs to be navigated through a different type of thinking
than the ones which created the problems. There are two reasons behind
this statement.

First, as argued by Fazey (26), many of the problems that societies are
currently facing like climate change and including the cybersecurity prob-
lems, need new ways of reasoning and assessment that go beyond dominant
disciplines and paradigms, exploring new insights and responses. Second,
since there are increasing calls for exploring pathways for societal trans-
formations towards sustainability, the solutions need to be systematic, long-
term, and adapt to non-linear changes, spanning across the different sec-
tors of societies. To this end, this thesis advocates multi-paradigmatic ap-
proaches and transdisciplinary research that support co-creation of know-
ledge by participatory inclusion of scientific and societal actors to address
the following main research question:

How can solutions provided by cybersecurity economics research
be embedded in social norms and institutions that promote se-
cure behavior in digital ecosystems?

The main research question is twofold: (a) finding and developing so-
cietally relevant solutions; and (b) communicating the designed and cre-
ated research outcome to relevant actors to be implemented in a way that
brings about a significant improvement in the current situation. The former
stresses on that greater attention in cybersecurity economics theory is re-
quired to propose solutions and processes for change that expand beyond
simply understanding the problem. This includes focus on aspired out-
comes and how they are expected to be achieved. The latter is a funda-
mental point in cybersecurity economics practice when it comes to decid-
ing how cybersecurity actors and their interrelations should be governed by
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social rules and institutions. Therefore, this research explores both theory
and practice of cybersecurity economics to answer this question and the
research questions defined in the next section.

1.3 Research Questions
To answer the main research question the work has been broken down into
three sub-questions:

RQ1. What are the current major problems and challenges in the cyberse-
curity economics theory and practice?

RQ2. What praxes address the identified problems and challenges in the
cybersecurity economics theory and practice?

RQ3. How can scientific and societal actors be guided to follow the sug-
gested practices and embed them into their social norms and institutions?

The research questions follow a sequential order in which the study of one
relies upon the results of the former. RQ1 aims to ground the research
by exploring contemporary research approaches and outcomes to identify
major problems and challenges in the cybersecurity economics theory and
practice. The answers to this question introduces an important query to find
out what praxes can be suggested to address the identified problems and
challenges in cybersecurity economics theory and practice. Praxis means
the process by which the relationship between reflection and practice or the-
ory and practice can transform society, organizations, and individuals (27).
Therefore, RQ2 aims to explore a variety of methodological procedures that
empower both scientific and societal actors to resolve epistemological and
practical tensions in tackling the identified challenges. Lastly, RQ3 seeks to
realize how these procedures can be developed and evaluates a mechanism
through which they influence the cybersecurity of digital ecosystems and
promote sustainable cybersecurity solutions.

1.4 Research Strategy
As mentioned in the previous sections, cybersecurity challenges can be cat-
egorized as socio-technical challenges. Transdisciplinarity has been pro-
posed as one important way for researchers to respond to this type of chal-
lenges, particularly when sustainable solutions are needed to develop and
drive secure digital ecosystems (28, 29, 30). Transdisciplinary research
is a comprehensive, multi-perspective, problem- and solution-oriented ap-
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proach to a societally relevant issue that integrates scientists from a wide
range of academic disciplines as well as non-academic actors (31, 32). A
transdisciplinary research is needed to understand the structure and pro-
cesses of the socio-technical systems as well as the paradigms, values, and
goals of different actors within the problem field, and to identify methods
and means of achieving secure and sustainable digital ecosystems.

There are several frameworks that can be used for transdisciplinary research
(33, 34, 35, 36). Each framework has its particular benefits and a researcher
can choose one that is most relevant for their research. This research em-
ploys the framework proposed by Lang et al. (35). As Figure 1.1 shows,
this framework is composed of three phases. The phases are linked and iter-
ative, where feedback is always obtained from one phase to the others. The
first phase starts with the identification of societal problems. The researcher
formulates research objectives, societally-relevant research questions, and
the design of a research study to navigate our inquiry. These three are
presented in Sections 1.2, 1.3, and 3, respectively.

The second phase of this framework is the actual doing of the research by
adopting a set of integrative (scientific) paradigms and methods to further
develop and integrate different bodies of knowledge in the process. This
phase aims at generating knowledge which is meaningful to practitioners
and which creates a comprehensive problem understanding. In transdis-
ciplinary research, knowledge is conceptualized as being of three types:
systems, target, and transformation knowledge. Systems knowledge is ana-
lytical, descriptive or explanatory knowledge about specific problems, chal-
lenges, and ideas. Target knowledge is normative knowledge about values
and norms related to more desirable futures. Transformation knowledge is
practical knowledge about how to transform an existing, problematic situ-
ation into a better one (37, 38). These are gathered, exchanged, compared,
and synthesized from various sources, including from academic and non-
academic stakeholders while defining strategies to address real-world prob-
lems. This transdisciplinary process yields co-produced knowledge which
provides a holistic problem understanding across different scales and levels
of abstraction.

Knowledge systems are differentiated according to three levels of abstrac-
tion: most abstract level, intermediate level, and most concrete level (39).
Each level is characterized by its content and its connections. Theories
form the middle level of abstraction, and they contain specific proposi-
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• Incentives
• Externalities
• Asymmetries

• Complexity
• Lack of empirical data
• Disciplinary specialization
• Methods Scarcity
• Rigor-relevance tradeoff

Scientific ChallengesSocietal Challenges

A) Problem Framing

B) Creation of solution-oriented
knowledge through multi-

paradigmatic research

• New concepts and advancing
the existing concepts

• Prototypes
• Measures
• Institutional arrangements
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• New research questions

Useful results for scientific practiceUseful results for societal practice

Societal Discourse Scientific Discourse
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application of created

knowledge

Societal Practice
Transdisciplinary 
Research Process

Scientific Practice

Phase A

Phase B

Phase C

Figure 1.1: Transdisciplinary research process as the research strategy of this project.
Adapted from (35). This strategy is comprised of three phases. Each phase interrelates
with both societal and scientific practices. For example, after re-integration and applica-
tion of created knowledge in Phase C, we present our generic insights (e.g., how to benefit
from multi-paradigmatic approaches in cybersecurity economics research, advancing the
concept of cybersecurity as a public good, and how gamification can be used as a pro-
motion and behavior change strategy), methodological innovation (e.g., using Institutional
Grammar to analyse the institutional designs within the domain of cybersecurity) theoret-
ical innovation (e.g., incorporation of social preferences in the decision models and utility
functions in cybersecurity economics models) and new research question outlines in Sec-
tion 4.2. In the societal practice, we proposed a multi-layer perspective to treat cybersecur-
ity as a public good, developed a prototype of a policy game that can be used to promote
secure and sustainable behavior in digital ecosystems, and new insights and suggestions
for the institutional arrangements within the context of cyber incidents response and crises
management.
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tions about constitutive concepts (elements of the theories) and causal con-
nections between these concepts (the relational structure of the theories).
On a higher, more abstract level, there are paradigms. They contain cog-
nitive signifiers, which function as anchor points for the organization of
knowledge (in other words, as focal points for the scientific discourse).
Paradigms provide the connections between theories in specific fields of re-
search and more generic ontological and epistemological perspectives. On
the lowest, most concrete level, there are the observable implications that
we deduce from theories (predictions). They form the connecting points
between abstract systems of knowledge and the empirical world. As presen-
ted in Section 3.2, different forms of inference enable us to move from
concrete to abstraction. In addition, Chapter 3 describes the theoretical ra-
tionale, research approach, research methodology, and research methods
adopted in Phase B.

Phase C focuses on the use, application, and implementation of the research
outcomes. As different paradigms and research methods are integrated over
the entire process of transdisciplinary research, this phase is different from
the classical form of knowledge transfer from science to practice (40, 41). It
is, instead, (re-)integration and application of results into the societal prac-
tice and scientific practice. In our research, this integration aims 1) to en-
hance decision-making capacity of the practitioners involved by empower-
ing and motivating them to contribute more actively to the implementation
of provided solutions, and 2) to suggest new changes to the current institu-
tional design of cybersecurity policies and regulations to alter the structure
of incentives.

1.5 Research Outcome
This chapter discusses how our findings during this project contributed to
answer the research questions. The chapter is organized according to re-
search questions defined in Section 1.3. Finally, the section ends with the
classification of the research papers based on type of knowledge and levels
of abstraction.

1.5.1 Main Research Question

"How can solutions provided by cybersecurity economics re-
search be embedded in social norms and institutions that pro-
mote secure behavior in digital ecosystems?"
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As we mentioned in Section 1.2, the main research question is twofold. It
concerns both theory and practice of cybersecurity economics research. In
theory, the solutions should extend actors’ view of cybersecurity to com-
prehend the complexity of their implementation in practice. It is foolhardy
to assume that just because two or more factors have been incorporated in
a model to determine the optimal investment in cybersecurity, the cyber-
security posture will automatically enhance.2 There may be other factors
(e.g., a perception that underinvestment will never be discovered by the reg-
ulators; market rewards corporations for risk-taking when those risks are
largely borne by other parties; or there are conflicting interests involved)
that will influence intentions, behaviors, and outcomes. To realize theor-
etical benefits in practice, the proposed solutions should be multi-pronged
and have the potential to be deployed as a social norm embedded in in-
stitutions and implemented by actors. This thesis puts forward employing
multi-paradigmatic approaches in research within the domain of cyberse-
curity economics contributes to obtain this potential.

In practice, however, actors face with various issues such as incentives (mis-
aligned or perverse), asymmetries (information or power), and externalities
(negative or positive) that make barriers to implement the proposed solu-
tions. This research project concurs the doctrine of cybersecurity as a public
good to deal with such challenges. Public goods contribute to social inclu-
sions and they strengthen a shared sense of participation. Such character-
istics enable the actors to diffuse information, co-produce solutions, share
in anticipation of the future, and coordinate in different forms. However,
due to externalities and misalignment of incentives, not all cybersecurity
functions, products, and services should be treated as public goods. This
distinction matters for actors and policy-makers. Therefore, a multi-layered
perspective that distinguishes utility, supply, and production is suggested to
improve the understanding, translating and deploying solutions to create

2This statement does not mean that theory can have a very weak impact on practice. Conversely,
this thesis acknowledges that scientific models and academic research can have a tremendous influ-
ence even if not embedded in transdisciplinary research and co-created with many societal actors. As
John Maynard Keynes states in his book, The General Theory of Employment, Interest and Money
(42), "Practical men, who believe themselves to be quite exempt from any intellectual influences, are
usually the slaves of some defunct economist". However, he questions restrictive assumptions and
shows the limitation of such approaches by putting at the centre of his analysis the role played by
uncertainty in shaping economic outcomes. As he pointed out: "It would be foolish, in forming our
expectations, to attach great weight to matters which are very uncertain". Therefore, this thesis en-
courages cybersecurity economics research to lay stress on studies that take account of complexity,
interdependencies, uncertainty, and diversity of factors that contribute to a result.
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and sustain secure and resilient environment.

Finally, to meet theory and practice needs, this thesis suggests gamification
from a instrumental perspective to modulate the behavior of individuals
and groups. Gamification, as a participatory approach, enables us to re-
integrate knowledge, close the gaps, and communicate the designed and
created research outcomes to relevant actors. Through gamification we can
identify actors’ needs, disentangle their problems, and gather a compre-
hensive understanding of the problem context. We can also enable, engage,
and empower them to actively implement the solutions proposed within the
scientific practices.

In the following sections, we represent the details of challenges, sugges-
ted praxes to deal with these challenges, and mechanisms to develop and
implement these suggestion.

1.5.2 Research Question 1

Research Question: What are the current major problems and challenges
in the cybersecurity economics theory and practice?

Related Research Paper:

• RP1. Systematically Understanding Cybersecurity Economics: A
Survey

Main Contribution:

• Improved understanding of the problems and challenges in cyberse-
curity economics theory and practice

Answer to the research question: The identified major problems in the
theory and practice of cybersecurity economics include scarcity, uncer-
tainty, change, and dominance. RP1 and Section 2.1 of this thesis discuss
these problems in detail. Table 1.1 outlines these problems with an example
of each in theory and practice. For an instance, scarcity in theory can be
attributed to scarcity of research methods or knowledge to holistically un-
derstand and assess the situations and propose efficient solutions. Scarcity
in practice, on the other hand, is featured by scarce cyber-physical techno-
logies and skilled workers to deploy in networks and cyber infrastructures.
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Table 1.1: The identified major problems in theory and practice of cybersecurity econom-
ics with anecdotal examples (the examples are based on individual experience rather than
rigorous or scientific analysis).

Theory Practice

Scarcity Scarcity of research methods
or knowledge

Scarcity of skilled worker or
cyber-physical technologies

Uncertainty Uncertainty in scientific
measurements and prediction

Uncertainty in technological
developments

Dominance Dominance of neoclassical
economics in cybersecurity
economics research at the
early stages

Power imbalance in the EU
to influence the governance
structure

Change Change in political structure
of a country (e.g., Brexit)

Change in scientific collabor-
ations

In the literature of cybersecurity economics, different solutions have been
suggested to these problems. We classified these solutions into groups of
budgeting, economic efficiency, interdependent risks, information asym-
metry, governance, and sustainability. The diversity of these solutions in-
dicates that cybersecurity economics research is not limited to determine
optimal investment in cybersecurity, but also covers politics, coordination,
and other organizational and institutional topics.

After identification of major problems, we highlighted five major chal-
lenges that have been pointed out in the literature of cybersecurity eco-
nomics. The first challenge that has been extensively recognized in the
literature is complexity. If organizations, societies, and markets are viewed
as complex and out-of-equilibrium systems, understanding non-linear, ad-
aptive, and evolutionary patterns which emerge from system dynamics and
agents’ behavior in network structures is important for researchers. To
tackle this challenge, the researchers need to reconsider the dominant equi-
librium thinking in their models and shift from focusing on proposing mod-
els to optimize and predict system equilibrium to manage the complexity
of cybersecurity better.

The second challenge is that most economic models rest on a number of
assumptions that are not entirely realistic3. For example, we inductively

3The debate on acceptability of unrealistic assumptions as the simplifying assumptions became
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derived from our observation that at the early stage of research on cyber-
security economics, scholars often assumed that the decision makers are
rational and have perfect information. After two decades of research, there
is a growing literature in cybersecurity economics that shows humans do
not have the processing capacity to be perfectly rational (i.e., bounded ra-
tionality), even if they had perfect and complete information. Therefore,
any analysis of the results and application of the proposed models must
consider the inaccuracies that compromises the model based on these as-
sumptions. Additionally, the model overlooks issues that are important to
the question being studied, such as externalities and interdependencies4.

The third challenge is the difficulty in measurement and quantification of
the psychometric variables, such as the perceived value of cybersecurity,
perceived cyber risks, and willingness to pay/collaborate. When the re-
searchers neglect these variables, their model cannot provide full explan-
ations or correct predictions of the phenomenon under study. The lack of
reliable instruments to determine the indicators of these latent constructs
contribute to the difficulty in measuring them. Another important challenge
is the tension between rigor and relevance across cybersecurity economics
models. On one hand, the models that are purely theoretical or expressed
mathematically are prone to poor relevance and applicability. One the other
hand, the models that are purely based on practitioner concerns are prone to
poor theoretical coherence and rigor. The main question here is if a trade-
off must exist between rigor and relevance. If yes, what is the right balance
between rigor and relevance in the study? To answer these questions, the re-
searchers need to understand the system, identify the significant constructs,

heated after Friedman (43) pointed out that assumptions used in economics need not be realistic;
as long as the conclusions (especially predictions) stand up to the test of empirical verification,
unrealistic assumptions are acceptable as simplification for analysis (44). This thesis acknowledges
that simplifying assumptions or methods of simplification may or may not be acceptable depending
on the context. Exactly the same assumption may be acceptable for a certain analysis but not in
another. Some very successful theories are based on assumptions that appear hard to justify (45). For
example, invisible hand theory that involves self-interested who choose rationally. The main point
differentiating acceptance and rejection should be whether the results (conclusions and predictions)
are distorted to be misleading or not. This makes realism, at least in terms of the relevance of
results, important. However, some assumptions may be acceptable as harmless simplifications, or
even useful simplification to allow focus on the important relationships. For example, while pure risk
neutrality is unrealistic (46), assuming agents to be risk-averse can be considered as a simplifying
assumption (e.g., (47)).

4One of the unrealistic assumptions in neoclassical economics is that agents act independently on
perfect (full and relevant) information. Relying on this assumption, the Gordon-Loeb model neglects
all forms of interdependence that can arise among firms (48).
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and use scientific methods that promote the systematic uptake of research
findings and other evidence-based practices into routine practice.

Finally, the fifth challenge is the arising problem of parameter identific-
ation in construction of models using econometrics. Econometrics is the
application of statistical and mathematical methods using observational
and empirical data to develop new theories or test hypotheses. There are
a multitude of parameters which affect the behavior of actors, operation
of socio-technical systems, and structure and characteristics of the envir-
onment. When the value of these parameters and how they effect on the
outcomes is uncertain, the reliability of constructed models to predict de-
creases when it comes to empirically test the models. The next research
question attempts to suggest solutions that empower both scientific and so-
cietal actors to deal with these challenges.

In addition to the theoretical challenges identified in this research pro-
ject, there are significant practical challenges in cybersecurity economics
as well. In this research project we categorized these challenges into three
groups of economic incentives, asymmetries, and externalities. This cat-
egorization is based on the fundamental concepts highlighted in (49). In
simple terms, incentives are means that influence people to act in certain
ways. The joint influence of social norms and economic incentives on indi-
viduals’ choices are recognized in the literature of sociology and economics
(50, 51, 52). The literature of cybersecurity economics has been focused on
two challenges regarding the economic incentives: misaligned incentives
and perverse incentives. The former occurs when individuals, groups, divi-
sions, or organizations are rewarded for behaviors that would conflict with
others within and across organizations (53). The latter are those incentives
that have unintended and undesirable results that are contrary to the inten-
tions of their designers (54, 55). Misaligned and perverse incentives are
increasingly becoming important now that cybersecurity is not merely used
to protect against malicious attacks, but also to protect monopolies, product
differentiation and market segmentation (56).

Asymmetries, the second category of these challenges, can be separated
into information asymmetry and power asymmetry. The finance literature
show theoretically that informational asymmetries can have a profound im-
pact on a agents financing and investment decisions and on managerial in-
centive compensation contracts (57, 58, 59). The problems of information
asymmetry have also received considerable attention in the literature of cy-
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bersecurity economics; however, studies on power asymmetry are limited.
Social interactions involve most of the times power asymmetric relation-
ships (60). Power stems from various sources and takes several forms. For
instance, people or organizations are powerful when they can administer
punishments or rewards, when they are in a hierarchically higher position
than others, when they have knowledge, expertise, and technology, when
they are admired and respected, and when they have alternative options
which enable them to make choices. As Anderson stated "information
security is about power and money (56)", power asymmetry is a decis-
ive factor in how all kinds of relationships develop and how conflicts are
handled and resolved.

The third category of practical challenges involves externalities and spillovers.
Externalities occur in an economy when the production or consumption of
a specific good or service impacts a third party that is not directly related
to the production or consumption of that good or service. For example,
under-investment in cybersecurity by SolarWinds threatened the security of
customers that were using commercial software application made by Solar-
Winds and incurred them external costs. Spillover effect, on the other hand,
refers to the impact that seemingly unrelated events in one agent (e.g., na-
tion, organization, or even individual) can have on the cybersecurity pos-
ture of other agents. For example, geopolitical and geo-economic tensions
among the countries are increasingly expressed in cyber and information
warfare which have wide-ranging impacts in the private sector due to state-
sponsored cyber-attacks against them.

Martinez–Carrasco separates spillovers into either technological or social
in nature (61). Technological spillovers can be thought of as the mech-
anical response of rational agents responding to stimulus generated in the
environment, where their answer to these stimuli is independent to the iden-
tity of other agents. Social spillovers, by comparison, emerge from the so-
cial preferences of the agents. Social spillovers may activate based on the
mere presence of someone else (as in the peer pressure or pro-social be-
havior literature) or it may depend on the characteristics and the type of
interaction with other agents. Social spillovers may appear even if agents
are technologically independent and there is no interaction among them.
While externalities and spillovers have both positive and negative effects,
the literature of cybersecurity economics mostly has been focused on the
negative effects (62, 63).
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The combined, or even separated, effects of these practical challenges in cy-
bersecurity encourage problematic self-interested behavior among the act-
ors. Moreover, some of these challenges such as misaligned incentives
and information asymmetry reinforce themselves through a feedback loop.
These challenges are not new to the economists and they have been extens-
ively studied in the literature of economics. However, within the context
of cybersecurity economics, the researchers face with important questions
regarding the design of research projects and methodologies that address
these challenges. This research project acknowledges that these challenges
can be overcome by taking individual and structural factor into account.
As a governance system can affect the degree of information asymmetry
between the agents (64), the true preferences and intention of individuals
can also cause asymmetric information (65). The next research question
investigates the praxes that can address the identified problems and chal-
lenges in the theory and practice of cybersecurity economics.

1.5.3 Research Question 2

Research Question: What praxes address the identified problems and chal-
lenges in the cybersecurity economics theory and practice?

Related Research Papers:

• RP2. Multi-paradigmatic approaches in cybersecurity economics

• RP3. Social preferences in decision making under cybersecurity risks
and uncertainties

• RP4. Advancing the concept of cybersecurity as a public good

• RP5. Analysis of institutional design of EU cyber incidents and crises
management as a complex public good

Main Contributions:

• A set of recommendations that aim to support a transdisciplinary, re-
flective, collaborative, and integrative research within the field of cy-
bersecurity economics

• Examining the doctrine of cybersecurity as a public good through a
multi-paradigmatic research
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Answer to the research question: This thesis recognizes that the afore-
mentioned problems and challenges cannot be dealt with through a single
paradigm. Therefore, in RP2, we sought to explicate and contextualize
multi-paradigmatic approaches to deal with the highlighted challenges in
theory. Multi-paradigmatic approaches enable the researchers to manoeuvre
in between and across a mixture of disciplinary boundaries as the first step
towards transdisciplinary research. Transdisciplinary research does not re-
quire a fundamental reorientation of the science. Rather, in our under-
standing, it is a synthesis of different paradigms, each with a clear orient-
ation, function, and methodology. A researcher can cross these paradigms
to identify transformative discourses and thus represent an important and
irreplaceable contribution to complex issues. To date, no work has been
published explicitly describing the methodological approaches that might
be used to integrate the range of paradigms present in most cybersecurity
economics research. However, in this research we discussed the desirabil-
ity and feasibility of this approach along with some guidelines that can be
followed to initiate a multi-paradigmatic research project.

We describe the multi-paradigmatic approach in cybersecurity economics
research as a process of i) examining critically personal and professional
values and beliefs, ii) exploring how worldviews have been shaped and gov-
erned by largely invisible social and cultural norms, iii) appreciating and
understanding the intertwined role of institutions in reducing uncertainties
and establishing sustainable, secure cyberspace, and iv) delineating future
scenarios as a way to anticipate challenges, opportunities, and threats for
organizations and governments’ contingency planning. This process pro-
duces a style of research that synthesizes divergent insights and contributed
to deal with the outlined challenges in theory of cybersecurity economics.
In practice, however, we supported the doctrine of cybersecurity as a public
good to address the challenges such as incentives, asymmetries, and extern-
alities.

Public goods are costly to produce but benefit everyone, thus creating a
social dilemma: individual and collective interests are in tension. Ignor-
ing this dilemma leads to the under-provision of cybersecurity as a pub-
lic good. Understanding how to motivate stakeholders to pay these costs
is therefore of great importance for policy-makers. Our studies (RP3 and
RP4) show that voluntary cooperation is fragile, even if most actors are not
free riders. Other mechanisms like punishment, rewards, communication,
or good institutional design are necessary to sustain cooperation. By em-
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ploying multi-paradigmatic approaches, cybersecurity economics can sig-
nificantly contribute to the formulation and deployment of such mechan-
isms. In our research, we employed two paradigms of constructivism and
critical realism to examine the concept of cybersecurity as a public good in
different perspectives. We studied this topic initially by testing several hy-
potheses to show how the assumptions and parameters of behavioral mod-
els of social preferences relate to the willingness to cooperate within the
context of cybersecurity. The moderating effect of social preferences on
willingness to cooperate was supported by the collected data from soci-
etal stakeholders. The results of this study are presented in RP3. This led
us to incorporate social preferences into the utility function that predicts
observed decisions. It also motivated us to study critical paradigm where
perceives human nature as cooperative, collective, and social.

With these results, we constructed an agent-based model in which a group
of heterogeneous agents participate in provision of several cybersecurity
measures as public goods. Heterogeneity of the agents is based on their
resource level, other-regarding preferences, reciprocity, and experience of
cyber-attack. Analyzing the influence of different parameters of this model
showed that with possibility of punishment, the agents adopt an evolution-
ary strategy towards the provision of cybersecurity as a public good and
create a robust environment. In other words, the simulation results for our
baseline model suggested that the environment forms a dominant strategy
which promotes the cooperation efficiently. Furthermore, our simulations
have been able to exhibit altruistic punishment and inequity aversion prefer-
ences in the agents’ decisions. In this connection, it is important to mention
that the success of providing cybersecurity as a public good was predom-
inantly enabled by the dynamic level of contributions based on the agents’
experience of being a victim, punished, or number of existing free-riders.

In view of the common collective action problems, including free-riding,
it is crucial to understand the forces shaping actors’ cooperation. In RP4
we showed that the neglect of other-regarding preferences may induce cy-
bersecurity economics researcher to largely misunderstand the nature of
many collective action problems. A key to the understanding of collective
action problems is the interaction between selfish actors and actors with
other-regarding preferences. We illustrated the impact of other-regarding
preferences on cooperation for the case of reciprocal or inequity averse act-
ors. First, reciprocal actors are willing to cooperate if they are sure that
the other actors who are involved in the collective action problem will also
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cooperate. If the others cooperate, despite pecuniary incentives to the con-
trary, reciprocators are conditionally cooperative. Likewise, inequity averse
actors are also willing to cooperate if they can be sure that others cooper-
ate. Second, reciprocal, inequity averse, and altruistic actors are willing to
punish free-riders because free-riders exploit the cooperators. Thus, if po-
tential free-riders face reciprocators they have an incentive to cooperate to
prevent being punished.

The coexistence of conditional cooperators and selfish subjects has import-
ant implications. It implies that institutional designs may cause large be-
havioral effects and constrain or shape the actors’ incentives (15). Institu-
tional designs reflect the shared rules, norms, and belief systems that are
established as guidelines for social behavior, which shape the nature of de-
cision making, coordination, and information-sharing processes (66). Insti-
tutional designs can take different forms and structures (e.g., polycentric,
centralized, or decentralized). Our results in RP4 indicated that polycentric
configurations of institutions for addressing collective action problems and
contribution to provide cybersecurity as a public good has been success-
ful. With such insights, we suggested that polycentric governance structure
should be used to promote active participation that empowers stakeholders
to be critical in understanding their problems and enables them to reflect on
their situations that help them to objectively decide on trade-offs. There-
fore, we advanced our research to study how polycentricity is conceptual-
ized and operationalized in cybersecurity policies and institutions. In RP5,
we employed Institutional Grammar 2.0 to investigate whether the EU’s cy-
bersecurity strategies and policies establish a polycentric governance struc-
ture to respond and manage cyber incidents and crises as a complex public
good. Moreover, we analyzed the EU cybersecurity policies to identify
what sanctions are prescribed as part of the regime and to what extent the
sanctioning is centralized or decentralized. Since the scope of this study
has been narrowed down to cyber incident response and crisis management
across the EU, we also explored to what extent policies signal actors’ com-
mitment to ensure efficient coordinated response to large-scale cybersecur-
ity incidents and crises.

The results of this study uncovered the variation in polycentricity within
specific cybersecurity regulations in the EU governance system and the
variation in authorities of different actors across those regulations. How-
ever, our study found weak evidence of punishment and signals of com-
mitment to common goals in the analyzed policies. Although the policies
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of punishment depend on cultural, political, and legal values, the neglect
of proportionate punishment immensely influences the active participation
of agents in the achievement of common goals. One of the reasons that
policy-makers have failed to adequately address these two concepts in cy-
bersecurity policies is that the policy-makers have been unable to perceive
the complexity of human behavior and the systems in which we live. This
led us to inquire into the third research question to come up with approaches
that enable policy-makers to identify the issues that are most relevant to
their specific context and needs.

1.5.4 Research Question 3

Research Question: How can scientific and societal actors be guided to
follow the suggested practices and embed them into their social norms and
institutions?

Related Research Papers:

• RP6. Designing serious games for cyber ranges: a socio-technical
approach

• RP7. Promoting secure and sustainable behavior in digital ecosys-
tems through gamification

Main Contributions:

• A new framework to design and develop serious games to raise secur-
ity awareness, teach hands-on skills, and develop key competencies

• A game design process to promote secure and sustainable behavior in
digital ecosystems and understand the needs and characteristics of the
players through gamification experiences

Answer to the research question: The third research question concerns
through what mechanisms research outcomes become societally relevant
and influence cybersecurity posture of digital ecosystems. Researchers pro-
duce knowledge as a potential. Actualization of knowledge requires its use
(67). This thesis showed that gamification is a plausible method that can be
utilized to instill key competencies (e.g., system thinking, adversarial think-
ing, integrated problem-solving, and anticipatory competencies) to advance
secure and sustainable behavior in digital ecosystems. Furthermore, games
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Figure 1.2: Proposed framework to design and develop cybersecurity serious games (1)

enable the researchers to benefit from practitioners’ experience and know-
ledge. When seeking to understand the experiences and behaviors of hu-
mans, gamification plays an important role in co-production of knowledge
and retroductive inference of what experience must have been.

Considering the complex nature of the cyber domain, the knowledge and
motivation of participants, and the necessity of reflection in action, RP6
proposed a new framework to design and develop serious games that raise
security awareness, teach hands-on skills, and develop key competencies.
As illustrated in Figure 1.2, the framework was built based upon the ex-
isting body of literature on gamification, situational leadership, and exper-
iential learning. To assess this framework, we designed, developed, and
evaluated an instantiation of it in RP7 to investigate whether gamification
can be used to promote secure and sustainable behavior in digital ecosys-
tems. With emphasis on practical relevance, we built a game-based model
to gamify the tasks (e.g., cybersecurity resource allocation, adoption of cy-
ber insurance, information sharing, and incident response) related to sus-
tainable, secure behaviors. Our approach to gamifying the interactions was
to metrify the tasks with additional frame mechanics and elements of play.
Metrification of tasks involves incorporating a measure of attainment upon
which a concept of goal-directed movement is predicated.

The results of our evaluation show significant qualitative evidence of secur-
ity and sustainable behavior in terms of developed system thinking, anticip-
atory and problem-solving competencies. In RP7, we created and followed
the game design process depicted in Figure 1.3. This process enabled us to
both understand the needs of the players and formulate the training of key
competencies in the game more efficiently.
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Figure 1.3: Game design process in RP7
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1.5.5 Classification of the Research Papers

Previous sections highlighted how the findings of this research project con-
tributed to answer the research questions. This section classified the re-
search papers based on type of knowledge and levels of abstraction de-
scribed in 1.4. Figure 1.4 depicts this classification. It should be noted that
this figure shows no mapping between the type of knowledge and levels of
abstraction. However, it illustrates the mapping of research papers to these
two classifications.

• RP1. Kianpour, Mazaher, Stewart J. Kowalski, and Harald Øverby.
2021. "Systematically Understanding Cybersecurity Economics: A
Survey" Sustainability 13, no. 24: 13677

• RP2. Kianpour, Mazaher, Stewart J. Kowalski, and Harald Øverby.
"Multi-Paradigmatic Approaches in Cybersecurity Economics." Pro-
ceedings of the 7th Workshop on Socio-Technical Perspectives in In-
formation Systems, October 14-15, 2021, Trento, Italy.

• RP3. Kianpour, Mazaher, Harald Øverby, Stewart J. Kowalski, and
Christopher Frantz. "Social preferences in decision making under
cybersecurity risks and uncertainties." In International Conference on
Human-Computer Interaction, 2019, Florida, USA.

• RP4. Kianpour, Mazaher, Stewart J. Kowalski, and Harald Øverby.
"Advancing the concept of cybersecurity as a public good." Simula-
tion Modelling Practice and Theory (2022)

• RP5. Kianpour, Mazaher and Christopher Frantz. "Analysis of in-
stitutional design of EU cyber incidents and crises management as a
complex public good." Under review in Policy Studies Journal

• RP6. Kianpour, Mazaher, Stewart Kowalski, Erjon Zoto, Christopher
Frantz, and Harald Øverby. "Designing serious games for cyber ranges:
a socio-technical approach." In 2019 IEEE European symposium on
security and privacy workshops (EuroS&PW), IEEE, 2019.

• RP7. Kianpour, Mazaher and Stewart Kowalski "Promoting Secure
and Sustianble Behavior in Digital Ecosystems Through Gamifica-
tion" In Handbook of Research on Gamification Dynamics and User
Experience Design, 2022.
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Most abstract level

Intermediate level

Most concrete level

Paradigmatic perspectives:
Ontological and epistemological 
assumptions

Theoretical propositions: 
Constitutive concepts and 
causal connections

Empirical predictions: 
Concrete potential 
observations

Systems Knowledge

Target Knowledge

Transformation 
Knowledge

Analytical, descriptive or explanatory 
knowledge about specific problems, 

challenges, and ideas.

Normative knowledge about 
values and norms related to 

more desirable futures.

Practical knowledge about how to 
transform an existing, problematic 

situation into a better one.

RP1, RP2, and RP6

RP3 and RP4

RP5 and RP7

Types of knowledge in transdisciplinary research Level of abstraction in knowledge systems

Figure 1.4: Classification of research papers based on types of knowledge and levels of
abstraction.

1.6 Structure of Thesis
This thesis is structured in two parts. In the first part, after this introduc-
tion, Chapter 2 highlights the theoretical foundations of this research pro-
ject. The theoretical foundations support the employed theoretical mod-
els of this project. To build the foundations, we synthesized the literature
on cybersecurity economics to understand the outcomes and challenges of
the scholarly research in this field. Chapter 3 represents the theoretical
rationale, research approaches, and research methodology of this project.
Chapter 4 concludes this part and outlines the limitations of our work and
the suggestions for the future work. The second part of this thesis includes
the full text of research papers listed in Section 1.5.5.



36 Introduction



Chapter 2

Theoretical Foundations

This chapter provides an introduction to the concepts discussed in this
thesis. It reiterates how we understand the intricacies of cybersecurity
economics research aiming to propose sustainable cybersecurity solutions.
Linking the debate of cybersecurity economics with the studies of sustain-
ability is challenging task. Therefore, this chapter presents clear definitions
of the key concepts and continues to look at how factors such as scarcity,
path dependence, emotions, and paradigms play a role in this discourse.

2.1 An Introduction to Cybersecurity Economics
The study of cybersecurity economics is developing as a field of research
in which it becomes essential to determine the kind and soundness of mod-
els to build in the future, to explore and observe how to implement them
in practice, and to understand how these models affect the systems within
which agents interact. This field is strongly motivated to explain substant-
ive and considerable real-world phenomena in the cybersecurity area. Since
there is no consensus on the definition, this research contextualizes cyber-
security economics as a field of research that offers a socio-technical per-
spective on economic aspects of cybersecurity to provide sustainable policy
recommendations, regulatory options, and practical solutions that can sub-
stantially improve the cybersecurity posture of the interacting agents in the
open socio-technical systems1.

1The concept of the socio-technical systems originated with the insights of Tavistock Institute
researchers in the early 1950s (68). A socio-technical system is the synergistic combination of
humans, machines, environments, work activities and organisational structures and processes that
comprise a given enterprise (69). A socio-technical system has two inter-related sub-systems (70):

37
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In addition to fast changing technologies, the global system’s architecture
is complemented by fragmented decision-making that often leads to gaps
that are still being conceptualized and understood (74, 75). Therefore, a
socio-technical perspective in adoption of systematic approaches that em-
ploy multiple disciplines and methodologies is essential for understand-
ing and managing the state of cybersecurity today, and to better achieve
the goals of cybersecurity economics research. The systematic approaches
identify the different units of analysis to understand the processes within
such units, their interactions with other units, the dynamics defining their
interconnectivity, and the resulting positive and fatal synergies of such in-
teractions. For example, a triggering event may initiate a tipping point as
this event may cross the boundary of units and what actors can accept,
or this event may initiate a cascading effect that further blurs causalities
between exogenous and endogenous factors. This event can either be a
significant game-changing occurrence (e.g., Russian military intervention
in Ukraine leading to the power grid hack in 2015), or a relatively unim-
portant event (e.g., the Estonian government’s decision to move a Soviet
memorial of World War II from its previous location in central Tallinn to a
military cemetery, leading to other events such as a campaign of politically
motivated cyber-attacks against Estonian governmental and commercial or-
ganizations in 2007).

Analyzing the related dynamics, synergies, and triggers is a highly com-
plex endeavor. It requires not only a comprehensive and integrated under-
standing of past and present events, but also the identification and usage
of adequate methodologies for context analysis, the definition of units of
analysis and for data interpretation, both in terms of theories and in terms
of its practical meaning and usability. Nevertheless, a shared understanding
of the drivers behind one’s own decisions and the decisions made by oth-
ers is beneficial, especially when different actors can align their key goals,
paving the way for a more collectively acceptable joint agreement. This is

the technology sub-system includes not only equipment, machines, tools and technology but also the
work organisation; the social sub-system includes individuals and teams, and needs for coordination,
control and boundary management. (71). An open socio-technical system can be defined as one in
which there is flow (“import” and “export”) and or interaction between components and the envir-
onment, resulting in the modification or evolution of system components (72). Consequently, with
respect to the environment, the socio-technical perspective acknowledges that a system’s success
(prosperity) is affected by the way it interacts with its environment, and its evolution and respons-
iveness to any changing conditions. This implies that environmental factors will influence the way
the system behaves, and therefore, to resolve complex issues, the dynamics between psychological,
economic, technical, cultural, and political aspects need to be understood (73).
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why since 2000, researchers have been employing economic models and
theories to present reasoned arguments to these issues and establish argu-
mentative frameworks for applying logic and mathematics to explain, man-
age, and predict complex processes within the cybersecurity domain. This
stream of research introduced a new field of research known as cybersecur-
ity economics. This field, originated by the seminal work of Ross Anderson
(56) in 2001, has been fueled by many contributions over the years. Ander-
son convincingly argued that one solution to the problem of cybersecurity
is to focus on economic and market aspects of the issue rather than only on
technical protection mechanisms.

One year after this work, in 2002, Gordon and Loeb (GL) presented one of
the fundamental models aiming to determine an optimal cost-benefit rela-
tion to cybersecurity investments (76). The model has been widely refer-
enced in the academic and practitioner literature. A survey by Fedele and
Roner (48) highlights that GL Model originated a stream of literature that
examines firms’ incentives to invest in cybersecurity using one-firm frame-
works and, therefore, neglecting all forms of interdependence that can arise
among firms. The predictions of this literature might not be of general ap-
plicability from a policy perspective in real-world situations in which firms
operate interdependently with others. Moreover, although the GL model
is considered a baseline for cost optimization in the cybersecurity, it is not
able to handle dynamic ecosystems, i.e., mapping decisions and outcomes
in a single period, and not considering the time factor (77).

The importance of interdependent security originated another stream of re-
search on cybersecurity investment. Kunreuther and Heal show that firms
with identical security profile in a system of interdependent security would
either all invest in equal amount of protection or none at all (78). Moreover,
Ogut and Menon theoretically found that the interdependency of risks re-
duces the firms’ investment in information security to a level below op-
timum (79). The topic of interdependent security is not limited to the invest-
ment. It also spans over other topics such as cyber insurance (80, 81, 82). A
theoretical analysis by Shim investigates the interplay between IT security
investments and cyber insurance. A key finding of Shim’s study is that or-
ganizations experiencing interdependent risks with different types of cyber
attacks use different strategies in making IT security investment decisions
and in purchasing cyber insurance policies for their information security
risk management than firms that are facing independent risks (83).
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As discussed in RP1, the literature of cybersecurity economics is not lim-
ited to cybersecurity investment and insurance. It also covers other issues
such as information sharing (84, 85), policies and regulations (86, 87, 15),
and cybercrime (88). As the literature of cybersecurity is growing, there are
several surveys that have investigated some of these topics in more detail.
For example, a survey by Fedele and Roner (48) has studies the theoret-
ical literature on the firms’ incentives to invest in cybersecurity. Laszka et
al. presented a survey of interdependent information security games (89).
Cybercrime and cyber risk information sharing are also studied in (90) and
(91), respectively.

An informal look at the literature of cybersecurity economics and topics and
published papers in the annual Workshop on the Economics of Information
Security (WEIS)2 suggests that this field is a synthesis between various sci-
entific disciplines such as computer sciences, economics, system sciences,
sociology, psychology, and political science. It combines knowledge from
these disciplines to gain an in-depth understanding of the trade-offs and
misaligned incentives in the design and deployment of socio-technical se-
curity policies and mechanisms. Trade-offs highlight the human factor in
decision-making, particularly in cases that touch upon various policy goals
(21). For example, trade-offs between international cooperation and sov-
ereignty, or the trade-offs between the delay due to achieving collective
consensus and timely unitary decision-making become relevant in case of
cyber crises which cross the borders of countries. Without adequate tools to
understand the complexity and uncertainty of these trade-offs, and without
proper coordination and facilitation when managing these trade-offs, new
conflicts will most likely emerge which may lead to system failures (69).

When looking at trade-offs, or other decisions which affect a range of
cybersecurity issues, there are several central problems that actually mat-
ter. As Figure 2.1 illustrates, we identified these problems as scarcity, un-
certainty, change, and dominance. Scarcity refers to the most basic eco-
nomic problem; the gap between limited resources and theoretically lim-
itless wants. Scarcity means that the available resources to satisfy agents’
desires are too few. The shortage of skilled cybersecurity staff is one of the
most well-known scarce resources. However, the list is not limited to the
labour shortage. Laboratory studies in psychology indicate that attention is

2WEIS (https://econinfosec.org/) is recognized as a leading forum for interdis-
ciplinary scholarship on information security and privacy, combining expertise from the fields of
economics, social science, business, law, policy, and computer science.

https://econinfosec.org/
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also a limited resource (92, 93). In given situations, individuals selectively
concentrate on some information while ignoring other perceivable inform-
ation. These situations embody two main elements: our desires and the
resources to fulfill those desires. In the context of cybersecurity, these de-
sires are constantly changing, developing, and partially determined by both
society and technological advances. Moreover, the resources and means we
employ to fulfill desires can affect those desires. For example, self-driving
vehicles can help reduce driver errors. The very innovations that aim to en-
hance the way we move from place to place entail cybersecurity challenges
(e.g., appropriate encryption for all communications, or access control) that
threaten the most sensitive assets (e.g., human life).

The second problem is uncertainty. Uncertainty refers to a situation in
which outcomes are known, but there is a poor basis for assigning prob-
abilities to these outcomes. Uncertainty is different from risk (i.e., situ-
ations in which there is moderate knowledge about calculating probabilities
for different outcomes), ambiguity (i.e., situations in which there is poorly
defined characterization of outcomes), and ignorance (i.e., situations that
combine poor knowledge about both outcomes and likelihood) (94)3. When
an organization invests in cybersecurity, the return on investment and cy-
ber costs cannot be measured certainly as it depends on stochastic variables
and processes that are not easy to deal with 4. One of the important factors
that makes this difficult is the change. Digital ecosystems are dynamic.
They grow and evolve as new entities join the ecosystem, new technologies
emerge, and topological structures of the system change. Changes can be:

• exogenous (e.g., regulations, political reforms),

• intended endogenous (e.g., technological innovations, reconfigura-
3In classical decision theory, it is common to distinguish among certainty, risk, and uncertainty.

Knight (95) is credited with the distinction between risk and uncertainty. Stirling (94) goes beyond
these two classes and adds two other classes: ignorance and ambiguity. While ignorance has long
been recognized as a concept which is symmetrical with (and implied by) the most formal and
rigorous definitions of ‘risk’ and ‘uncertainty’ in decision theory (96), Stirling argues that ignorance
is a condition under which it is possible neither to resolve a discrete set of probabilities along a scale
of outcomes (as is possible under risk proper), nor even to define a comprehensive set of outcomes
(as under uncertainty) (97)

4The high degree of uncertainty and variability surrounding cost estimates for cybersecurity in-
cidents has made the quantification of the costs difficult (98) which, therefore, has consequences for
policy-makers (99). Agrafiotis et al. structured a taxonomy of the harm that can be expected to result
from consequences of cyber incidents (100). This taxonomy not only includes economic harm, but
it also includes physical or digital harm, psychological harm, reputational harm, and societal harm.
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tion processes),

• unintended endogenous (e.g., a company becomes so over-leveraged
that it can no longer make investments in cybersecurity), or/and

• changes of preferences and objectives (e.g., shifting from self-interested
behavior to cooperative behavior).

Many significant changes that occur to digital ecosystems, both at the macro
and micro levels, are often associated with sudden shifts in the socio-technical
regimes or modes of operations. In the perspective of cybersecurity eco-
nomics, examples of regime shifts include the introduction of disruptive
technologies, new or modified cybersecurity regulations, policies, and laws,
and changes brought by every new presidential administration. A regime
shift can be anticipated to some extent. Such anticipation affects the be-
havior of agents prior to the actual occurrence of the shift. For example,
following Brexit, many firms in UK predict new data protection regime im-
pact their activities and operations. Some of the changes are also associated
to gradual directional shifts especially one leading to a more advanced or
complex form. These changes are more considered as the evolution. The
growing reliance of businesses on information technologies, better cyber-
security capacity-building at local and national levels, or advancement of
cyber threats to become more potent and sophisticated are several examples
of evolution that cybersecurity economics studies need to capture in addi-
tion to the sudden changes.

Finally, dominance is the fourth problem that is central to cybersecurity
economics. Dominance emerges because of asymmetric power relations.
It occurs when actors, under conditions of complex interdependence and
economic integration, are excluded from decision-making processes but
not from the effects of those decisions. There are different laws that pro-
hibits the abuse of a dominant position. For example, within the context
of GDPR, data controllers that refuse to move data to another controller
can be subject to Article 102 Treaty on the Functioning of the European
Union (TFEU) investigations for the abuse of a dominant position. Market
power (i.e., the ability of a firm to influence the price at which it sells a
product or service to increase economic profit), locked-in effect (customers
are dependent on a vendor for products and services, unable to use another
vendor without substantial switching costs), and segmentation (i.e., there is
a lack of a higher-level consensus on procedures. Instead, specific tasks are
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Behavioral Economics

Neoclassical Economics Evolutionary Economics

Institutional Economics

Individuals Groups Institutions Systems

Keynesian Economics

Political Economics

Complexity Economics

Microeconomics Macroeconomics

Major Problems

Scarcity Uncertainty Change Dominance

Figure 2.1: Scarcity, uncertainty, change, and dominance problems are central to different
economic schools of thought. The schools can provide useful instruments to deal with
these problems. Each school concerns specific level(s) of society (e.g., individuals, groups,
institutions, and systems) Source: compiled by the author.

handled by particular institutions, technologies and actors) are examples of
dominance.

Research in cybersecurity economics has led to suggestion of various solu-
tions to these problems. As Figure 2.1 shows, different economic schools
of thought have various instruments to address these problems and the re-
searcher can rely on the theoretical foundations of these schools to design
and develop their solutions. The figure also shows what is the most import-
ant in each perspective. For example, in behavioral economics, individuals
and their motivations, relations, and actions are in focus. In institutional
economics, on the other hand, systems and institutions are more important
than individuals.

In some cases, the answer to problems of scarcity, uncertainty, change,
and dominance from a specific perspective and school might be clear and
straightforward. However, a peculiar complexity emerges when these prob-
lems are intertwined or the role of individuals, groups, institutions, or sys-
tems in the creation and development of these problems is highly inter-
related. For example, accurate behavioral information of decision-makers
(e.g., CEOs, CISOs, or Members of BoD) is necessary, but currently scarce,
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to adequately assess the impact of socio-technical regime shifts and re-
duce the uncertainty. Or, the way agents allocate scarce resources and how
scarcity derives their interactions influence the uncertainty and dominance
in the ecosystem. Research studies that do not consider or undervalue such
complexities could lead to unsustainable recommendations that are not able
to uphold or defend security of dynamic digital ecosystems. Therefore,
turning back to our problem statement, we require praxes that can approach
these problems by finding and developing societally relevant solutions and
communicating the designed and created research outcome to relevant act-
ors and authorities to be implemented in a way that brings about a signi-
ficant improvement in the current situation. Hence, this research project
addressees this problem within two discourses: scientific and societal.

Within the scientific discourse, we identify the challenges in the cybersecur-
ity economics theory and practice and investigate why cybersecurity eco-
nomics research has not been able to overcome these challenges. Then,
we propose a set of guidelines that can approach these challenges. Soci-
etal discourse, as the other epistemic end of this process that significantly
contributes to the effectiveness and sustainability of the proposed solutions,
focuses on how the solutions can be embedded in social norms and institu-
tions. The knowledge created through this process needs to be re-integrated
to effectively contribute both to the solution of the initial societal problems
and to scientific progress. This project explores gamification as a poten-
tial method for knowledge re-integration and to generate practice-oriented
solutions to current problems of both discourses.

Referring back to the research design of this project, this chapter reflects
on some of the theoretical considerations we should consider before em-
barking on our research project. In section 2.2, we start by describing how
cybersecurity economics is distinguished with other domains including in-
formation security economics and cyber-crime economics. Next, Section
2.3 focuses on scientific practices and how the problems and challenges of
cybersecurity economics research can be overcome by employing multi-
paradigmatic approaches. Section 2.4 outlines the building blocks of the
public goods theory and discusses how it can be applied to our research
project. Finally, Section 2.5 describes how gamification can be used to
promote secure and sustainable behavior in digital ecosystems.



2.2. Why not "Information Security Economics"? 45

2.2 Why not ”Information Security Economics”?
As we discussed in the previous section, cybersecurity economics is of high
relevance across various issues within the context of cybersecurity. How-
ever, it is important to distinguish this field of research with information
security economics and cyber-crime economics. While there are many
overlaps between the former and cybersecurity economics, cyber-crime
economics (a.k.a attacker economics) exposes cost-benefit analysis of at-
tackers to exploit vulnerabilities in the security of the victim target, to
subsequently formulate protective countermeasures for law-abiding entities
(101, 102, 103). Moreover, cyber-crime economics focuses on understand-
ing how cyber criminals apply security to defend their systems and opera-
tions against disruption from law enforcement (104, 105, 106), or how the
specialization, commercialization, and cooperation for cyber-attacks form
among the cyber criminals (107, 23). Information security economics, on
the other hand, covers a significant part of the same area of interest in cy-
bersecurity economics studies. Although the terms cybersecurity and in-
formation security are often used as though they mean the same thing, they
are different, have a different purpose and should be addressed separately
(108). Hence, this next section highlights the differences between informa-
tion security economics and cybersecurity economics.

This study distinguishes the terms "cybersecurity" and "information secur-
ity" by what they specifically protect. According to NIST, Information Se-
curity is the protection of information and information systems from unau-
thorized access, use, disclosure, disruption, modification, or destruction in
order to provide confidentiality, integrity, and availability. Cybersecurity,
on the other hand, is the ability to protect or defend the use of cyberspace
from cyber-attacks. As a result, in cybersecurity, the assets that need to
be protected extend beyond the the information per se as defined for in-
formation security. In cybersecurity, assets include the personal or physical
aspects, both tangible and intangible, of a human being, societies, and gov-
ernments. For example, the patients data is stored in information systems.
Protection of the devices and systems used to store, manage, and transfer
those data that are important to ensure patients safety should be considered
part of cybersecurity.

The seminal work by Ross Anderson in 2001 initially explored the ties
between economics and information security (56). Then, various economic
models were constructed to analyze the optimal investment in information
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security (76), the externalities (109), and information asymmetries (110).
However, the literature has little to say about how the differences in defin-
itions and conceptions of "cybersecurity" and "information security" make
differences in articulation and development of these models to deal with
cybersecurity threats and risks. These differences have important implic-
ations for the policies, practices, and procedures that emerge as a result.
And since these differences stem from the assets that are being protected
by these policies have different values, it is important that the studies in
this field determine the domain and provide a contextual definition, based
on one that is relevant and fits. ENISA surveys a number of definitions
for both information security and cybersecurity (111). Additionally, it is
common that National Cybersecurity Strategies provide a definition of cy-
bersecurity in their documents to avoid vagueness in their plan of actions.
For example, the UK National Cybersecurity Strategy (112) defines cy-
bersecurity a the protection of information systems, the data on them, and
the services the provide, form unauthorized access, harm or misuse. This
includes harm caused internationally by the operator of the system, or acci-
dentally, as a result of failing to follow security procedures. This a succinct
definition and this project relies on it as it expresses the breaths of coverage
within the topic of our research.

In this thesis we focus on cybersecurity economics for several reasons: 1)
cybersecurity goes beyond the boundaries of information security (108),
2) cybersecurity concerns a societal context whereas information security
would appear to be cultivated in organizational context (113), 3) As di-
gitalization continues to proliferate and new technologies are introduced
infrastructure breakdown due to a cyber-attack has become a major con-
cern of decision-makers, and 4) cybersecurity contributes to overall gov-
ernance of information, systems, enterprises, and other entities including
the states, private entities, and critical infrastructure providers (114). As a
result, cybersecurity economics covers a broader range of topics than mar-
ket challenges (e.i., externalities, information asymmetry, and incentives).
Cybersecurity economics research involves the description, explanation,
prediction and control of complex interplay among issues, actors, struc-
tures, processes, and outcomes over time and at different levels. Cyberse-
curity economics research is thought to ensure that it copes better with the
dynamism, uncertainty, complexity of digital ecosystems than information
security economics. Cybersecurity economics research enables governance
processes that learn more easily from changing circumstance and empowers
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decision-makers by enhancing their capacity to resolve challenges and pro-
mote secure and sustainable digital innovations.

Yet, despite the promise of these functionalities, it is uncertain whether they
can be achieved in practice. As we discussed in Chapter 1, cybersecurity
economics research has faced a series of challenges that has hindered an
inclusive development within this field of research as well as prosperity in
society at large. RP1 highlights five categories of these challenges: com-
plexity, assumptions, unobservable variables (e.g., expectations, beliefs,
and psychometrics), the tension between rigor and relevance in suggested
solutions, and parameter identification in construction of models using eco-
nometrics. Considerable empirical and theoretical research is still required
to tackle these challenges as the practical outcomes are what will determine
successful cybersecurity economics studies to be impactful. Nevertheless,
the next section will suggest that the first step to tackle these challenges is to
rethink the basic assumptions about how the world is perceived, understood
and explained.

2.3 Multi-paradigmatic research on cybersecurity economics
One particularly fruitful area of research regarding the aforementioned is-
sues, and other general issues within the domain of cybersecurity, has fo-
cused on work that challenges the dominant approaches, perspectives, and
paradigms in cybersecurity. Such challenges have taken the form of cri-
tiques of existing practice as well as novel, sometimes controversial, ap-
proaches. Studies such as (115, 116, 117, 118) propose new security paradigms,
or ways to shift the existing paradigms as they provide objective facts that
present anomalies implying the research on cybersecurity has not been able
to provide a good explanation for real-world phenomena. For example,
Spring et al. (115) focus on the question "why is this scientific process
producing unsatisfactory results" from a philosophy of science perspect-
ive. They put forward that cybersecurity is a science with its own unique
challenges. Cybersecurity must learn from challenges common with other
sciences while at the same time pushing forward with novel solutions to
those challenges and approaches in fact unique to cybersecurity.

Other studies argue that to respond the anomalies we need to shift our re-
search paradigms (117, 118). The concept of paradigm shift has become
a cliché with many meanings, including the several meanings of the word
“paradigm” as used by Kuhn in his original publication. While the intro-
duction of new technologies, including Internet and Artificial Intelligence,
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has created paradigm shift in the way business is conducted or research
is directed (119), the discourse on paradigm shift has been incoherent in
economics and social science literature because of the different uses of
the term and the different levels of sophistication in its application (120).
Moreover, there are three elements required for a paradigm shift: 1) a dom-
inant paradigm in the discipline studied, 2) crisis-inducing anomalies, 3)
an alternative paradigm to solve the alternatives. The first element is evid-
ent: for a paradigm shift to occur requires a paradigm to exist. To our
knowledge, since 2000, no scholar has speculated about whether there is
a dominant paradigm in cybersecurity or information security economics.
It has been observed that cybersecurity economics is in a pre-paradigmatic
phase which is a typical of emergent fields (121), as there is a multiplicity
of schools of economic thought such as neoclassical economics, behavioral
economics, and evolutionary economics, employed in individual studies.

The second and third elements addresses the crisis-inducing anomalies which
must be accompanied by an alternative paradigm. It means that in case
of presence of such anomalies, the dominant paradigm will be called into
question by the research community only if another solution exists. The
alternative paradigm must solve both previously observed phenomena and
the anomalies to prosper. We have not found any study which has explored
such alternatives as well. Therefore, at this stage of maturity, it is clear
that cybersecurity economics research can benefit from multi-paradigmatic
approaches by confronting multiple paradigms rather than ignoring them.
Such approaches allow researchers to gain richer knowledge on a given
subject and improve the predictability of outcomes (122, 123, 124). In Sec-
tion 3.1, we discuss how this approach is employed to advance the concept
of cybersecurity as a public good. The next section presents the theoretical
foundation of this concept in more detail.

2.4 Cybersecurity as a Public Good
The major objective of this thesis is to provide theoretical and practical
knowledge on how the solutions proposed by cybersecurity economics re-
search can be embedded in social norms and institutions to promote secure
behavior in digital ecosystems. As we mentioned in Section 2.1, over the
last several years, incentives (misaligned or perverse), externalities (neg-
ative or positive), and asymmetries (information or power) (125, 86, 110,
126) have been known as practical challenges in implementation of solu-
tions proposed within cybersecurity economics research. This project sup-
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ports the notion of cybersecurity as a public good to help reduce deal with
challenges from a collective point of view, as well as lead to the creation
of methodologies to ultimately integrate cybersecurity economics solutions
into social norms and institutions. This section will describe the concept
of public goods. Then, a recent literature review of providing cyberse-
curity through a public goods perspective is offered in Section . Section
and discuss two concepts of social preferences and polycentric governance
structure. These two concepts are central to our research project as they
are incorporated to our basic agent-based model to advance the concept of
cybersecurity as a public good.

2.4.1 An Introduction to Public Goods Theory

In economics, goods are items, including objects and services, that satisfy
human wants and provide utility (127). In contrast to free goods, economic
goods have a degree of scarcity and therefore an opportunity cost to so-
ciety. That is to say, agents value an economic good and are willing to
pay for it. An individual, organization, or a government values cyberse-
curity and pays for it because they expect their utility increase by utilizing
it. They do not pay for cybersecurity per se. They might be willing to pay
more for products or services that are provided with top ranked companies
and vendors. Rosenzweig argues that cybersecurity is not a singular good.
Rather it is a bundle of various goods, some of which operate independently
and others of which act only in combination (128).

Economic goods, hereafter just goods, can be classified into different cat-
egories based on distinctive characteristics, such as tangibility, relative elasti-
city, or exclusivity and competitiveness. In this research, we focus on
the latter classification. Goods can be classified based on their degree of
excludability and rivalry (competitiveness). These two characteristics are
defined as (129):

• Excludability is defined as the degree to which a good, service or
resource can be limited to only paying customers, or conversely, the
degree to which a supplier, producer or other managing body (e.g. a
government) can prevent consumption of a good.

• A good is said to be rivalrous or a rival if its consumption by one
consumer prevents simultaneous consumption by other consumers,
or if consumption by one agent reduces the ability of another agent to
consume it.
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Table 2.1: Typology of economic goods with general and cybersecurity-related examples

Rivalrous Non-rivalrous

Excludable Private goods
(cars, houses, purchased
network firewall)

Club goods
(museum, cable televi-
sion network, anomaly
detection methods at
NTNU)

Non-
excludable

Common Goods
(fish in ocean, national
forest, Norwegian Cyber
Range)

Public goods
(national defense, coun-
try’s financial stability,
cyber incidents and
crises management in
the European Union)

According to the degree of excludability and rivalry, there are four types of
goods. Table 2.1 shows the typology of economic goods and two general
examples of each type and one example within the context of cybersecur-
ity. According to this typology, many security systems such as intrusion
prevention systems and network firewalls in a firm are private goods. A
private good is thus any item that can only be used or consumed by one
party at a time. The majority of private goods must be purchased for a cost.
Purchasing the item secures the right to consume it and compensates the
producer for the costs involved in making it. It also gives you the right to
prevent the use of the good by another. However, there are other aspects
of cybersecurity, such as threat intelligence and vulnerability information
sharing, collective response to cyber-attacks, integrity of elections, systems
robustness, and critical infrastructure protection, that have the character-
istics of public goods (130, 131)5. It is important to note that the public
effects of a good can be local, national, regional, worldwide and cross-
generational. For example, global public goods are goods of which benefits
or costs are of nearly universal reach or potentially affect anyone anywhere
(133). The EU’s cyber incidents response and crises management is also

5As discussed by Colander (132), in reality there is no such thing as a pure public good.
Moreover, what is and is not considered a public good depends on technology. For example, ra-
dio signals were previously classified as public goods because it was technologically impossible to
exclude listeners, but when encoded satellite broadcasting was developed, exclusion became relat-
ively easy.
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considered as a regional public good which is provided with some form of
public assistance (e.g. directives or other mandates).

In both academic and nonacademic discussions, people often confuse the
common good with a public good or a set of public goods. But it is im-
portant to keep the two types distinct. Common goods are rivalrous. For
example fish in seas. Seas are common resources; no one owns them, and
whenever people catch fish, they reduce the number of fish that others can
catch. The results will likely be overfishing which is known as the tragedy
of commons. Norwegian Cyber Range is also a common good according
to political discourse. In this discourse “common good” refers to those fa-
cilities—whether material, cultural or institutional—that the members of a
community provide to all members in order to fulfill a relational obligation
they all have to care for certain interests that they have in common (134).
Although the benefits of NCR can be enjoyed by all members of society, it
is not a public good as it owns limited resources (it is rivalrous) and it may
not be a net benefit for each member of the community. The facilities that
make up the common good serve a special class of interests that all citizens
have in common, i.e., testing, training and practice within cybersecurity.

We emphasize that considering all aspects of cybersecurity as public goods
may not be justified by both scientific and societal actors. For example, an
organization (e.g., NTNU) employs highly advanced methods and products
to detect anomalies in its network. Now the connection to this network for
authenticated and authorized people has been recast into a club good. In
some cases, provision of a good as a public good might be inefficient. For
example, Moore argues that cybersecurity research data is a club good, and
often provisioned as a public good (135). When this happens, research data
becomes undervalued and under-provisioned, unless an entity is willing to
underwrite the cost to society’s benefit. In the absence of a benefactor,
one could restrict access to those who are willing to pay for it. But this is
problematic, since most researchers work in academic or other non-profit
settings.

Accurate production and provision of public goods compared to the level
that would be best for society is the main challenge of policy makers (136).
Consumption of a public good by an end-user does not necessarily have
to be free of charge, however, it is essential that its costs do not become
a discriminating factor, and consequently, determining access and use of it
(137). Some public goods are best created by direct government provision-
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ing, while other may be best created by the all beneficiaries as a particip-
atory public good. Participatory public goods are created best by changing
individuals and organizations’ incentives through different policies and reg-
ulations. For example, there are many reasons (e.g., risk of loss of reputa-
tion and trust, liability, negative effects on financial markets, and signals
of weakness to adversaries (138)) why an organization may be reluctant to
share information threats and vulnerabilities in its systems. Treating such
information as a public good tends to overcome these issues.

Due to the established description of public goods, referring to two spe-
cific characteristics of non-excludability and non-rivalrous, public goods,
along with information asymmetry, incomplete markets and so on, have
been regarded as trouble-makers that cause market failures and provoke
severe shortfalls of collective actions (139, 140). Several theorists argue
that in order to prevent inefficiency and market failures, public goods need
to be substituted by private goods (141, 142). In this project, we also re-
cognize these problems. However, we portray public goods in a different
lights. Public goods are beneficial as they allow for all members of society
to have access to certain essential goods and services they otherwise might
not have been able to access if they were not public goods. Due to their
specific properties, public goods produce a range of positive side effects on
society. Such goods support social inclusion, they generate the public, and
they develop and strengthen a shared sense of responsibilities. Following a
recent assessment of public goods in political philosophy, public goods are
particularly suitable for sustaining a well-ordered society (143).

The public goods theory - as we sketch out in this section and as the con-
tributions to RP3, RP4, and RP5 attest - offers a rich set of tools for as-
sessing goals, identifying incentive structures, analyzing cooperation prob-
lems and specifying institutional solutions surrounding certain functions
of cybersecurity, such as cyber incidents response and crises management,
information sharing, and critical infrastructure protection, that are of high
significance to security and sustainability of our societies. In our view, this
theoretical approach can spur additional research into the field of cyberse-
curity economics and lead to a accumulation of insights into local, national,
and international cooperation dynamics in provision of cybersecurity.

2.4.2 A Review on the Previous Arguments

The necessity for public–private collaboration, multifaceted strategies, and
recognition of the significant role that industry plays in securing the in-
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formation networks have been the fundamental notions of approaches to
cybersecurity in the past decade (144, 145). However, with the raise of
dependencies on critical infrastructures and increasing concerns about the
consequences of possible cyber-physical incidents, many governments and
super-national organizations like European Union (EU) are concerned with
the possible failure of the private sector in delivering acceptable level of
security in the society without governmental intervention (146, 147). This
shift of the concept has lead to the proposals which suggest that cyberse-
curity needs to be treated as a public good.

Taddeo argues that considering cybersecurity as a public good will be a step
in the right direction to support policy and governance approaches that will
foster robust, open, pluralistic, and stable information societies (131). She
elaborates managing cybersecurity as a public good brings the advantages
of systemic approaches to security, shared responsibilities among different
stakeholders; and facilitation of collaboration. Asllani et al. also explores
the role of establishing an appropriate legal, social, and ethical framework
to enhance cybersecurity (148). Asllani et al. compare the cybersecurity
with safety and conclude that financing of cybersecurity by taxes justifies
the significant role of governments in enhancing cybersecurity. Compar-
ison of cybersecurity with other public goods is not limited to public safety
and other researchers also compared it with public health. Sedenberg and
Mulligan evaluated different cybersecurity information sharing proposals
leaning on the analogous public good-oriented field of public health, and
proposed some recommendations to orient cybersecurity policies towards
adopting the doctrine of public cybersecurity (149).

The studies by McCarthy (150), Assaf (151), and Shore et al. (152) also
discuss that cybersecurity appears to have the character of a public good.
These studies question rational choice approaches and classic solutions
that suggest public goods should be provided by the governments to avoid
market failures. However, the incapability of the governments in provid-
ing the public good of cybersecurity on their own is also supported by
(153). Hence, they propose solutions based on public-private partnerships
to overcome the problems of treating cybersecurity as a public good. The
effectiveness of these solutions has been the focus of analyses such as
(154, 155, 156). The concern of these analyses is determining institutional
forms, policy processes, and levels of government intervention through
which partnerships can most effectively provide cybersecurity. Drawing
from this interdisciplinary literature, Shackelford used the concept of poly-
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centric governance to describe how cybersecurity as a public good should
be regulated (157).

Reviewing the literature shows that there are different arguments favoring
treating cybersecurity as a public good. There are also several studies that
have incorporated this perspective in their game-theoretical analyses that
capture essential characteristics of decision-making to protect assets with-
ing an environment. Bauer and Eeten argue that cybersecurity has strong
public good characteristics, although it is mostly provided by private stake-
holders at a cost (86). Varian’s exposition supports this argument. Varian
observed that the success of reliability (as a critical component of security)
decision-making depends on joint protection by all the agents in a network
(158). Moreover, he posits that the computation of the protection level
will often take the form of a public good contribution function with non-
excludable and non-rival benefits or consequences. As a result, individuals
may be able to free-ride on others’ efforts or suffer from inadequate pro-
tection efforts by those members that have a decisive impact on the overall
protection level in the environment.

Grossklags et al. continue Varian’s work by adding another action available
to the individuals. They can decide to self-insure themselves from harm.
Consequently, the security games developed by Grossklags et al. consider
share qualities of private (on the insurance side) and public (on the protec-
tion side) goods (159). Johnson et al. extend these security games by mod-
eling network security investments that account for the choice between the
hybrid goods of collective protection and individual mitigation and extern-
ally provided market insurance. Their study shows that several equilibria
with full market insurance exist and, consequently, market insurance has a
place in security games (160).

Unlike (159) and (160), we assume only public components have a constant
marginal impact across the range of investment opportunities. Therefore,
in RP4, individual agents decide strategically on how their security invest-
ment reduces the probability mass in the loss distribution function of all
agents. Furthermore, their works look at the homogeneous population of
fully rational agents with perfect information. Therefore, our work adds to
the research literature by 1) considering the heterogeneous population of
agents6, where every agent has a different utility function, 2) exploring the

6As mentioned in RP3, the area of cybersecurity in organizations involves heterogeneous inter-
acting, and in some cases, competitive and even adversarial,actors that are characterized by distinct
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impact of decentralized punishment under a polycentric governance struc-
ture, and 3) featuring bounded rationality under uncertainty concepts.

Research paper RP4 attempts to quantitatively analyze whether the con-
text of cybersecurity complies with this theory, and employing this theory
maintains the robustness and resilience of such a dynamic and stochastic
environment in presence of various externalities. The study develops a
model that addresses the interdependence among the agents and captures
the impact of social preferences and punishment on their average contri-
bution to enhancing their cybersecurity posture. Cybersecurity posture is
used to describe the cybersecurity capabilities of a country, organization,
or business and collective efforts to protect its assets. It refers to the overall
defense mechanisms in place to tackle malicious cyber activities. This met-
ric relates to any kind of security measure, including policies, staff training,
and intrusion prevention systems. In the model constructed in RP4, we as-
sess the cybersecurity posture of the organizations by the number of failed
attacks against them and their resources after each period.

As Section 2.3 put forward that cybersecurity economics research can ad-
opt positions that incorporate different paradigms within research approach
and research design, we applied two paradigms of constructivism and crit-
ical realism to determine how various human constructs, social structures,
and institutional arrangements contributed to observable and unobservable
events and actions in the ecosystem where cybersecurity is treated as a pub-
lic good. As we discussed in Section 2.4.3, through consctructivist and crit-
ical realist we incorporated social preferences and polycentric governance
structure in the constructed model in RP4. Sections 2.4.3 and 2.4.4 will
briefly describe these two concepts, respectively.

2.4.3 Social Preferences

Neo-classical economics is built on the assumption that all people are en-
tirely self-interested and do not care about the well-being of others (161).
However, the self-interested hypothesis has come into question by other
schools of thought such as behavioral economics (162) and evolutionary
economics (163, 164). This hypothesis may be true for some, but it is cer-
tainly not true for all. A purely self-interested person refuses to contribute
anything to the provision of public good and free rides on the contribu-

local cultures, structure, machines, and methods. Due to interdependencies among these actors,
complex environments, and presence of adversaries, outcomes rely on strategic decision-making of
all agents by taking past actions, potential future actions, and outcomes of other actors into account.
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tion of others (165). Other-regarding individuals, on the other side, exhibit
prosocial behavior when they do not always make choices that maximize
their own pecuniary payoffs (166). They often act pro-socially, contribute
to public goods, and engage in pro-environmental behavior, even if this im-
poses costs on them. The possibility that some individuals exhibit ‘social
preferences’ (i.e., fairness concerns, reciprocity, and even pure altruism)
has gained a more general acceptance among economists. The study rep-
resented in RP3 shows that these preferences also have a moderating effect
on the decisions within the context of cybersecurity.

In RP3, we employed structural equation modeling (SEM) to model the re-
lationships among multiple observable and latent variables7. There are two
approaches to estimating SEM parameters: covariance-based or variance-
based (167). Both approaches are similar, however, the covariance-based
approach is more suited for confirmatory theory testing and the variance-
based approach rather for theory development (168). We use the variance-
based approach, here and in the following just referred to as Partial Least
Squares (PLS), because it is widely used for predictive analysis and is an
appropriate technique for theory development as done in this study. This
method is furthermore applicable even under conditions of a very small
sample size. Chin and Newsted indicated that PLS can be performed with
a sample size as low as 50 (169). Figure 2.2 shows our conceptual research
model in RP3. The latent variables in this model are represented by more
than one observable variable. Each observable variable is corresponded
to a question in our questionnaire. For example, Altruistic Punishment is
corresponded to the question below:

How likely is your organization to take retaliatory action against your third
parties that cause a data breach or misuse of other organizations’ sensitive
and confidential information? (even if there may be costs for you).

Depending on the research objectives, conducting PLS may vary. In RP3,
our main objective is to investigate whether social preferences have a mod-
erating effect on willingness to cooperate. We differentiate between two
often-confused functions of variables: Moderation and Mediation (171). A
moderator is a variable that affects the strength and direction of the relation
between the independent and dependent variables. A mediator, however,
explains the process through which two variables are related8. Along with

7Opposed to observable variables, latent variables are not directly observed but are rather inferred
through a mathematical model from other variables that are observed.

8In practice, the relationships between the independent variable, mediator, and dependent vari-
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Figure 2.2: The research model in RP3. The latent variables (ovals) are represented by
several observable variables (rectangles). The path coefficients (estimated structural para-
meters) are not calculated as it was beyond our research objectives. The path coefficient
represents the response of the dependent variable to a unit change in an explanatory vari-
able when other variables in the model are held constant (170). You can find the hypotheses
(H) in RP3.
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the main objective, RP3 also investigated the mediating effect of perceived
value of cybersecurity.

A survey instrument was developed in order to test the research model.
Initially, the measurement items were reviewed by two cybersecurity pro-
fessional experts and two researchers within the field of cybersecurity who
were asked to comment on the appropriateness of the research constructs.
Based on the assessment from the experts and researchers, redundant and
ambiguous items were either changed or eliminated. New items were fi-
nally accepted and included in the questionnaire. Hence, the content valid-
ity of the survey instrument was considered as appropriate. The question-
naires along with a covering letter mentioning objectives of the study and
definition of of several terms were sent to various persons of government
and private organizations dealing with cybersecurity. The specific sampling
strategy was stratified random sampling. The main reasons for using a spe-
cific sampling strategy were to increase the precision in research and to
reduce the sample variation and error (173). The results of this research
supported the mediating effect of cybersecurity perceived value and mod-
erating effect of social preference on willingness to cooperate. According
to the these results, although decision-maker’s attitude is towards coopera-
tion in the context of cybersecurity, cybersecurity concerns cause they delay
or ignore cooperation with other organizations. This implication is aligned
with the findings of Olsson et al. which show despite being willing to share
information with each other regarding vulnerabilities, however, the firms
are less inclined to proactively sharing vulnerability information (174). Fi-
nally, we measured the social preferences of the respondents by operation-
alization of Social Value Orientation framework proposed by Murphy et al.
(175). Figure 2.3 shows the distribution of social preferences in our sample
(shifted toward cooperative behavior).

The results of RP3 shows that the actors’ preferences and perceptions mat-
ter. Hence, understanding how preferences change and how social norms
and institutions could be designed to facilitate and incentivize actors to
provide cybersecurity as a public good is a key aspect that this thesis em-
phasizes. The concepts of social norms and institutions are important to
the explanation of cooperation and prosocial behavior. Ostrom defined

able are not tested for causality, just a correlational relationship. The idea is that although the fit of a
latent variable model to the data may not prove the existence of causally operating latent variables,
the model does formulate this as a hypothesis; consequently, the fit of such models can be adduced
as evidence supporting this hypothesis (172).
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Figure 2.3: A graphical illustration of social preference angles in our sample in RP3. The
percentages show the frequency of individuals within the specified range.

social norms as “shared understandings about actions that are obligatory,
permitted or forbidden” (176). Reciprocity is a powerful device for the
enforcement of social norms (177). In a situation where people are motiv-
ated by social norms, their willingness to contribute to good social causes
increases with their perception of the contribution of others. People be-
come more cooperative in a group decision situation, compared to when
acting as individual decision-makers (178). Moreover, this research pro-
ject stresses that cybersecurity economics solutions need to be embedded
in social norms and institutions because norms emerge not from a collective
need but from the decentralized interaction of actors according to their own
interests (179). To govern these interactions, institutional structures are
formed to make social priorities, resolve conflicts and facilitate coordin-
ation. Polycentricity is a concept that describes a complex form of gov-
ernance with multiple centers of decision-making, each of which operates
with some degree of autonomy. Governance arrangements exhibiting poly-
centric characteristics may be capable of striking a balance between central-
ized and decentralized governance (180). The agent-based model in RP4 is
an implementation of a polycentric governance system in which autonom-
ous agents take others into account through processes of cooperation and
competition. The next section describes the polycentric governance struc-
ture in more detail.
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2.4.4 Polycentricity

Polycentric governance systems refer to structural arrangements of govern-
ments that have multiple and overlapping, semi-autonomous centers of au-
thority or decision-making, within a shared system of rules (181, 182, 183).
Authority refers to the power to influence a governance system either dir-
ectly or indirectly. Depending on the governance system, a center of au-
thority refers to government or non-government entities that have some de-
gree of authority to influence politics or policy. The overlapping centers
of authority take each other into account through cooperation, conflict res-
olution or competition. This idea of overlap indicates that more than one
decision-maker, whether at horizontal levels (i.e., authorities on the same
hierarchical level within or across organizations) or at vertical levels (i.e.,
across different hierarchy levels), has authority over a shared governance
issue which may affect the ability to solve common problems efficiently.
Solutions may involve working through existing centers of authority or es-
tablishing new entities with the power to effectively address these problems
in ways befitting their scope and complexity.

Several studies by Shackelford showed that cybersecurity can be regulated
under a polycentric structure (157, 184). He argues that since cyberse-
curity comprises the processes, practices, and technologies built to protect
networks, devices, programs, and data from attacks, actors engaged in its
provision aspire to equitably share the benefits and costs of activities af-
fecting each of them while also reducing potential risks that could befall
any or all of them. Moreover, the results in RP4 showed that a polycentric
governance structure can lead to persistent behavior that secures a resili-
ent environment in which all the agents are interacting. Research paper
RP5 therefore explores to what extend this structure is established in the
European Union within the context of cyber incidents and crises manage-
ment. The study employed Institutional Grammar 2.0 to code four cyberse-
curity policies that include EU-wide rules and regulations on cyber incid-
ents and crises management. Our analysis revealed that EU has established
a polycentric structure within this context. However, coordination mechan-
isms such as signaling of commitment or punishment of non-contributors
and free-riders remained nascent in this context. These mechanisms are
critical to for channeling the power dynamics, sustainability of the sys-
tematic governance structures, and better fitting the complexity of socio-
technical problems.
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Various advantages, such as enhancement of innovation, learning, adapta-
tion, trustworthiness, levels of cooperation of participants, and the achieve-
ment of more effective, equitable, and sustainable outcomes at multiple
scales, have been suggested for polycentric systems (182, 185). Surveying
existing work, we have gathered the following list of potentially positive be-
nefits from operating under a polycentric governance structure. Although
the presence of collective action problems, including conflict among agents
and free-riding, often sets high barriers to effectively creating a secure and
sustainable environment, relying on these advantages and our findings in
RP4, this research project suggests that polycentric governance structure
has the potential to empower actors to achieve such sustainability and deal
with collective action problems effectively.

• Recognizing the capabilities of dependent and independent stakehold-
ers to govern themselves demonstrates the viability of bottom-up al-
ternatives to the regulatory agencies (186).

• Ensuring balance between decision-making centers so as to prevent
dominance of certain centers (187)

• Emergence of flexible and organized patterns of interaction and out-
comes (188)

• Resilience of these patterns to shocks and changing circumstances
(189)

• Effective production and provision of public goods which may not
require systems-level coordination (190)

• Generation and sustainability of policy recommendations for better
resource utilization are consistent with the local circumstances (186)

• Provision of a secure foundation for the sustainable realization of het-
erogeneous value systems found in multicultural societies (191)

2.5 Gamification as a method of knowledge re-integration
Achieving the objective of this research project and a societal transforma-
tion toward sustainable solutions within cybersecurity economics requires
re-integration of generated knowledge in both scientific and societal dis-
courses. Since researchers may perceive and study problems differently
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from involved stakeholders, who need applicable knowledge as a basis for
decision-making, we rely on participatory approaches to re-integrate know-
ledge, close the gaps, and communicate the designed and created research
outcomes to relevant actors. In this research project, we used gamification
as a participatory approach 1) to identify practitioners’ needs, disentangle
their problems, and gather a comprehensive understanding of the problem
context, and 2) to enable, engage, and empower them to contribute to act-
ively implement the solutions proposed within the scientific practices.

According to (192), there are three levels of participation: enabling, enga-
ging, and empowering. Although engagement has been extensively invest-
igated in the literature of gamification (193, 194), research remains scarce
with regards to the empowering and enabling (195). Enabling is about
providing relevant information in a format that is both more accessible and
more understandable to the participants. This level ensures that gamific-
ation tools enable informed engagement rather than engagement void of
reliance on evidence or information. Empowering is concerned with sup-
porting active participation and facilitating bottom-up ideas to influence the
rules, agendas, and settings. Without enabling and empowering, top-down
and bottom-up implementations would remain hard to emerge or facilitated.

Games are complex socio-technological artifacts that are hard to define
(196). Playing games has been associated with several cognitive, emo-
tional, motivational and social benefits (197). Cybersecurity games are
increasingly employed to test, challenge, and develop both cybersecurity
skills (198, 199) and decision-making skills (200). As a part of cybersecur-
ity exercises and competitions, games can be used as a basis for experiment-
ation in the security field (201). Brynielsson et al. discuss that games can
be employed in the cyber domain to measure actual levels of cyber situation
awareness (202). They, following the criteria proposed by Raser (203) for
the validity of gaming as a research tool (psychological reality, structural
validity, process validity, and predictive validity), proposed a methodology
to set up cyber situation awareness measurement experiments within the
context of simulated cyber defence exercises.

Referring back to our discussion on social preferences, studies by Ewold-
sen et al. (204) and Gentile et al. (205) show that gamification enhances the
acquisition of prosocial and interpersonal skills that often facilitate group
and prosocial activities. Taking advantage of these benefits, this project fo-
cuses on policy games. The policy games bridge games and governance and
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looks into how simulation games can assist in policy planning and better
organizational decision-making (206). The rationale is that policy games
make engagement with said process fun for players as well as expand their
horizons of policy-making by allowing them to think about different pos-
sibilities in the relatively safe and inconsequential space of play. RP6 pro-
poses a socio-technical framework to design and develop games with the
aim of motivating beneficial behaviors. An instantiation of this framework
is developed and evaluated in RP7. In this research paper, we used concept
maps drawn by players before and after playing the game. A concept map
displays a person’s representation of concepts or processes about a partic-
ular domain, showing the relationships, flows, and dynamics among them
(207). We evaluated concept maps based on a method initially developed
by Morine-Dershimer (208).

In Morine-Dershimer’s method, the researcher asks the respondent to gen-
erate a list of concepts related to a major topic. The major topic is placed in
the center, and then other concepts are placed around it, with unnamed links
radiating out to them, and from them, to other concepts in turn (208). This
method relies on two principles, (1) centrality – the proximity of concepts
to the core of the map, which can be taken as an indicator of how important
they are in the perception of the player and (2) specificity – the extent of de-
tail with which a concept is worked out in subordinate branches. Based on
elements identified on the concept maps, a set of categories was developed
to describe responses. In this study, we categorized the responses into six
main categories and 22 sub-categories. Subsequently, for each category on
every map, scores for centrality and degree of specificity were calculated.
Centrality scores were calculated based on the level at which the category
first appeared on the concept map, relative to the map core. For example,
if a concept was linked directly to the core, its centrality score was 1. If
another concept first appeared in a reference connected to the first concept,
its centrality score was 2, and so on. Specificity scores were calculated
based on the relative frequency of items associated with one category – the
number of items falling under a specific category was divided by the total
number of items on the map. For instance, for a map with a total of 10
items, three of which were coded as belonging to the category “design”,
the degree of specificity for this category on this map was 0.3.

A comparison of shifts in the centrality and specificity of concepts from the
pre- to the post-measurements allows tracing changes in the structuring of
knowledge or a new prioritisation of certain aspects. Figure 2.4 illustrates



64 Theoretical Foundations

0 1 2 3 4 5 6 7 8 9
0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Mean Level of Centrality

M
ea

n 
Le

ve
l o

f S
pe

ci
fic

ity 1

0 1 2 3 4 5 6 7 8 9
0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Mean Level of Centrality

M
ea

n 
Le

ve
l o

f S
pe

ci
fic

ity

1

2

2

3

3

4
4

5

5

6

6

7

7

8

8

9

9

10

10
11

12
12

13

14

14

0 1 2 3 4 5 6 7 8 9
0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Mean Level of Centrality

M
ea

n 
Le

ve
l o

f S
pe

ci
fic

ity

0 1 2 3 4 5 6 7 8 9
0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Mean Level of Centrality

M
ea

n 
Le

ve
l o

f S
pe

ci
fic

ity

15

15

16

16

17

18

18

21

19
20

20

21

22

22

19

13

(b)

(c)

(d)

(a)

Figure 2.4: Patterns of centrality and specificity on players’ pre- and post concept maps.
(a) and (b) are pre-maps; (c) and (d) are post-maps.

players’ pre and post concept maps emphases on the 22 sub-categories. You
can find these sub-categories and our analysis of this evaluation in RP7.
The results of evaluation shows that gamification aids with the active ana-
lysis, implementation and monitoring of decisions and development of key
competencies to advance secure and sustainable behavior in digital ecosys-
tems (e.g., system thinking, anticipatory competency, and problem-solving
competency).



Chapter 3

Research Methodology

Section 1.4 described the research strategy of this project using the trans-
disciplinary research framework. This chapter presents our theoretical per-
spectives, research approach, research methodology, and tactics employed
to answer the research questions of the thesis within the Phase B of the
framework.

3.1 Theoretical rationale
To adopt a theoretical rationale is to adopt a way of looking at the world
and making sense of it. Theoretical rationales are most often referred as re-
search paradigms. Paradigms are universally recognized scientific achieve-
ments that, for a time, provide model problems and solutions for a com-
munity of practitioners. Each paradigm generates and develops theories,
concepts, and means of experimentation, instrumentation, and equipment
which are different from those of other paradigms (209). While research
methods are systematic tools used to find, collect, analyze, and interpret
information, paradigms determine how members of research communities
view both the phenomena their particular community studies and the re-
search methods that should be employed to study those phenomena. For
example, dealing with only what may be measured or qualified, or sub-
jectively ignoring social and political contexts of cybersecurity produces
different, and sometimes incompatible, results which causes perplexity.

RP2 and Section 2.3 argue that adoption of multi-paradigmatic approaches
empowers the researchers and practitioners to see the problems from differ-
ent perspectives and their solutions are explored, assessed and developed
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using multiple paradigms. Due to our socio-technical perspective, this
project initially adopted a functionalist paradigm. This paradigm is well-
developed and prevalent in social sciences (210). It assumes that society
is composed of multiple systems, yet each system is interdependent with
one another (211). In this sense, a change in one system can affect others,
and all systems of the society can contribute to the support, maintenance,
and stability of the entire social system by conforming to shared values and
norms (212). The functionalist paradigm also believes that humans are nat-
urally competitive, individualistic, and rational; therefore, human behavior
is motivated by self-interest (211). Based on its underlying assumptions,
the functionalist paradigm is more concerned with “the status quo, social
order, consensus, social integration, solidarity, and need satisfaction” (210).

The results of our literature review revealed that the issues that have been
addressed in the literature of cybersecurity economics (e.g., budgeting, in-
terdependent risks, sustainability, and governance) suggest that a further in-
terpretive approach is necessary to derive underlying meaning from the ob-
served socio-technical phenomena. Moreover, our theoretical foundations
showed that the causality of some challenges in development and imple-
mentation of solutions proposed within cybersecurity economics research
could not be explored further within the functionalist paradigm but could
be investigated for the triggers contributing to them arising from struc-
tures, mechanisms, experience and perception. This led to the adoption
of two other paradigms to provide complementary perspectives on themes
discussed in RP2 (complexity, dynamism, interdisciplinarity, social rules
and institutions, and ethics). These two paradigms are constructivism, and
critical realism.

Constructivism considers knowledge as a social construct which results
from exchanges and interactions between individuals and the settings within
which they are formed and operating (213, 214). Constructivist paradigm
relies on the analysis of societal discourse that is recorded through data
captured in activities such as observations and interviews. Through this
analysis, this paradigm seeks to identify world views, subjective meanings
and perspectives within social contexts. It depends on the beliefs and opin-
ions of those being studied leading the researcher to identify patterns and
themes in the complexity of views rather (215). However, the construct-
ivist paradigm provides a limited reflection of socially constructed reality
(ongoing, dynamic processes in which individuals and groups participate
in the creation and institutionalization of their perceived reality). However,
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the causality associated with socially constructed reality can be analyzed
using another critical realist paradigm.

Although critical realism acknowledges social reality, it seeks its linkage to
causal mechanisms and structures (216) and accepts a variety of research
methods that can be incorporated in naturalistic settings (217). Fundament-
ally, the basis of critical realism examines the interaction of structures and
mechanisms that produce conditions contributing to the generation of iden-
tifiable events. Sayer defines structures as “sets of internally related ob-
jects or practices”. Therefore, structures may comprise a physical or so-
cial form (e.g., governance structures, management systems, and business
strategies). Mechanisms, however, are viewed as either a causal power or
tendency (e.g., collaborative activities) that are able to influence or affect
and outcome or event.

By adoption of these two paradigms, we further explored the causality
of mutually constructed meanings and associated observable or unobserv-
able events that occur in our social settings. We did that by distinguishing
between three reality domains of empirical (what is known and conceptu-
alized by social agents and researchers), actual (what happens in the world
irrespective of its conceptualisation and knowledge) and real (unobservable
interactions between different causal powers and structures of social objects
that produce (or not) events, processes and phenomena) as illustrated in Fig-
ure 3.2. This stratified reality is aligned with our initial paradigm and per-
spective as it recognises that encompassing complex systems, trajectories
and transformations depend on all of the whole, the parts, the interactions
among parts and whole, and the interactions of any system with other com-
plex systems among which it is nested and with which it intersects (218).
As illustrated in Figure 3.1, through these stratified levels, we connected
interpretations of reality with the objective aspects of this project discussed
in Section 2.4.

Collectively, by incorporating the epistemology and methodology associ-
ated with the three research paradigms of functionalism, constructivism,
and critical realism, we extended our worldview in this project. As dis-
cussed by Patel (124), this multiparadigmatic approach improves the pre-
dictability of outcomes and deepens our understanding of the problems and
the influencing factors.

Figure 3.1 illustrates our research model in this project.
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Empirical

Experiences, observations, 
concepts, and perceptions

Actual

Events (observed and unobserved)

Real

Structures and mechanisms that generate events

Figure 3.2: A view of stratified reality

3.2 Research Approaches
Considering the stratified view of reality, we need make sense of what we
observe, if it is to mean anything to us, to enable us to understand the mean-
ing of objects and events in their settings, to enable us to draw conclusions
about the general from observations and perceptions of the individual. The
research methods that enable us to achieve this goal revolve around differ-
ent modes of inference. The concept of inference refers to different ways
of arguing and drawing conclusions. Inference is a way of reasoning to-
wards an answer to questions such as: What does this mean? What follows
from this? What must exist for this to be possible? In this section we
distinguish between four main forms of inferences: deduction, induction,
abduction, and retroduction. Table 3.1 shows that each form represents a
way of moving from one thing to something else. We consider the different
form of inference as complementary in our research project. Deduction, for
example, gives us universal guidelines for what is necessary for a logically
valid argument. These guidelines can be used to test the validity of the
conclusions drawn by means of retroduction.

While induction and deduction have been largely used in the literature of
cybersecurity economics, and in general research practice, abductive and
retroductive inferences have been applied less. Neither deductive nor in-
ductive logic can inform discoveries such as How do we actually make
the assumption that individual events may be part of a general context or
structure? What makes us see structures in individual events? How does
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a researcher discover that certain behavior is a manifestation of a norm
structure? By means of abduction, individual phenomena are understood
as embedded in, and an outcome of, social structures. In abductive infer-
ence, we 1) have some empirical observations, 2) which we relate to a rule,
which 3) leads us to a new assumption about the observations.

RP4 and RP7 apply retroductive inferences. Retroduction is about ad-
vancing from one thing (empirical observations of events) and arriving at
something different (a conceptualization of structures and transfactual con-
ditions). For example, in RP4 we started by our observation of mediating
effect of social preference and reciprocal behavior on willingness to co-
operation under cyber risks and uncertainty. This observation led us to
incorporate this variable into our model in which cybersecurity is treated as
a public good. We therefore concluded that reciprocity sustains the proso-
cial behavior and promotes cooperative behavior under specific conditions
and governance structure. In retroductive inference, counterfactual think-
ing is necessary. We ask questions like: How would this be if not . . . ?
Could one imagine X without . . . ? Could one imagine X including this,
without X then becoming something fundamentally different? In counter-
factual thinking, we use our experiences and knowledge of social reality, as
well as our ability to abstract and to think about what is not, but what might
be.

Abductive and Retroductive inferences have a common limitation. Neither
abduction nor retroduction is a logically valid mode of inference in the
sense that deduction is. There are no fixed criteria from which it would be
possible to assess in a definite way the validity of a abductive or retroductive
inference. However, we applied these two forms since they broaden our
knowledge and stimulate the research process. They are forms of inferences
through which new ideas are introduced, and thus they are more important
for scientific progress than, for example, deduction (219).

3.3 Research Methodology
The final step in developing a research plan is selecting methods and tactics
to execute the plan. However, a specific procedure or technique, known
as research methodology, is required to identify, select, and process these
methods. A research methodology can be defined as ”a system of prin-
ciples, practices, and procedures applied to a specific branch of knowledge”
(220). The research in the field of cybersecurity economics draws on theor-
ies from natural sciences, computer sciences, social sciences, psychology,
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Figure 3.3: Vaishnavi and Kuechler’s design science research process model (2)

and economics and finance to solve the problems at the intersection of in-
formation technology, information security, and organizations. Due to the
interdisciplinary nature of this field, the Design Science Research Meth-
odology (DSRM) presented in (221) incorporates principles, practices, and
procedures required to carry out such research. DSRM is consistent with
prior literature, provides a nominal process model for doing design science
research, and it provides a mental model for presenting and evaluating re-
search outcomes. These features are necessary for our research since 1) it
crosses multiple paradigms and consistency and the presence of a process
model in crucial, and 2) it aims to re-integrate and apply created knowledge
into both societal and scientific practices.

DSRM involves the creation of knowledge and understanding of a prob-
lem, and its solution are acquired in the building and application of an arti-
fact (222). The use and performance of designed artifacts is then analyzed
to understand, explain, and solve the problem. Such an artifact can be a
model, a method, human-computer interfaces, a standard, or a framework
(223, 224). We will describe the design science research journey of this
project in terms of Vaishnavi and Kuechler’s general process model for
design science research (2). This model describes an iterative process of
problem awareness, solution suggestion, artifact development, evaluation,
conclusion and knowledge flow circumscription. This model is depicted in
Figure 3.3. The following describes each step extracted from (225).

Awareness of Problem. DSRM begins with the awareness and explica-
tion of the real-world problem. There can be multiple sources from which
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awareness may arise of an interesting practical and research problem. The
problem should be interesting because it is proving intractable. Intractable
problems are those for which the solutions at hand are unsatisfying. In-
tractable problems are interesting when we discover that these problems
are essentially not of the nature previously assumed. In our research pro-
ject, we assume that the essence of the problem has to do with overcoming
the unwillingness of cybersecurity practitioners, ranging from operators to
decision-makers, to effectively implement the solutions proposed within
cybersecurity economics research. The problem becomes interesting when
we assume the practitioners are behaving properly in the implementation
of the solutions. It is a problem of helping them embed the solutions in
their social norms and institutions and develop them to promote secure be-
havior in their systems. Intractable problems are often interesting research
problems because researchers may have been basing their knowledge on
the wrong range of theories or assumptions. Such a misalignment occurs
because the practical problem has been misdiagnosed.

Suggestion. This phase of problem awareness is followed by the sugges-
tion for a tentative design drawn from the existing knowledge base for the
identified problem. As indicated by the dashed line around the proposal and
tentative design in Figure 3.3, the Awareness and the Suggestion phases are
closely connected. Both phases are likely to involve an abductive reasoning
process. As we mentioned in the previous section, abduction is a reasoning
process in which the designer observes the problem and then creates ele-
ments of the most likely solution (tentative design). This tentative design is
the output of the Suggestion phase.

Development. The next step is an attempt for artifacts design which is
derived from the suggested tentative solutions and defined requirements.
The development and implementation may not necessarily involve novelty
or originality beyond the current state-of-the-art. The novel contribution is
usually present in the artifact’s design rather than in its construction. Both
the Development and the Conclusion phases involve deductive and retro-
ductive reasoning in deducing the artifact’s material characteristics from
the tentative design and what qualities must exist for the artifact to be ap-
plicable and feasible.

Evaluation. In the Evaluation phase, the results of the artifact development
are compared with the expectations that are either implicit or explicit in
the Awareness and the Suggestion phases. When results embody essential
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deviations from expectations, we need tentative explanations to determine
which further steps to follow next. These results and explanations often
provide information that helps refine our understanding of the problem,
the utility of the suggestion, and the feasibility of the originally imagined
artifact.

Conclusion. In terms of reasoning, this phase involves reflection and ab-
straction. We give consideration to the meaning of the more important and
general outcomes of the previous phases. It is not necessary that the out-
comes are optimal, only that they satisfice. But in producing these out-
comes, we learn about the nature of the problem, the character of the solu-
tion, and the effect of the artifact. In other words, we not only seek to
solve the problem, but also to learn about the environment that produces
the problem and envelopes the solution artifact.

As Figure 3.3 illustrates, Circumscription represents major feedback loops
driving iteration in the research process. Circumscription informs us of the
limits or boundaries of the knowledge discovered in each iteration. This
information determines our awareness and suggestion, which in turn drive
our conclusion to design and develop an artifact. In so doing, we create a
new situation and we must again decide what to do. Accordingly, there are
two types of arrows in the Figure 3.3 representation of this process. Broad
white arrows represent knowledge use, and narrow black arrows represent
the generation of knowledge. The white arrow headed out in the figure cor-
responds our transition to Phase C of our research design strategy described
in Section 1.4. After description of each step, Table 3.2 shows the methods
used at each step to answer the research questions defined in this project.
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Chapter 4

Conclusion

Over the past 20 years, a new stream of research, known as cybersecurity
economics, seeks to adopt and apply selected methods from economics to
better explain and mitigate cybersecurity failures. Most of the studies are
founded on how people make decisions when they face trade-offs or re-
spond to incentives, how individuals and organizations interact, and how
the systems as a whole work. Although most of these studies have acknow-
ledged the complexity of the problems they were aimed to solve, this thesis
argues that using only one lens to look at those problems necessarily leads
to blind spots. The increasing small and large-scale cyber incidents in the
world continuously reveals these spots. Today, we realize that cybersecur-
ity economics problems are characterized by different frames for defining
the problem that depend on the worldviews of the different actors ranging
from individuals to the whole society. Moreover, the quality of a solution
cannot be assessed objectively, but depends on the actors’ values, goals,
and actions. These properties of such problems pose major challenges to
both societal and scientific actors.

As supported in this thesis, one way to deal with these challenges is to
employ multi-paradigmatic approached within a transdisciplinary research
strategy by which both scientific and societal actors try to reach a con-
sensus on how to define the problem, how a generally acceptable solution
might look like and how it could be reached. This thesis suggested a set
of guidelines to conduct multi-paradigmatic research. Then, it followed
those guidelines to investigate the notion of cybersecurity as a public good
to deal with collective action problems in implementation of cybersecur-
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ity economics solutions. We advanced this notion by two perspectives: 1)
Cooperation requires people to bear an individual cost to benefit others,
and 2) Cooperation is regulated by social norms that establish standards
for how people should behave in particular situations. Hence, this thesis
crossed paradigms of functionalism, constructivism, and critical realism
to gain richer knowledge on the chosen subject: cybersecurity as a public
good.

By crossing these paradigms and methods that which enabled us to serve
the purpose of this research, we first examined the smallest levels of inter-
action, interaction within "the self". In RP3, we studied this topic initially
by testing several hypotheses to show how the assumptions and paramet-
ers of behavioral models of social preferences relate to the willingness to
cooperate within the context of cybersecurity. The moderating effect of so-
cial preferences on willingness to cooperate was supported by the collected
data from societal stakeholders. This led us to incorporate social prefer-
ences into the utility function that predicts observed decisions. It also mo-
tivated us to study critical realism paradigm which perceives human nature
as cooperative, collective, and social.

With these results, we constructed an agent-based model in which a group
of heterogeneous agents participate in provision of several cybersecurity
measures as public goods. Analyzing the influence of different paramet-
ers of this model showed that with possibility of punishment, the agents
adopt an evolutionary strategy towards the provision of cybersecurity as a
public good and create a robust environment. In other words, the simula-
tion results for our baseline model suggested that the environment forms
a dominant strategy which promotes the cooperation efficiently. Further-
more, our simulations have been able to exhibit altruistic punishment and
inequity aversion preferences in the agents’ decisions. In this connection, it
is important to mention that the success of providing cybersecurity as a pub-
lic good was predominantly enabled by the dynamic level of contributions
based on the agents’ experience of being a victim, punished, or number of
existing free-riders. By analysis of the results in RP4, we realized active
involvement of groups’ members determines the success of achieving sus-
tainable and effective development of a secure environment. The efficiency
of these interactions depends largely on the institutional arrangements that
involve, empower, and give a chance to the agents to use their cultures,
knowledge and capabilities for sustainable cybersecurity.
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With such insights, we suggested that polycentric governance structure
should be used to promote active participation that empowers stakehold-
ers to be critical in understanding their problems and enables them to re-
flect on their situations that help them to objectively decide on trade-offs.
Therefore, we advanced our research to study how polycentricity is concep-
tualized and operationalized in cybersecurity policies and institutions. We
employed Institutional Grammar 2.0 to investigate whether the EU’s cyber-
security strategies and policies establish a polycentric governance structure.
Moreover, we analyzed the EU cybersecurity policies to identify what sanc-
tions are prescribed as part of the regime and to what extent the sanctioning
is centralized or decentralized. Since the scope of this study has been nar-
rowed down to cyber incident and crisis response across the EU, we also
explored to what extent policies signal actors’ commitment to ensure effi-
cient cyber crisis management as a complex public good.

The results of this study uncovered the variation in polycentricity within
specific cybersecurity regulations in the EU governance system and the
variation in authorities of different actors across those regulations. How-
ever, our study found weak evidence of punishment and signals of com-
mitment to common goals in the analyzed policies. Although the policies
of punishment depend on cultural, political, and legal values, the neglect
of proportionate punishment immensely influences the active participation
of agents in the achievement of common goals. One of the reasons that
policy-makers have failed to adequately address these two concepts in cy-
bersecurity policies is that the policy-makers have been unable to perceive
the complexity of human behavior and the systems in which we live. This
led us to inquire constructivist paradigms once again to come up with ap-
proaches that enable policy-makers to identify the issues that are most rel-
evant to their specific context and needs.

According to constructivism paradigm, people construct their own under-
standing and knowledge of the world through individual and social exper-
iencing things and reflecting on those experiences. Hence, we designed,
developed, and evaluated a policy game which empowers the players to
practice their knowledge on how to promote secure and sustainable beha-
vior in digital ecosystems using different security metrics. This game is
an instantiation of our proposed socio-technical framework for developing
serious games. The framework emphasizes on experiential learning and
ability to reflect in practice. The evaluation results showed that the game
was successful as a learning tool to understand complexity, consider uncer-
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tainty, enhance scenario analysis, base the decisions on deeper knowledge
and insights, and change the way of thinking.

Ultimately, the research presented in this thesis has provided a view of how
solutions proposed by cybersecurity economics research can be embedded
in social norms and institutions that promote secure behavior in digital eco-
systems. This is done through five main contributions of:

• Improved understanding of the problems and challenges in cyberse-
curity economics theory and practice

• A set of recommendations that aim to support a transdisciplinary, re-
flective, collaborative, and integrative research within the field of cy-
bersecurity economics

• Examining the doctrine of cybersecurity as a public good through a
multi-paradigmatic research

• A new framework and design process to design and develop serious
games to raise security awareness, teach hands-on skills, and develop
key competencies as well as to understand the needs and characterist-
ics of the players through gamification experiences

While acknowledging the potential for effectively leveraging the guidelines
suggested in this thesis, this research has also highlighted the complexity
of fully realizing this potential. It requires researchers, practitioners, and
policymakers to develop a more holistic understanding of cybersecurity.
After this conclusion, the rest of this chapter outlines the limitations of
this research in Section 4.1 and presents our suggestions for future work in
Section 4.2.

4.1 Limitations
This research is not without its shortcomings. Problems have been identi-
fied with the theory and practice of this research. The issues of particular
concern are as follows:

- Limited collaboration with the societal actors: Although the research
strategy of this research project is transdisciplinary, our interaction with the
societal actors were limited to the survey with C-level employees within
research paper RP3. We plan to use the designed game as a negotiation
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platform to continue our communication with societal actors. This com-
munication can affect on how societal actors in the field of cybersecurity
perceive the notion of cybersecurity as a public good and how they under-
stand this notion can contribute to dealing with collective action problems.

- For the quantitative part of this research, our questionnaire in RP3 is con-
strained by certain limitations. First, our survey relies on self-reported data.
Despite being a common approach for collecting data in a number of dis-
ciplines, people are often biased when reporting on their own experience
(meaning factual data may not coincide with respondents’ perceptions).
Second, we were unable to collect data from other countries. This limited
our study to the Norwegian firms which may collectively have different
preferences and attitudes.

- Despite our efforts to develop an inclusive model and generic constructs,
our agent-based model RP4 cannot be considered a universal model, fully
applicable to all settings. We are still in the very early stages, and the stud-
ies on the notion of cybersecurity as a public good are limited. While this
model lays a solid foundation for future studies to extend its application,
the future work can mitigate the concern of generalizability and provide
interesting findings by adapting it.

- Our analysis of institutional design of EU cyber incidents and crises man-
agement as a complex public good provided some useful insights that can
be employed in cybersecurity policies at the EU and Member States levels.
However, the propositions in our research need to be supported by qualit-
ative and quantitative evaluation and longitudinal field studies to be more
structured and effective.

- The designed game in RP7 needs to be evaluated in further cycles of
design science research and larger focus group including cybersecurity prac-
titioners. Through these cycles, the design principles will be adapted and,
accordingly, the prototype will be updated.

4.2 Future Research
This thesis represented an example of multi-paradigmatic research on cy-
bersecurity economics by focusing on cybersecurity as a public good. Multi-
paradigmatic studies represent a new and potentially enlightening path for-
ward in cybersecurity economics. However, there are limits to methodo-
logical rigour in the complex world of multiple paradigms. Future work
can propose a concise framework and a set of guidelines to extend this ap-
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proach to other core issues such as budgeting, information asymmetry, and
interdependent risks. Moreover, identification of factors that may impede
researchers from engaging in multi-paradigmatic studies is important.

This research also opened up new avenues for more exploration within the
problems and opportunities created by treating cybersecurity as a public
good. New systematic approaches, underlying methodologies, and collab-
oration between societal and scientific actors are needed to study various
aspects of treating cybersecurity as a public good. Our proposed multi-
layered perspective can be a starting point to identify the needs for change
at each layer and the conversion layers. Methodological tools can be em-
ployed to conduct multi-level and evolutionary network analysis on how
patterns of institutional interconnections influence the dynamic state, the
flow of information, and the intensity of cooperation at different layers of
utility, supply, and production.

Consequently, future work can introduce a conceptual framework of ‘sus-
tainable transition pathways,’ which is inherently derived from the contex-
tualization of theoretical models developed in this thesis and the literat-
ure of cybersecurity economics. Through the case studies, this conceptual
framework can provide additional theoretical inputs to better grasp the com-
plexity of shifting from the current pathway initially chosen by the actors
to pathways that various cybersecurity functions, products, and services are
treated as public goods.

Moreover, future work can benefit from Institutional Grammar to study the
the complex interplay between institutional arrangements and stakeholders’
behavior, as well as researchers interested in the semantics of cybersecurity
institutions and policies. This tool can also be utilized to propose new
institutional arrangements that facilitate the apply the societally relevant
outcomes of research within cybersecurity economics.

As it has been highlighted through this research project, collective action
problems require different strategies to be addressed. When actors imple-
ment these strategies, it often results in specific and partially observable
patterns of behavior. Therefore, future work can contribute to the literat-
ure of cybersecurity economics by development of a decentralized decision
support framework for heterogeneous agents enabling complex interactions
in dynamic environments with uncertainties. This system should incorpor-
ate notions such as risk aversion, social preferences, and perception ac-
curacy in agents decision-making processes, and analyze their effects on
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their performance in the presence of unforeseen events. Moreover, follow-
ing research questions, ranging from fundamental to analytical, can also be
investigated along the way:

• How do the scientific and societal actors in the field of cybersecurity
define public goods?1

• To what extent does the non-excludability and non-rivalry of cyber-
security as a public good play a role in their perspective?

• What are the specificities of the national and international institutions
that shape understandings of the public dimension of cybersecurity?

• What mechanisms can be employed to handle barriers and path de-
pendencies in socio-technical transitions towards cybersecurity as a
public good?

• Which institutional arrangements are more prone to path-dependent
outcomes, and which are open to continued modification and change?

In addition to these suggestions for future work within the context of cy-
bersecurity as a public good, the literature of cybersecurity economics can
take advantage of gamification as a participatory approach to both under-
stand the societal problems and challenges and to integrate the generated
knowledge in scientific discourse into the societal practices. However, the
research on using gamification within the cybersecurity economics research
is still nascent. Our suggested framework and design process can be start-
ing points to explore this area more.

1An answer to this question is critically important for the choice of criteria and characteristics
that determine the way different goods will be classified (the second item in the list). A review on
the literature of public goods shows that there is a wide dispersion of view about what constitutes
a public goods and what does not among economists. Although in this thesis we Such disagree-
ment suggests that objective criteria do not exist. For example, Barzel (226), Demsetz (227), and
Kindleberger (228) have argued that non-rivalness is the crucial characteristic of a public good and
non-excludability is not. A number of other economists say that non-excludability, not non-rivalness,
is the indicator of public goods (229, 230, 231). Some other economists agree with the Samuelson
(232) and say that both non-exclusiveness and non-rivalness are necessary characteristics of public
goods (233, 234). This thesis concur with the latter opinion and does not challenge other opinion
since it is out of the scope of this thesis. However, the author is curious to know the scientific and
societal actors in the field of cybersecurity devise what criteria to define (or determine) public goods.
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Abstract: Insights in the field of cybersecurity economics empower decision makers to make informed
decisions that improve their evaluation and management of situations that may lead to catastrophic
consequences and threaten the sustainability of digital ecosystems. By drawing on these insights,
cybersecurity practitioners have been able to respond to many complex problems that have emerged
within the context of cybersecurity over the last two decades. The academic field of cybersecurity
economics is highly interdisciplinary since it combines core findings and tools from disciplines such
as sociology, psychology, law, political science, and computer science. This study aims to develop
an extensive and consistent survey based on a literature review and publicly available reports. This
review contributes by aggregating the available knowledge from 28 studies, out of a collection of
628 scholarly articles, to answer five specific research questions. The focus is how identified topics
have been conceptualized and studied variously. This review shows that most of the cybersecurity
economics models are transitioning from unrealistic, unverifiable, or highly simplified fundamental
premises toward dynamic, stochastic, and generalizable models.

Keywords: cybersecurity economics; economics of information security; complex systems; socio-
technical systems; meta-narrative literature review; sustainable digital ecosystems

1. Introduction

At the time of conducting this research, the world is being shaken by an unprecedented
upheaval as the coronavirus pandemic has affected billions of people worldwide. This
large-scale event has not only affected us in the physical dimension but also cyberspace.
Elections, Olympic games, and wars quickly make their way into the cyber world, and
adversaries can take advantage of these global incidents to attack people, organizations,
and governments. These events have given the decision makers in the cybersecurity
domain a pause for reflection. Moreover, the scholars focused on cybersecurity economics
are trying to build a consensus on the need to have secure, sustainable hyper-connected
digital societies through greater awareness, strong multi-stakeholder partnerships, and
deep structural changes in key areas of institutional activities.

The importance of cybersecurity in digital ecosystems has resulted in a large stream
of research that focuses on technical defenses and solutions, such as encryption, intru-
sion prevention systems, and access controls. In addition to the technical defenses, the
sustainability of digital ecosystems is at least as much dependent on the aspects that can
be explained more clearly and convincingly using the language of economics. However,
research focusing on the economic aspects of cybersecurity is at an infant stage, despite
four decades of research activity that was started in 1982 by Courtney [1]. He stated that a
security control should not be implemented if it costs more than tolerating the problem.
He also added that the selection of security controls requires a systematic approach with
full recognition of interdependencies and cost–benefit relationships. The economic implica-
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tions of decisions made in the context of cybersecurity are influenced by the presence of
reinforcing features, such as complexity, deep uncertainty, and non-ergodicity.

The economic models with a neoclassical theoretical basis were among the most often
used tools in the early stages of cybersecurity economics research. This school of thought
imposes a set of assumptions on economics models, including rationality, representative
agents, constant returns to scale, and cleared markets in the long-term [2]. However, as the
maturity of the field increases, cybersecurity economics literature revealed models which
are characterized by dynamic (i.e., accounting time), stochastic (i.e., representing random
behavior of agents), and generalizable (i.e., describing the entire ecosystem) features. These
models attempt to avoid the oversimplifying assumptions such as homogeneous agents,
rationality, and optimizing behavior. Hence, they introduce additional variables to consider
bounded rationality, uncertainty, or imperfect information. While a detailed discussion
of this school and other schools is beyond this article’s scope, we will discuss briefly how
they have been applied for cybersecurity economics in Section 3.

This study provides a meta-narrative literature review of existing cybersecurity eco-
nomics models applicable for cybersecurity investments, information sharing, sustainabil-
ity, and cyber insurance. Our overall assessment of the literature is critical. The literature
has succeeded in providing broad and intriguing coverage of the application of economic
analysis to cybersecurity. It presents significant results consistent with complex systems
and suggests the presence of the sorts of heterogeneity and interdependencies across
agents. It also contributes to developing key competencies (e.g., system thinking, adver-
sarial thinking, and anticipatory competencies) to advance security and sustainability in
digital ecosystems. Yet, “The Global Risks Report 2021”, published by the World Eco-
nomic Forum, has categorized cybersecurity failures as clear and present dangers [3]. This
category reveals concerns about lives and livelihoods. Moreover, a report by the Center
for Strategic and International Studies (CSIS), in partnership with McAfee, shows that in
2020, it was initially forecast that the investment in cybersecurity by the organizations
would surpass USD 145 billion [4]. However, despite increasing cybersecurity spending,
the annual cost of cybercrime, globally in 2020, is estimated at USD 1 trillion [4], and data
breaches continue to proliferate [5]. Now, the question that arises here is whether these
models have been effective in developing secure and sustainable digital ecosystems.

These numbers cast doubt over these models’ effectiveness, particularly when they
compare it with other areas of business investment and performance improvement. For
example, the proposed models for cybersecurity investment, as one of the core issues in cy-
bersecurity economics, mainly have limitations such as inaccurate estimates and applying
complexity in real-world situations. Limited scenarios and inconsideration of constraints,
type of organizations, and adversaries’ strategies are common problems of the models that
claim accuracy and simplicity. Therefore, our criticism is not that scholars fail to employ
models according to the assumptions of particular rationality or perfect markets. Rather,
they do not use models adequately and appropriately with respect to the purposefulness
of individual behavior and systems’ complexity. The limitations of the literature are not
surprising given the novelty of cybersecurity economics as an interdisciplinary field. We
believe that this field will experience an exploratory and dialectical empirical develop-
ment. This process is critical for developing economically viable cybersecurity strategies
and policies.

In the form of a literature review, this study critically reflects on the literature to
build a deep understanding of cybersecurity economics and identify seven core issues
that have been subject to analysis under this field. The first contribution of this study is
the provision of different schools of economics employed in cybersecurity. The second
contribution is presenting (1) the topics and challenges that have been investigated under
the perspective of cybersecurity economics, (2) the characteristics of an efficient cyber-
security economic model, and (3) how this field has contributed to providing solutions
to known and unknown problems within the cybersecurity domain. Finally, the third
contribution is to demonstrate how particular research in economic aspects of cybersecurity
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has unfolded over time and shaped the kind of questions being asked and the methods
used to answer them.

The remainder of this paper is organized as follows. In Section 2, we provide a brief
background on the cybersecurity economics. Section 3 presents the theoretical underpin-
nings of cybersecurity economics models and the schools of thought employed to develop
these models. The core issues of cybersecurity economics models are discussed in Section 4.
The research methodology of this review is demonstrated in Section 5. The research ques-
tions are answered in Section 6. Section 7 concludes by summarizing the key findings of
this article and provides insights for future research.

2. Background

The subject of this study is cybersecurity economics. Accordingly, a fundamental issue
it must address is what makes cybersecurity economics a single subject of investigation.
Indeed, cybersecurity and economics each constitute distinct types of investigation, as
reflected in the fact that they have long been studied as two separate disciplines by two
large independent groups of researchers, respectively, information and computer scientists
and economists. Therefore, there might be barriers to understanding how together they
constitute a single field of study. It can be argued that cybersecurity economics should
be understood as an interdisciplinary field of study that falls between and combines
cybersecurity and economics. However, this perspective faces the problem that there is
more than one conception of how different disciplines are related.

Cat [6] presented a taxonomy of possible conceptions: interdisciplinary, multidisci-
plinary, cross-disciplinary, and transdisciplinary. The strategy adopted in this review is
closest to the transdisciplinarity (i.e., a synthetic creation that encompasses work from
different disciplines), which treats cybersecurity and economics as two different relatively
independent systems of thinking that interact in a complex socio-technical system. A
complex socio-technical system paradigm takes the interaction of different systems as the
starting point and explains their relative interdependence regarding how they interact in
social and technical settings. This paradigm enables us to capture the transformative effects
that cybersecurity and economics might each have on one another. To develop a more clear
understanding of these effects, this section continues to elaborate on how cybersecurity
started to draw from economics.

The terms cybersecurity and information security are often used interchangeably.
Solms and Niekerk argue that, despite the substantial overlap between cybersecurity and
information security, the two concepts are not equal [7]. They posit that cybersecurity
goes beyond traditional information security boundaries to include protecting information
resources and other assets, including the human and cyber-physical systems. Accord-
ing to this viewpoint, which is also supported by the international standard ISO/IEC
27032:2012(E), in information security, a reference to the human factor usually relates
to humans’ role(s) in the security process. In cybersecurity, however, this factor has an
additional dimension, namely the humans as potential targets of cyber attacks or even the
humans that unknowingly participate in a cyber attack due to lack of awareness.

While ENISA concludes that there does not need to be a definition for cybersecu-
rity [8], we provide a definition to avoid vagueness regarding what cybersecurity entails.
Cybersecurity is basically the name of standard practices that involve the people, processes,
and technologies in an organization, in a group, or stand-alone environments in which the
computers and cyber-physical systems with valuable data are connected to cyberspace.
Cybersecurity deals with the different procedures that create a secure environment by
protecting the assets. According to ISO/IEC 27002, an asset is anything that has value
to an organization [9]. Assets can be categorized into different subtypes based on their
convertibility (current and non-current assets), physical existence (tangible or intangible
assets), and usage (operating or non-operating assets) [10]. Some assets are relation specific.
These assets are the results of one or both parties having made investments to support
a particular relationship [11]. For example, people who work for a specific organization
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and learn skills that are valuable only for that specific organization are considered relation-
specific assets. Assets should be protected from illicit access, use, disclosure, alteration,
destruction, and/or theft, resulting in loss to the organization.

Valuation of these assets and the risks of loss or damage have been controversial topics
in cyber risk management and cybersecurity economics. The valuation methods vary based
on cost [12], market [13], and utility [14] of the assets. With the rapid development of
information technology, digital assets have been recognized as critical parts of organizations.
However, cybersecurity is not limited to digital assets. In the last decade, the increasing
number of cyber attacks against physical assets and critical infrastructures (e.g., Stuxnet,
Industroyer, Triton, etc.) has indicated that cybersecurity can be labeled as a serious cyber
and physical challenge for organizations and governments.

An accurate valuation of assets is central to efficient investment in protecting them,
capital budgeting, and strategic planning. This is why this process is changed if poor
decisions have been and/or are being made. Much of the published research on cybersecu-
rity economics has been focused on the economic valuation of the assets and finding the
optimal security investment level in organizations to protect those assets [15–21]. However,
cybersecurity economics not only is concerned with whether an organization is spending
enough to secure their assets and whether the security budget is spent on the right security
measures and controls [22,23], but is also concerned with how a digital ecosystem and
its operating agents function and behave. Cybersecurity economics covers the regulatory
changes and competitive pressures (e.g., how cybersecurity can be aligned with broader
business processes [24]). It studies how resource allocation by governments and businesses
satisfies the requirements of creating a resilient cyber environment for themselves and other
agents [25]. Furthermore, cybersecurity economics focuses on the efficiency surrounding
the decisions made as a result of incentives and policies that are designed to maximize the
profit and trust within the environment [26].

Currently, there is no consensus on a definition of the term cybersecurity economics.
Multiple studies have created their definitions, most of which are broad. Probably the most
accepted definition for cybersecurity economics is an area concerned with providing maxi-
mum protection of assets at the minimum cost [27,28]. However, Rathod and Hämäläinen
adopted a wider perspective to the economics of cybersecurity based on strategic, long-
term thinking incorporating economics from the outset [26]. They stated that cybersecurity
economics and analysis provide benchmarks for the economic assessment of national and
international cybersecurity audits and standards. It also provides policy recommendations
to align policies and regulations to ensure trust within a digital environment. Addition-
ally, Ahmed argues that cybersecurity economics addresses the issues of protection of
Information and Communications Technology (ICT) applications designed to facilitate the
economic activities that normally face cybercrimes that cost the companies and countries a
significant amount of money and disturb the economic and financial activities around the
globe, as has been indicated in ICT-based sustainable development [25].

Despite the many different definitions of cybersecurity economics, all of these studies
point out that cybersecurity economic situations are characterized by direct and indirect
interdependencies among the agents involved. Each agent’s behavior affects the available
options of other agents and even the results that they can achieve. Given a particular
situation and different options, which option do agents choose and why? Does the outcome
satisfy them? Does it unintentionally leave other agents worse off while it has been an
optimal decision for some of them? To answer these questions, we would imply that it
is crucial to be aware that cybersecurity economics covers a broader range of situations
than exchanging products and services for money. Rather, this field of study includes
organizations having to decide how to value their assets and scarce resources and adapt
economic theories to practice in complex, uncertain environments.

Cybersecurity economics studies include forces motivating stakeholders to invest in
cybersecurity provision; market structures and regulatory structures; and environmental,
institutional, and distributional consequences of the social decision situation. The studies



Sustainability 2021, 13, 13677 5 of 28

also investigate the cybercrime economics and motivation, tools, and interest of actors in
today’s underground marketplaces. All in all, this paper defines cybersecurity economics
as a field of research that offers a socio-technical perspective on economic aspects of
cybersecurity, such as budgeting, information asymmetry, governance, and types of goods,
to provide sustainable policy recommendations, regulatory options, and practical solutions
that can substantially improve the cybersecurity posture of the interacting agents in the
open socio-technical systems. A socio-technical perspective is essential for understanding
and managing the state of cybersecurity today, as well as how to enhance it moving forward.

3. Theoretical Underpinnings of Cybersecurity Economics Models

Colander defines economics as the study of how human beings coordinate their wants
and desires, given the decision-making mechanisms, social customs, and political realities
of the society [29]. In this definition, the term coordination can mean many things. In our
study of cybersecurity economics, we refer to coordination as the efforts to solve problems
such as:

• What is the adequate level of cybersecurity and how much should we spend to provide
this level.

• How and for whom to provide cybersecurity.
• Who needs to pay for interdependent and cascaded risks.

The answers to these questions, under the assumptions that agents have unlimited
resources and complete information, operate in closed systems, and make rational choices,
might be clear and straightforward. However, these assumptions are subject to criticism
since they rely on unrealistic, unverifiable, or highly simplified fundamental premises.
Furthermore, scarcity, incertitude, and ever-changing digital ecosystems make these ques-
tions complicated. Hence, understanding the interrelationships among them is central to
dealing with the problems mentioned above. Scarcity means that the available resources
to satisfy individuals’ desires are too few. For example, organizations are faced with a
shortage of skilled cybersecurity staff. By 2022, the global cybersecurity workforce shortage
is projected to reach upwards of 1.8 million unfilled positions [30].

Moreover, laboratory studies in psychology indicate that attention is also a limited re-
source [31,32]. In given situations, individuals selectively concentrate on some information
while ignoring other perceivable information. These situations embody two main elements:
our desires and the resources to fulfill those desires. In the context of cybersecurity, these
desires are constantly changing, developing, and partially determined by both society
and technological advances. Moreover, the resources and means we employ to fulfill
desires can affect those desires. Hence, the degree of scarcity is continually changing and
subject to incertitude. Sterling introduced the concept of incertitude to distinguish between
uncertainty and risk [33]. According to Figure 1, there are four ways of conceptualizing
incertitude. Risk refers to situations in which there is moderate knowledge about calculat-
ing probabilities for different outcomes. Ambiguity differs from risk in the poorly defined
characterization of outcomes. Further, uncertainty refers to a situation in which outcomes
are known, but there is a poor basis for assigning probabilities to these outcomes. Finally,
ignorance is a situation that combines poor knowledge about both outcomes and likelihood
(i.e., a case of surprises).
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Figure 1. Types of incertitude. Adapted from [33].
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When faced with scarcity, we need to make decisions. Decisions are made by compar-
ing the costs and benefits of choices. Rational decision makers invest in cybersecurity if
that investment yields a positive return or the marginal cost is less than that of the risk it
eliminates. The proposed cybersecurity investment model by Gordon and Loeb [27], and
introductory sequence of models based on it [34–36], premised a rational approach to man-
aging risks and making decisions. Nevertheless, is this idealized conception also applicable
in real-world situations? Real-world problems require reasoning about distributions over
many different internal (e.g., decision-making mechanism, cognitive processes, emotional
arousal, etc.) and external factors (e.g., business information, operating environment,
available resources, etc.). During the last two decades, various economic models have been
constructed to make inferences within cybersecurity by considering these factors. These
models are based on generalizations and insights, called theories, about the workings
of the cybersecurity market as well as on contextual knowledge about the institutional
structure of the interacting stakeholders [37]. This knowledge is acquired from various
resources such as individuals, groups, institutions, and systems. Figure 2 depicts that,
according to the source of knowledge, economic theories are divided into two branches:
microeconomics and macroeconomics.

Microeconomics is the study of individual choice and how economic forces influence
that choice [29]. However, to analyze the entire economy built up from microeconomics
analysis, everything becomes rather complicated. Therefore, to simplify matters by taking
a different approach, macroeconomics studies the economy as a whole. In highly intercon-
nected digital ecosystems, these two branches are very much interrelated. What happens
in these environments as a whole is based on individual decisions, but individual decisions
are made within an environment and can be understood only within their macro context.
Research by Gartner shows that 60% of organizations are now working with more than
1000 third parties [38]. The increasing reliance on partners, sub-contractors, and suppliers
contributes to the growing complexity of digital ecosystems and requires an understanding
of both micro- and macroeconomics analyses.

Figure 2 shows the particular schools of economic thoughts employed in the cybersecu-
rity economics literature. As the figure shows, some of the schools acquire their knowledge
from different resources. Moreover, the problems that matter when looking at the situations
from a particular school’s perspective are depicted in this figure. It is beyond the scope of
this paper to provide a full explanation of these schools. Yet, it is important we reflect on
them to understand their characteristics.

Microeconomics Macroeconomics

Individuals Groups Institutions Systems

Neoclassical
Economics

Behavioral
Economics

Evolutionary Economics

Institutional Economics

Post-Keynseian Economics

Complexity Economics

Central problems in a particular school
Scarcity Uncertainty Change

Figure 2. The required knowledge in cybersecurity economics model acquired from different re-
sources such as individuals, groups, institutions, and systems. Source: compiled by the authors.

Neoclassical economics forms today’s economic mainstream. Organization and alloca-
tion of scarce resources is the central economic problem from the neoclassical perspective.
It implies that efficiency (i.e., the optimal usage of the available resources to maximize
individual utility) is the most relevant evaluation criterion. Econometrics serves as an
analytical tool. Mathematical models are used in the analysis of the economic system. It has
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been argued that rationality, selfishness, and equilibrium are fundamental to neoclassical
economics [39]. These paradigmatic cores have been applied in cybersecurity economics
by employing two different approaches: decision-theoretic and game-theoretic.

The decision-theoretic approach utilizes traditional risk assessment models to analyze
organizations’ spending on cybersecurity. Cavusoglu knows these methods are incomplete
because of the security problem’s strategic nature [40]. Several empirical studies support
that attackers do not randomly select their targets and their attack strategies [41–43]. Hence,
researchers proposed game-theoretic approaches that treat cybersecurity investment as a
game between organizations and attackers [34,40]—or interdependent organizations [44,45].
Aligned with neoclassical economics, the ideal goal of these models is utility maximization.
However, this is not the only goal in cybersecurity. In practice, cybersecurity decision
makers need to seek how they can mitigate cyber risks, balance business needs and cy-
bersecurity requirements, maintain compliance, and ensure cultural fit [46]. Moreover,
the benefits and costs cannot be reliably calculated for cybersecurity since the value of
cybersecurity investment comes from the avoidance of potential incidents and the loss
reduction from an investment [47,48].

Considering that utility maximization is not the only goal in cybersecurity, neoclassi-
cal economics systematically neglects the complexity of our problems and our bounded
set of fundamental capabilities, such as rationality, farsightedness, and influence. These
limitations are addressed in other economics schools such as behavioral economics, evo-
lutionary economics, and complexity economics. Behavioral economics takes up some of
the neoclassical economics critiques by focusing on which decisions are made and what
motivations lead to particular actions (in general, observable behavior of humans). In
behavioral economics, the findings from psychology, social sciences, neuroscience, and
cognitive sciences are transferred to the economic discipline to improve the reliability and
precision of explaining human decisions and behaviors [49]. The research on behavioral
economics suggests that individuals deviate from the standard model in three respects:
nonstandard preferences (time preferences, risk preferences, and social preferences), nonstan-
dard beliefs (overconfidence, the law of small numbers, and projection bias), and nonstandard
decision making (framing, limited attention, menu effects, persuasion and social pressure,
and emotions) [31].

For example, consider the utility function as a standard model. Individual i at time
t = 0 maximizes expected utility subject to a probability distribution p(s) of the states of
the world s ∈ S:

max
xt

i∈Xi

∞

∑
t=0

δt ∑
st∈St

p(st)U(xt
i |st). (1)

The utility function U(x|s) is defined over the payoff xt
i of player i and future utility

is discounted with a (time-consistent) discount factor δ. DellaVigna discusses how this
function can be deviated from its main hypotheses [31]. The research on nonstandard
preferences, beliefs, and decision making constitutes the bulk of the empirical research
in psychology and economics. However, some of these topics are relatively new to the
field of cybersecurity, and thus there is much that future work can explore. For instance,
the results of a study by Kianpour et al. suggest that social preferences have moderating
effect on the decision making under cyber risks and uncertainty [37]. With respect to the
social preferences, the utility function is U(xi, x−i|s), meaning that it also depends on the
payoff of others x−i. Risk preferences, on the other hand, have been studied more by
the researchers under the topics of loss aversion [50,51], insurance [52–54], willingness to
pay [55–57], and endowment effect [58,59].

As DellaVigna explains, the standard model in (1) assumes that individuals are nor-
mally correct about the distribution of the states p(st). However, experiments suggest
that they have systematically incorrect beliefs in three ways: overconfidence, the law of
small numbers, and projection bias. In the context of cybersecurity, the recent reports
show that when it comes to cybersecurity practices, there is general overconfidence among
security professionals and C-levels [60]. NIST defines overconfidence as the tendency for
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stakeholders to be overly optimistic about either the potential benefits of an opportunity
or the ability to handle a threat. Dong et al. discussed how overconfidence is negatively
associated with information security investment and information security performance in
organizations [61].

Nevertheless, incorporating this variable with more complex situations, such as bud-
get constraints and risk interdependencies, could reveal more insights into the role of
overconfidence in cybersecurity provision. As with many of the issues raised in this,
there is limited literature on projection bias and the law of small numbers and projec-
tion bias. However, these issues concern the part of the decision-making process that
probabilities need to be considered. Therefore, studying the impact of these beliefs can
help us understand why decision makers underestimate cyber risks or underinvest in
cybersecurity solutions.

Given the standard utility U(x|s) and belief p(s), individuals may make nonstandard
decisions. This can be caused by different framing of a situation, the underweighting (or
overweighting) of information because of limited attention, suboptimal heuristics used
for choices out of menu sets, social pressure, and emotions. The framing effect is one of
the many different cognitive biases that we can be susceptible to. Framing strategies (i.e.,
strategies for communicating a complex societal problem in such a way that the main
arguments are clearly understandable and cannot be easily challenged [62]) have been
studied extensively in the context of cyber risk [63–65] and cyber warfare [66,67]. A situation
that is framed differently may elicit different responses [68]. Bruijn and Janssen described
how evidence-based framing can be used to build cybersecurity awareness. They argue that,
in cybersecurity policymaking, utopian or dystopian views might be counterproductive
and result in complicating the problems [69]. The findings of another study show how
news media framing can generate privacy tradeoffs in exchange for stronger cybersecurity
prevention or economic gains [70]. When high societal risks are perceived through news
media framing, individuals engage in privacy tradeoffs, encouraging them to comply
with intrusive privacy initiatives. Unlike the framing effect, the impact of emotions also
has been addressed in cybersecurity decision making. Blunden et al. investigated two
threat-induced emotions after a cyber attack: fear and anxiety [71]. Their results show that
fearful participants embrace avoidance as their safety behavior, while anxious participants
appeal to surveillance and vigilance.

Moreover, Renaud and Dupuis have presented cybersecurity studies that use fear
appeals [72]. They outline the literature’s limitations and how cybersecurity researchers
can study fear appeal models in field experiments rather than laboratory experiments.
Many other biases are identified in cognitive psychology. However, unlike framing effects
and emotions, other patterns of deviations from standard decision making within the
context of cybersecurity are not well-addressed. With the extension of cybersecurity to
susceptible areas such as military and critical infrastructures, investigating the impacts of
other cognitive biases on people’s decisions must be weighed alongside other topics to
avoid inference and reasoning problems.

As we mentioned earlier, neoclassical economics ignores the complexity of the prob-
lems. Evolutionary economics and complexity economics, on the other hand, use com-
putational and mathematical analysis to explore the complex structures and investigate
how and why the systems change. These schools look at the evolutionary systems, not the
systems continuously in or tending toward equilibrium. This emphasis on the changing
nature of the systems appears to be the crucial feature within the context of cybersecurity.
Cybersecurity is no longer a barrier to change [73]. Instead, it is considered as a business
enabler or an influencer [74]. Consequently, topics including structural and technological
changes, innovation processes, and capabilities development could be used in this domain
to explain both change and stability. It should be noted that neoclassical economics can
also incorporate dynamic elements such as path dependencies [75]. However, evolutionary
economics deals with uncertainty and change in addition to the optimal usage of scarce
resources to satisfy individual needs. Therefore, both knowledge and individuals are
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considered crucial phenomena. Methodologically, evolutionary economics assumes that
agents’ interaction leads to the formation of new entities and causes of a phenomenon
known as emergence. These entities’ characteristics cannot be reduced to the individual
level, and the performance of the system is determined by the practical level of available
knowledge shared among the individuals.

Shiozawa has identified a non-exclusive and non-comprehensive list of seven eco-
nomic entities being subject to evolutionary changes: economic behavior, commodities,
technology, institutions, organizations, systems, and knowledge [76]. While a decision of
an individual can change economic behavior, institutions require broad social support to
change. For example, the internet is a new system that has quickly become an institution.
The present form of this system evolves autonomously, and no one can completely control
it, albeit its basic concepts are the results of human design. This category shows that
evolutionary economics is compatible with other schools of thought such as behavioral
economics, institutional economics, and complexity economics. However, they are different
in their perspective, fundamental assumptions, independence of context, etc.

These schools, known as Heterodox economics, have been applied within the context
of cybersecurity using different methods such as evolutionary game theory, behavioral
game theory, simulation, agent-based modeling, and system dynamics modeling. Different
works have relied on the certain concepts of these schools to provide detailed descrip-
tions and arguments grounded in economics about different aspects of cybersecurity and
cyberspace. For example, drawing from institutional economics, Kuerbis and Badiei pre-
sented a conceptual model to describe the cybersecurity governance landscape based on
three governance structures that are commonly noted in institutional economics: markets,
hierarchies, and networks [77]. Lindsay has also combined concepts from international
relations theory and new institutional economics to understand cyberspace as a complex
global institution with contracts embodied in both software code and human practice [78].
He argues that constitutive inefficiencies (market and regulatory failure) and incomplete
contracts (generative features and unintended flaws) create the vulnerabilities that hackers
exploit and increase the likelihood and magnitude of cyber conflicts.

4. Cybersecurity Economics Models: Core Issues

In 2001, Anderson [79] asserted that providing security of information assets is more
than focusing on technological risks. He added that the management of information
security is a much deeper problem that has to be explained more clearly and convincingly
using the language of economics. Since then, various attempts were made to provide
intelligence for cybersecurity decision makers and assess the cyberspace environment
using economic models. Most of these models use “Security Level” as an aggregated
economic variable to determine the efficiency of the models [80]. However, Böhme and
Nowey outlined the economic metrics of security, including annual loss expectancy (ALE),
the expected net benefit of investment in information security (ENBIS), the expected benefit
of investment in information security (EBIS), and return on security investment (ROSI).
Some of the models also defined new metrics to cover more details in their proposed models.
For example, References [27,81] defined the security breach probability function, which
maps the monetary value of the investment in security and the probability of incurring a
pre-defined loss. These metrics enable us to compare the proposed solutions to budgeting
problems (e.g., investment, externalities, and insurance). However, budgeting is not the
only core issue of cybersecurity economics. In this section, we highlight issues such as
economic efficiency, interdependent risks, information asymmetry, and governance.

The analysis of investment models and suggestions of new models have attracted
quite a lot of interest in the economics of cybersecurity. The security investment models are
used to determine the optimal level of security investments to reduce security risks in the
organization effectively. This line of research was preceded by Gordon and Loeb, in which
an organization’s optimal amount to invest in cybersecurity activities was studied [27].
They presented the importance of understanding risks involved in the investment in
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cybersecurity in order to assess the expected benefit of the investment. The Gordon and
Loeb model examines how the firm’s optimal level of cybersecurity expenditures varies
with the probability that a cyber attack will be successful in the absence of any cybersecurity
expenditures and the expected loss to the organization if the attack is successful. A number
of researchers have conducted research in order to analyze and extend this model [81–84].
There are also a number of studies that suggested new models to determine the optimal
spending on cybersecurity activities or adoption of new secure technologies (e.g., fog
computing [85]). Table 1 shows our categorization of some of these models, which have
drawn attention by academic and practitioner literature.

Table 1. Cybersecurity investment models.

Approaches Description Works

Microeconomics
Game Theory [16,19,86,87]
Behavioral Economics [88,89]
Combinatorial Approach [90]

Financial Analysis

Return on Security Investment (ROSI) [44,91–93]
Net Present Value (NPV) [94,95]
Internal Rate Return (IRR) [96]
Combinatorial Approach [97]

Management Approaches

Decision Theory [17,98]
Risk Management [36,99,100]
Organization Theories [101]
Combinatorial Approach [102]

Combinatorial Approaches Management and Microeconomics [18,27,35,103]
Management and Financial Analysis [97]

As this table shows, researchers have employed different approaches to build cyberse-
curity investment models. One of the most popular methods is game theory. Game theory
is a tool to analyze the structure that lies beneath the social interaction, its possibilities
and opportunities, the development paths of interactions, and less likely and more likely
outcomes [104]. The financial analysis utilizes organization’s information from the most
recently available years of accounts. This approach is becoming more popular as the
impact of cyber incidents on equity market volatility across publicly traded corporations
is increasing [105]. For example, a study by Szubartowicz and Schryen indicates that
after fundamental security incidents in a given industry, the stock price will react more
positively to an organization’s announcement of actual cybersecurity investments in com-
parison to announcements of the intention to invest [106]. Overall, they also found that the
lowest abnormal return can be expected when the intention to invest is announced before a
fundamental cybersecurity incident and the highest return when actually investing after a
fundamental cybersecurity incident in the respective industry.

Management approaches in constructing cybersecurity models have drawn increasing
attention because cybersecurity now has a high priority among managers, policymakers,
regulators, and enforcement officials across various sectors. Tisdale knows cybersecurity
is a knowledge management problem due to the amount of data, perishability of data,
technology turnover, and the multitude of stakeholders and information involved [107].
Therefore, methods such as business intelligence [108] and big data analytics [109] can assist
managers to find new solutions to emerging problems in this field. This table also shows
several models that employed combinatorial approaches, both inter- and intra-category.
These approaches allow the models to be flexible and adaptable as they cover more details,
such as interdependent security and human expectations. For example, Reference [102]
leverages the economics models of [27,35] and applies the expected utility theory and the
presented approach in [41] to understand how cybersecurity investments change breach
probabilities and potential loss.

In addition to the investment in cybersecurity, externalities and cyber insurance have
been rapidly developing topics in cybersecurity economics. Anderson and Moor [110] have
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borrowed this term from economics to describe the side effects of security operations and
transactions. Externalities can be positive (e.g., scientific research and development) or
negative (e.g., cybercrimes or security weaknesses). A different set of externalities can be
found when we analyze stakeholders’ decisions and operations made within the context of
cybersecurity. Varian proposed a model to examine whether the defense depends on the
sum of the individuals’ efforts, or the minimum effort by the free-riders, or the maximum
effort by some of the defenders [111]. This is an important challenge if cybersecurity is
treated as a public good and poses a problem known as the tragedy of the commons [79].
This category shows that cybersecurity economics includes aspects of leadership, and soci-
etal and corporate culture, and encompasses larger economic and sociopolitical elements
such as national and international security.

Although measuring the effectiveness of the investment in cybersecurity plays a vital
role in decision making, the economics of cybersecurity has other considerable aspects that
we need to investigate as well. Hausken [112] emphasizes the importance for the organiza-
tions to understand how they can make the most efficient outcome of their cybersecurity
strategy planning. This requires a wider perspective towards this issue. Economics of
cybersecurity studies factors that actors perceive as relevant for cybersecurity decisions and
affect actions by individuals, groups, organizations, and governments, in both the cyberse-
curity market’s social and technical components. These factors are externalities [113,114],
information asymmetry [86,99], and alignment of incentives [114,115]. Furthermore, Dacus
and Yannakogeorgos [116] proposed an incentive framework to motivate cybersecurity
stakeholders to devote more effort to secure their environment. They point out that in-
formation asymmetry can cause a moral hazard. Moral hazard arises when cybersecurity
service providers’ priorities do not match the client’s (U.S. Federal Government, in this
case) priorities and their incentives are not aligned.

The economic impact of regulations and policies to increase organizations’ invest-
ments in cybersecurity activities is also discussed in [117–119]. Massacci et al. [120]
investigated the optimal way to regulate cybersecurity for critical infrastructure operators.
They presented a cybersecurity economics model to show that operators will eventually
stop investing in cybersecurity, depending on the incentives, and care only about com-
pliance. They compared the effectiveness of rule-based with risk-based regulations on
the incentive for the security investment by employing a game-theoretic model. They
concluded that rules could apply to less security-mature actors and actors above a certain
maturity threshold would be subject to a risk-based regulatory framework. In addition to
investment and policies, we identified seven areas pertaining to cybersecurity economics
which have been subject to analysis and explored under this field. These areas are discussed
in more detail under Research Question 2 in Section 6.

5. Research Methodology

To pursue this paper’s objectives, conceptual, empirical, and analytical articles pub-
lished in cybersecurity economics research were analyzed. Given that cybersecurity eco-
nomics research is a highly interdisciplinary research field, a meta-narrative review ap-
proach is used [121]. Meta-narrative review is one of the new approaches to qualitative
and mixed-method systematic review. This form of review is especially designed for re-
viewing topics that have been conceptualized and studied variously by different groups
of researchers. It can be used to overview a complex topic area, highlighting the relative
strength and limitations of the respective research approaches. This does not mean that we
need to know everything about every discipline we are using.

We begin to understand how different paradigmatic assumptions shape different
disciplines and perspectives we are drawing on. This adaptation enables us to conduct an
inquiry-driven literature review rather than discipline driven. It means that the scope is
defined by the need of the subject matter, not determined and guided by the parameter
of the discipline [122]. Unlike other literature review methods, such as realist reviews,
meta-narrative reviews are primarily concerned with how issues were researched rather
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than synthesizing the findings and so can be considered a form of multi-level configuring
mapping rather than synthesis of research findings [123].

The review starts by developing five research questions that the study sets out to
answer. Table 2 shows the identified research questions. A set of search terms are selected
from these research questions. We then use the different combinations of these search
terms to find relevant studies in academic databases. The focus is not to cover every article
published on the topic, but rather to provide a review of different studies which enable us
to answer the questions in Table 2. Therefore, we applied inclusion, exclusion, and quality
assessment criteria on the identified studies and shortlist the most relevant studies. These
studies are referred to as selected studies. They are a combination of early articles (when
the concept of cybersecurity economics first appeared), the most cited articles, and more
recent articles.

Table 2. Research questions.

RQ1 What are the characteristics of an efficient cybersecurity economic model?
RQ2 What challenges have been addressed by proposing the existing economic models?
RQ3 What are the main issues faced by the current cybersecurity economic models?

RQ4 What data is needed to reliably assess the performance of a cybersecurity economic
model?

RQ5 How has cybersecurity economics contributed to providing solutions for known and
unknown problems within the cybersecurity domain?

As discussed in Section 2, there are controversial arguments in the literature regarding
the definitions of “cybersecurity” and “information security”. Consequently, we decided
to use both keywords as the primary search terms. For the secondary terms, we used
keywords such as model, theories, and analysis. Finally, we constructed the search string
using “AND” and “OR” Boolean operators to link the search terms. Table 3 shows the list
of primary and secondary search terms and the search string. We used the search string
to look for relevant studies in five databases, presented in Table 4. Although we did not
specify a time range for the search, the oldest finding based on this search string is the
Gordon and Loeb model [27] published in 2002 (ACM Library). According to Scopus, this
article has been cited by 660 documents, which is the highest number of citations in the list
of our findings. Moreover, based on Google Scholar, this article has the highest number
of citations (1563 up to date of search) in the field of cybersecurity economics. After the
Gordon and Loeb model, “Why information security is hard-an economic perspective” by
Ross Anderson [79] has acquired the highest number of citations (Scopus: 357, Google
Scholar: 1096) in the field of cybersecurity economics.

Table 4 shows the number of findings using our search string in academic databases.
We found that many of the studies were indexed by more than one database. Therefore, to
avoid duplicates, we screened the results manually and removed the 73 identical results.

Study Selection

We selected the studies in two phases. In the first phase, we excluded according to the
criteria presented in Table 5. Our study is not a Multivocal Literature Review (MLR). MLR
is a form of a systematic literature review which includes the grey literature (e.g., blog posts,
videos, and white papers) in addition to the published (formal) literature (e.g., journal and
conference papers) [124]. After exclusion of the results, 385 studies were selected. Then,
we applied the inclusion criteria (see Table 6) to identify the most relevant studies to our
research questions. A total of 62 studies passed our inclusion criteria. In the second phase,
we applied the quality assessment listed in Table 7 to the studies identified in the first
phase. After this assessment, 28 studies were selected.
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Table 3. Search terms.

Criteria Description

Primary Search
Terms

cybersecurity economics, information security economics, economics of
cybersecurity, economics of information security, cybersecurity investment,
cybersecurity spending

Secondary Search
Terms model, theories, framework, analysis

Search String

(“cybersecurity economics” OR “information security economics” OR
“economics of cybersecurity” OR “economics of information security” OR
“cybersecurity investment” OR “cybersecurity spending”) AND (“model”
OR “theories” OR “framework” OR “analysis”)

Table 4. Search results (date: 27 August 2021).

Database Number of Results

IEEE Xplore 26
SpringerLink 489
ScienceDirect 124
ACM Library 62

Total 701
Total (without duplicates) 628

Table 5. Exclusion criteria (EC).

ID Description

EC1 Short papers, extended abstracts, and studies that do not provide significant new
ideas or insights.

EC2 Gray literature (e.g., blog posts, videos, and white papers).
EC3 Non-English studies.

EC4 The study mainly or exclusively investigates non-economic approaches of
cybersecurity (e.g., purely risk management or loss prevention expenses).

Table 6. Inclusion criteria (IC).

ID Description

IC1 The study describes the theoretical function of the employed economic theories and
proposed models.

IC2 The study describes the significance of proposed model and provides insights about the
application of the model in prediction and management of novel cybersecurity challenges.

IC3 Research objectives are clearly defined in the study.

IC4 The study proposes a new model or provides details of employing existing economics
models in cybersecurity domain.

IC5 The study focuses on cybersecurity domain (i.e., not only information security,
cyber-physical systems security, etc.).

Table 7. Quality assessment criteria (QAC).

ID Description

QAC1 Are the research objectives clearly defined in the study?

QAC2 Does the study propose an artifact, or provide an analysis or extension of an existing
artifact?

QAC3 Is the artifact clearly defined and validated in the study?
QAC4 Is the artifact compared to existing artifacts?

QAC5 Does the study provide insights and implications about the role and importance of the
proposed artifact?

QAC6 Does the study consider the novel and emerging problems within the context of
cybersecurity?
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6. Data Synthesis

In this section, we investigate the selected studies listed in Table 8 to answer the
research questions in Table 2.

Table 8. The list of the selected studies.

ID Title Year

[S01] Institutional influences on information systems security innovations [125] 2012

[S02] Economics of information security investment in the case of concurrent
heterogeneous attacks with budget constraints [18] 2013

[S03] A security risk analysis model for information systems: Causal
relationships of risk factors and vulnerability propagation analysis [126] 2014

[S04] The impact of information sharing on cybersecurity underinvestment: A
real options perspective [127] 2015

[S05] Decision-making and biases in cybersecurity capability development:
Evidence from a simulation game experiment [128] 2019

[S06] Cybersecurity investments in a two-echelon supply chain with third-party
risk propagation [20] 2020

[S07] Economic impacts of rules-versus risk-based cybersecurity regulations for
critical infrastructure providers [120] 2016

[S08] Modelling Information and Communications Technology Cyber Security
Externalities Spillover Effects on Sustainable Economic Growth [25] 2020

[S09] Managing interdependent information security risks: Cyberinsurance,
managed security services, and risk pooling arrangements [129] 2013

[S10] Coordination in network security games: A monotone comparative statics
approach [83] 2012

[S11] A game theory model of cybersecurity investments with information
asymmetry [86] 2015

[S12] Competitive cyber-insurance and internet security [130] 2010
[S14] Increasing cybersecurity investments in private sector firms [131] 2015
[S15] Should your firm invest in cyber risk insurance? [132] 2015

[S16] Returns to information security investment: Endogenizing the expected
loss [133] 2014

[S17] Security investment and information sharing under an alternative security
breach probability function [134] 2014

[S18] The economic cost of publicly announced information security breaches:
empirical evidence from the stock market [135] 2003

[S19] Secure or Insure? A Game-Theoretic Analysis of Information Security
Games [136] 2008

[S13] Allocation of resources to cybersecurity: The effect of misalignment of
interest between managers and investors [137] 2015

[S20] Measuring the cost of cybercrime [138] 2013

[S21] Investment decision on information system security: A scenario
approach [98] 2009

[S22] The economics of cybersecurity: Principles and policy options [113] 2010
[S23] Security decision support challenges in data collection and use [139] 2010

[S24] Economic Incentives for Cybersecurity: Using Economics to Design
Technologies Ready for Deployment [140] 2013

[S25] The economics of information security investment [27] 2002

[S26] Sharing information on computer systems security: An economic
analysis [141] 2003

[S27] Robustness of optimal investment decisions in mixed
insurance/investment cyber risk management [100] 2020

[S28] Economic model for evaluating the value creation through information
sharing within the cybersecurity information sharing ecosystem [142] 2021

RQ1. What are the characteristics of an efficient cybersecurity economic model?

Economic models are theoretical constructs and conceptual frameworks that aid in the
understanding, illustrating, and/or prediction of human behavior and complex processes.
These models are methodologically used to investigate, theorize, and establish argumenta-
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tive frameworks that represent the real world. The literature of cybersecurity economics
shows that this area is being treated as an interdisciplinary field. Accordingly, the models
proposed in this field draw concepts and techniques from a number of different disciplines,
including organizational studies, complexity science, psychology, computer science, and
sociology. Although each of the disciplines describes an efficient model in its own distinct
way, nevertheless, when examined together, the scholars express efficient cybersecurity
economic models as having five main properties. These properties go beyond the classical
assumptions of rationality, optimization, and dynamic consistency. We believe that such
assumptions are better considered as hypotheses that should be tested or conjectures that
should be proved, and not fundamental characteristics of efficient economic models.

• Simplicity: The principle of simplicity has been largely accepted in science and it has
been applied in different fields including economics. In the scientific methods, simple
or parsimonious models prevent the researchers from manipulating the model so
that it overfits the available facts by relying on relatively few special assumptions.
Overfitting is a modeling error that occurs when a model works well in a given situa-
tion but fails to make accurate and reliable out-of-sample predictions. For example,
[S01] incorporates a large set of qualitative biases. This model is non-parsimonious
since the selective combination of those biases enables the researcher to adjust the
model so that it can explain almost any pattern of observations. Likewise, complex
budget constraints in [S02], makes the model relatively non-parsimonious. It can be
argued that more flexible models enable the researchers to combine many elements
and factors in the real world. However, this produces a false impression that the model
has real explanatory power whereas it just makes it easy to explain in-sample data.

• Generalizability: If the results of a model are broadly applicable to a wide range of
settings, the model is said to have good generalizability. The generalizability of a
model’s results depends on the researcher’s ability to separate the “relevant” from the
“irrelevant” facts of the study, and then carry forward a judgment about the relevant
facts [143]. This would be easy if we always knew what might eventually turn out to be
relevant. For example, uncertainty and complexity of the problems in [S02] and [S03]
have caused to propose models with poor generalizability. As we mentioned earlier,
agents make intertemporal choices within the context of cybersecurity economics.
Therefore, a generalizable model of intertemporal choice (e.g., [S10]) could be used to
study decisions with consequences that occur in the near-term and long-term future.
Studies such as [S19], [S20], and [S21] attempted to propose generalizable models to
unveil important patterns in systems’ behavior.

• Empirical verifiability, applicability, and reproducibility: The empirically verifiable
models are consistent with the available data and do not generate predictions that
can be falsified by the data. If the researcher figures out that his model is empirically
verifiable only if a certain effect is not present, then he must specify the domain of
applicability of his model. The models are not intended to have universal applica-
bility. They can be specialized to cases in which the arguments are evaluated. For
example, models with homogeneous agents (e.g., [S12]) do not provide an ideal test
for real-word settings that agents are characterized by their own culture, structure,
machines, and methods. However, as argued in [S23] and [S24], the researchers
have restricted their model to situations in which this effect is absent by stating the
domain assumptions.

• Predictive precision: High predictive precision is desirable to facilitate model evalua-
tion. This characteristic refers to how close the model’s predictions are to the observed
values. For example, [S07] allows a prospective test of theoretical understanding to
generate testable predictions in changes that could occur in regulatory systems, de-
pending on the combination of operators’ incentives. Models with predictive precision
are useful tools for decision makers who are trying to forecast future events or the
consequences of new policies [144].
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• Tractability: The degree to which a model admits convenient analysis and demands
time, or other computational resources, with increasing its input size, is captured by
tractability of a model. For example, [S11] is easy to implement and is manageable
for more complex problems. However, [S14] and [S09] have not been able to provide
a feasible solution. Consequently, they ignored the interaction among the agents in
their proposed models to avoid an intractable problem.

RQ2. What challenges have been addressed by proposing the existing economic models?

Based on the selected studies, we identified issues and challenges that have been
addressed and discussed by the literature of cybersecurity economics. We have classified
these challenges into five categories. We acknowledge that this list is not exhaustive.
However, it covers the most important problems that have been tackled or are yet to
be studied in depth (e.g., rent-seeking behavior and lock-in). We discussed several of
these challenges, such as investment and policies, as the main core issues of cybersecurity
economics, in Section 4. Here, we outline the rest of issues that have received wide attention
as well.

• Budgeting is an integral part of running any business efficiently and effectively. A
budget is an estimation of revenue and expenses over a specified future period of time,
and it can be made for a person, a group of people, a business, or a government. The
budget development process plays a vital role in setting goals, measuring outcomes,
and planning for contingencies.

– Investment is a part of an overall budget development and expenditure manage-
ment processes. Finding optimal investment strategies to balance cybersecurity
risks and spending in security measures and controls has been a topic of major
importance in cybersecurity economics.

– Externalities or spillover effects occur when the benefits or costs of providing
cybersecurity are not fully reflected in the budget development process. Over-
coming externalities, both from public and private sectors, is important to avoid
future budget deficiencies. Regulation is considered the most common solution
to offset the effects of externalities [114].

– Insurance is a contract in which an agent receives financial protection against
losses from an insurance company. Insurance policies are used to hedge against
the cybersecurity risks and cover the business’ liabilities in the event of a cyber
attack. By increasing the severity of financial consequences of cyber attacks, more
businesses are turning to cybersecurity insurances. The literature of cyberse-
curity insurance has been focusing on determining how much cyber insurance
businesses need to help insurers to understand the demand [145]. Moreover,
uncertainty of outcomes, reinsurance (i.e., insurers lay off the risk to another
capital source), and scale are problems that would suggest an increase in prices,
hardening risk transfer, and influx of capital [S27].

• Economic efficiency, depending on the context, has various definitions in economics.
For the sake of this review, we define economic efficiency as a situation in which no
agent can make more profit without making at least one agent loss thereof.

– Misallocation of resources indicates a state in which all resources are not allocated to
serve each agent in the best way possible. The models that address this challenge
are built based on the scarcity hypothesis. This hypothesis is the original source of
methods such as the zero-sum games, comparative advantages, marginal returns,
and time discount.

– The type of goods that cybersecurity would treat would significantly influence the
overall structures and success of cybersecurity economic models. According to
Samuelson, there are four types of economics goods: private, common, club, and
public goods [146]. The controversial arguments on how cybersecurity should
be treated based on Samuelson’s typology started in the last two decades [147].
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Any of these types raise issues that might result in reduced economic efficiency
through misallocation of resources, inefficient cybersecurity provision, and po-
tential national and international insecurity. For example, attempts at managing
free-riding problem ([S19]) and rent-seeking behavior is at the center of models
that consider cybersecurity as a public good [148].

• Interdependent risks are common in today’s hyper-connected world. The risks faced
by any one agent depend not only on its choices but also on those of all others with
which it is directly or indirectly interacting.

– Network effects are phenomena whereby increased numbers of people or partic-
ipants improve the value of a good or service. Positive and negative network
effects have been extensively studied within the context of software security
economics [149].

– Lock-in effects refer to situations in which users are dependent on a single vendor
or supplier for a specific service or product and cannot move to another ven-
dor without substantial costs. Recently, companies (e.g., Apple and Microsoft)
increase their lock-in through security mechanisms. This phenomenon can be
investigated in terms of control, governance, and dominance of organizations or
groups such as Trusted Computing Group within the security value chain.

– Supply chains risks associated with digital transformation of supply chains globally
are increasingly becoming part of the enterprise risk listing and supply chain
management. Modeling the target system, identifying threats, and analyzing
countermeasures are three main issues that require systematic studies and socio-
technical analyses to mitigate this type of risk [150].

• Information asymmetry deals with the situation where one party possesses more
information than the other party. A lack of equal information results in adverse
selection and moral hazards. All of these economic weaknesses have the potential
to lead to market failure. Moral hazard is a situation where there is a tendency to
take undue risks because the costs are not borne by the party taking the risk. Our
tendency toward technological ubiquity, the unclear relationships between technology
manufacturer and user, the inherent complexity of technology, and the network effects
inherent to connected technologies are some of the factors that help this failure [151].

• Governance effectively coordinates the security activities of organizations and enables
the flow of security information and decisions around them. Governance defines
the rules and procedures for decision making. Governance is important because
it specifies the structure and distribution of rights and responsibilities among the
different agents in the system.

– Coordination among different agencies and stakeholders involved in performing
cybersecurity functions and practices, such as response to threats or incidents
and cyber crisis management, has been studied in terms of incentives, costs,
and business alignment. However, there are still problems with regard to eco-
nomic complexity of the coordination procedures and dependable enforcement
of effective measures.

– Cybersecurity Policies, Regulations, and Rules (PRR) are the areas that have involved
public and private sectors in many forms of self- and co-regulations since the
emergence of the internet. In this regard, the dominated notion is that cybersecu-
rity policymaking and regulations require multifaceted strategies and recognition
of the significant role that economic analysis plays to determine the actual need
or effectiveness of these regulations [152].

• Cybercrimes are global and have strong externalities. Many academic studies and
industrial documents examine the costs and losses caused by cybercrime. Some works
estimate the overall costs, others evaluate the costs of individual countries, while
industrial documents even measure losses of certain organizations regardless of or
considering their size and technological development. For example, [S20] is one of the
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first studies of measuring the costs of cybercrime. The authors continued this work
seven years later to report major changes that significantly influenced the results of
the original study [153].

• Sustainability of cybersecurity providers and services is increased by better formula-
tion of business strategies and policies. For example, [S28] discusses how, to achieve
sustainability of the digital ecosystems, finding a balance between the values obtained
by the stakeholders is essential. If any of the stakeholders do not gain sufficient
value, the entire ecosystem will collapse. Hence, promoting secure and sustainable
properties is becoming a requirement in both development processes of cybersecurity
products and services [154].

Table 9 shows the main challenges that are addressed by the selected studies. The
diversity of these challenges shows that cybersecurity economics is not limited to the
financial and budgeting issues, but it also covers politics, coordination, and other organiza-
tional topics.

Table 9. The main challenges addressed by the selected studies.

ID Challenges

[S01] Economic Efficiency and Governance
[S02] Investment
[S03] Supply Chain
[S04] Investment and Information Sharing
[S05] Investment
[S06] Supply Chain and Investment
[S07] Policies, Regulations, and Rules (PRR)
[S08] Externalities
[S09] Insurance
[S10] Coordination and Network Effect
[S11] Information Asymmetry
[S12] Moral Hazard
[S13] Misallocation of Resources
[S14] Types of Goods and PRR
[S15] Insurance
[S16] Investment
[S17] Investment and Information Sharing
[S18] Economic Efficiencies
[S19] Types of Goods
[S20] Cybercrime
[S21] Investment
[S22] Policies, Regulations, and Rules (PRR)
[S23] Governance
[S24] Policies, Regulations, and Rules (PRR)
[S25] Investment
[S26] Information Sharing
[S27] Insurance
[S28] Sustainability

RQ3. What are the main issues faced by the current cybersecurity economic models?

Recently developed cybersecurity strategies and policies have recognized that cyber-
security is a continuously evolving phenomenon in a complex socio-technical system in
which multistakeholder governance processes and multilateral approaches are required to
enhance cybersecurity posture in organizations and nations. Despite this understanding,
the field of cybersecurity economics continues to face challenges that limits the applicabil-
ity, effectiveness, and functionality of proposed models and analysis. Here, we highlight
five major challenges that have been pointed out in the literature of cybersecurity economics.
The first challenge that has been extensively recognized in the literature is complexity. If or-
ganizations, societies, and markets are viewed as complex and out-of-equilibrium systems,
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understanding non-linear, adaptive, and evolutionary patterns which emerge from system
dynamics and agents’ behavior in network structures is important for researchers. To
tackle this challenge, the researchers need to reconsider the dominant equilibrium thinking
in their models and shift from focusing on proposing models to optimize and predict
system equilibrium to manage the complexity of cybersecurity better. This has also been
recognized in other areas such as financial market regulations [155], energy [156], and
healthcare policies [157].

The second challenge is that most economic models rest on a number of assumptions
that are not entirely realistic. For example, it is often assumed that the decision makers
are assumed to be rational and to have perfect information. There is growing literature in
economics that shows humans do not have the processing capacity to be perfectly rational,
even if they had perfect and complete information. Therefore, any analysis of the results
and application of the proposed models must consider the inaccuracies that compromises
the model based on these assumption. In addition to the unrealistic assumptions, the model
overlooks issues that are important to the question being studied, such as externalities
and interdependencies. These concepts intertwine with bounded rationality, cognitive
dispositions, and social preferences [37].

The third challenge is the difficulty in measurement and quantification of the psy-
chometric variables, such as the perceived value of cybersecurity, perceived cyber risks,
and willingness to pay/collaborate. When the researchers neglect these variables, their
model cannot provide full explanations or correct predictions of the phenomenon under
study. The lack of reliable instruments to determine the indicators of these latent constructs
contribute to the difficulty in measuring them. Another important challenge is the tension
between rigor and relevance across cybersecurity economics models. The models that are
purely theoretical or expressed mathematically are prone to poor relevance and applica-
bility. The main question here is if a tradeoff must exist between rigor and relevance. If
yes, what is the right balance between rigor and relevance in the study? To answer these
questions, the researchers need to understand the system, identify the significant constructs,
and use scientific methods that promote the systematic uptake of research findings and
other evidence-based practices into routine practice.

Finally, the fifth challenge is the arising problem of parameter identification in con-
struction of models using econometrics. Econometrics is the application of statistical and
mathematical methods using observational and empirical data to develop new theories or
test hypotheses. In all of the preceding sections, we discussed that the behavior, structure
and characteristics of the environment, and the agents that operate within it do have an
influence on the cybersecurity posture of the system as a whole. However, the situation
is complicated when it comes to empirically testing such propositions. As Manski has
pointed out, the propensity of agent behavior can vary with the behavior of group (i.e.,
contagious effects) or with exogenous characteristics of the group (i.e., contextual effects).
It also can be similar to the group as they face a similar institutional environment (i.e.,
correlated effects).

To give an example, suppose that we observe an increase in the cybersecurity spending
of three aluminum companies (Norsk Hydro in Norway, Kaiser Aluminum in America,
and Hindalco in India) in 2020. A natural inference would be that they raised their
investment due to the perceived cyber risk after the cyber attack against Norsk Hydro in
2019. However, on careful investigation, we find Kaiser Aluminum raised its investment
due to the adoption of new information technology systems [158] and Hindalco due to
the huge investment in capacity building after unveiling major capacity expansion plans
in UltraTech (another subsidiary of the Aditya Birla Group). The question then is how
these two possibilities can be distinguished. If you want to determine the importance of
network effect in this example, what is most lacking is dependable empirical evidence and
observational data.
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RQ4. What data is needed to reliably assess the performance of a cybersecurity eco-
nomic model?

Adequate data are critical in verification, validation, and assessment of the proposed
economic models. The models often assist the researchers in considering what kind of data
is useful to provide a foundation for investigations and explorations. As we discussed
in the RQ2, cybersecurity economic models are developed with respect to a particular
phenomenon or class of phenomena (e.g., budgeting, regulations, economic efficiency, etc.).
To explain the phenomenon and test the models’ key implications, the researchers use
different types of data. The selection of type might be justifiable with regard to the research
questions, scientific method, and availability. In this review, we identify five data types
that were used in the studies:

• Observational data are captured through observation of agent’s and system’s behavior
and their interactions in the real world. It is collected using methods such as observa-
tion by human or artificial sensors and open-end surveys. Since observational data
are captured in real-time, the reproducibility of data would be difficult or, in some
cases, impossible. [S03] has used observational data to assess the performance of the
proposed model.

• Empirical data are also collected by means of senses and observation of behavior
and patterns. However, this process is through experiments. Within the experiments,
the experimenter can either control the conditions or not. Whereas the collected
data from controlled and uncontrolled experiments can be qualitatively similar, their
quantitative differences could be significant. Empirical data are captured when the
conditions are not controlled, and they will be recorded along with the results. This
type of data is often reproducible. Studies [S01], [S05], [S08], and [S14] have used
empirical data to validate and assess the performance of their proposed models.

• Simulation data are generated by imitating the operation of agents in a real-world
process or systems over time using computer-aided modeling and simulations. This
type of data is suitable for theoretical verification and testing any combination of
parameters in the model. Studies [S02], [S06], and [S28] use simulation data for the
purpose of their research.

• Derived data use existing data, often from different data sets, to generate new data
through transformation by arithmetic/mathematical formula and aggregation. Com-
piled databases or data derived from the game theoretical analyses are good examples
of this data type. Studies [S09], [S10], [S11], [S12], and [S13] have used derived data to
assess the performance of their proposed models.

• Projected data are useful in the context of policy evaluations when data do not exist or
are scarce. These data can also be used to validate the results obtained from simulation
of models. [S04] and [S07] are the two studies that have used projected data to show
the insights of their proposed models.

However, there are several challenges along the way. Data are expensive to collect,
difficult to harmonize, and, sometimes, difficult to realize if they are relevant to a specific
model [159]. Furthermore, considering the fact that digital technologies and business
processes are fast changing, data tend to become outdated and must be refreshed and
improved. This delineates a necessary revision of the way we collect, use, communicate,
and share data. Various biases such as selection bias [e.g., S01], publication bias, reporting
bias, confirmation bias [e.g., S08], and funding bias might also be introduced in these
processes. Therefore, data plays an increasingly significant role in answering the crucial
question of the determinants of success or failure of economics models. UK Data Archive
suggests a guide [160] to managing and sharing research data that can be useful in fields
such as cybersecurity economics.
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RQ5. How has cybersecurity economics contributed to providing solutions for known
and unknown problems within the cybersecurity domain?

Our literature review shows that cybersecurity economics has had both descriptive and
prescriptive roles. In its descriptive role, cybersecurity economics not only explains how
various economic forces affect the cybersecurity posture of an organization or state but also
predicts the consequences of the decisions made by it. In its prescriptive role, however,
cybersecurity economics prescribes the rules, regulations, and policies for the improvement of
decision making by organizations or governments so that they can achieve their objectives
efficiently. However, as Colander states [29], to know whether you can apply economic
theories to real-world settings, you must know about economic institutions, and cybersecurity
is not an exception. Organizations, governments, and cultural norms are all examples of
institutions that have social, political, and regulatory dimensions which all can impact on the
sustainability of cybersecurity in those institutions. Therefore, it is important to understand the
institutions to gain insight on how economic theories function. It also helps both researchers
and practitioners who employ the proposed models account for the differences between the
ways that models work in reality and throughout their experiments.

Since the inception of the field in 2000, the general acceptance of cybersecurity eco-
nomics as a competent approach to tackle the challenges that were highlighted in RQ2
is increasing. A wide range of socio-technical artifacts such as decision support systems,
modeling and simulation tools, governance strategies, evaluation methods, and change
interventions have been constructed in this field of research. Understanding and position-
ing the knowledge contribution of the research projects in this field is necessary to employ
their findings in the day-to-day routines and the longer-term direction of the agents. As
Marc and Smith stated, “real problems must be properly conceptualized and represented,
and appropriate techniques for their solution must be constructed” [161]. Our review
reveals that this has been achieved by combining practical knowledge and scientific rigor.
On the whole, to answer this question, we used the Design Science Research Knowledge
Contribution Framework to classify the theoretical and empirical contributions of the
selected studies based on their research problems and proposed solutions.

As depicted in Figure 3, most of the proposed solutions in the selected studies result in
improvement or exaptation of the artifacts. These types of research is also common in infor-
mation system studies, where new problems emerge with the changes in digital ecosystem.
The key challenges in these two quadrant is to clearly demonstrate the improvement and
exaptation properly advance the existing knowledge.

Application Domain Maturity
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Problems 
Research Opportunity and Knowledge
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Apply Known Solutions to Known

Problems 
No Major Knowledge Contribution 

Exaptation 
Extend Known Solutions to New Problems

(e.g. adopt solutions from other fields) 
Research Opportunity and Knowledge
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[S16], [S17], [S21] and [S24]
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[S07], [S09], [S10], [S11], [S12],

[S15] and [S22]

Study: [S13], [S18], [S19], [S25],
[S26] and [S28]
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Study: [S05], [S08], [S20], [S23]
and [S27]

Figure 3. Classification of selected studies based on DSR Knowledge Contribution Framework.
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7. Conclusions

Interweaving dimensions of theory and practice, this paper reflected on some of
the issues in the research on cybersecurity economics, emphasizing, in particular, the
constructive and complexity aspects of the field. Moreover, the paper analyzes different
cybersecurity economics models described in the scientific literature and identifies the
relevant properties to cybersecurity economics. To this end, we conducted a transdisci-
plinary meta-narrative literature review in which we identified 628 articles on cybersecurity
economics models. Out of these articles, we selected 28 studies based on an exhaustive
selection process. The findings of the review and our observations suggest remarkable,
persistent effects of factors that contribute to sustainable cybersecurity posture in reality.
Drawing on the contributions of many studies, most of which are cited in this survey, this
study provided an overview of the theoretical and empirical sides of the growing literature
on cybersecurity economics.

The literature of cybersecurity economics has covered a broad range of topics from
budgeting to policies and regulation. Both quantitative and qualitative tools have been
used to provide important insights from various research fields and disciplines into this
field. However, complexity science, interdisciplinary knowledge, ethical and moral as-
pects, and the importance of institutions and social rules could be included more explicitly.
Furthermore, more than half of the reviewed studies have extended the known solutions
to new problems (i.e., exaptation). This shows that the maturity of the cybersecurity eco-
nomics field is growing and provides the researchers with more research opportunities.
Furthermore, the empirical evidence shows that the practical implications of the research in
this field can be successfully implemented for sustainable solutions if the researchers elimi-
nate the most pressing anomalies and enhance the maturity of the application domain and
developed solutions. Our paper, “Multi-paradigmatic Approaches in Cybersecurity Eco-
nomics” [162], suggests five core themes to reflect on the further development on paradigm,
methodologies, and hypotheses in which the research on cybersecurity economics has been
based on. These themes are interrelated and shape a multi-paradigmatic structure of the
field. They can also be known as the characteristics of a new approach in cybersecurity
economics. We recommend that researchers strengthen their capabilities of integration of
these characteristics and comparability across models. The latter is important to identify
the strengths and weaknesses of different models and synergies in model advancement by
exploiting the model structure of the different disciplines’ knowledge base.

We also argue that the goal of cybersecurity economics is, in addition to the suggested
financial and budgeting tools, to explain and predict the behavior and patterns of the agents
and systems, design institutions, and recommend sustainable policies and regulations.
In the context of cybersecurity, the policymakers are, increasingly, in urgent need of new
short- and long-term planning tools capturing the relevant features of the modern digital
ecosystem, including complexity, uncertainty, bounded rationality, and out-of-equilibrium.
We need further research on exploring new, meaningful, and clear ways to interpret,
compare, and communicate the results and policy insights of the proposed models so that
policymakers and decision makers fully understand the relevance of these findings.

Finally, our review does not investigate some important questions such as: Can
different macro- and microeconomics models be connected to each other and, if so, what
are the benefits of doing so? How could synergies in model building be better exploited?
What are the best approaches to combine and compare the different models to gain a
more comprehensive picture of the practical implications? How and to what extent are
these implications determined by the model structure? These questions warrant further
research and analysis on the topic. Another limitation of this study is excluding grey
literature from the selected studies. While we acknowledge that business reports and
analyses (e.g., publications by Deloitte, PWC, EY, and KPMG) contribute to the maturity of
the cybersecurity economics research significantly, this study covered academic journals
and conference papers. Hence, selecting all the relevant publications is not guaranteed.
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Future studies can expand the study domain to include editorial papers, white papers, and
industrial reports and insights.

Author Contributions: Conceptualization, M.K., S.J.K. and H.Ø.; methodology, M.K., S.J.K. and
H.Ø.; validation, M.K., S.J.K. and H.Ø.; formal analysis, M.K; investigation, M.K. and S.J.K.; resources,
M.K. and S.J.K.; data curation, M.K.; writing—original draft preparation, M.K.; writing—review and
editing, M.K. and H.Ø.; visualization, M.K.; supervision, S.J.K. and H.Ø.; project administration,
M.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data supporting the results are found within the body of the paperand
in referenced works.

Acknowledgments: The authors greatly appreciate the thoughtful comments and suggestions of the
anonymous reviewers.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Courtney, R.H., Jr. A systematic approach to data security. Comput. Secur. 1982, 1, 99–112. [CrossRef]
2. Dixon, P.B.; Jorgenson, D. Handbook of Computable General Equilibrium Modeling; Elsevier: Newnes, UK, 2012; Volume 1.
3. McLennan, M. The Global Risks Report, 16th ed.; The World Economic Forum: Geneva, Switzerland, 2021.
4. Lewis, J.; Smith, Z.; Lostri, E. The Hidden Costs of Cybercrime (CSIS, 2020). 2021. Available online: https://www.csis.org/

analysis/hidden-costs-cybercrime (accessed on 17 August 2021).
5. Verizon. Data Breach Investigations Report 2020; Technical Report; Verizon: New York, NY, USA, 2020. [CrossRef]
6. Cat, J. The Unity of Science. In The Stanford Encyclopedia of Philosophy; Zalta, E.N., Ed.; Metaphysics Research Lab, Stanford

University: Stanford, CA, USA, 2017.
7. Von Solms, R.; Van Niekerk, J. From information security to cyber security. Comput. Secur. 2013, 38, 97–102. [CrossRef]
8. Brookson, C.; Cadzow, S.; Eckmaier, R.; Eschweiler, J.; Gerber, B.; Guarino, A.; Rannenberg, K.; Shamah, J.; Gorniak, S. Definition

of Cybersecurity-Gaps and Overlaps in Standardisation; ENISA: Heraklion, Greece, 2015.
9. ISO/IEC27002. Information Technology–Security Techniques–Code of Practice for Information Security Controls, (AS ISO/IEC 27002:

2015); International Organization for Standardization: Geneva, Switzerland, 2015.
10. Coulon, Y. Rational Investing with Ratios: Implementing Ratios with Enterprise Value and Behavioral Finance; Springer Nature: Cham,

Switzerland, 2019.
11. Straub, D.; Rai, A.; Klein, R. Measuring firm performance at the network level: A nomology of the business impact of digital

supply networks. J. Manag. Inf. Syst. 2004, 21, 83–114. [CrossRef]
12. Moody, D.L.; Walsh, P. Measuring the Value of Information—An Asset Valuation Approach. In Proceedings of the Seventh

European Conference on Information Systems (ECIS’99), Copenhagen Business School, Frederiksberg, Denmark, 23–25 June 1999;
pp. 496–512.

13. Henderson, S.; Peirson, G.; Herbohn, K.; Howieson, B. Issues in Financial Accounting; Pearson Higher Education: Melbourne,
Australia, 2015.

14. Godfrey, J.; Hodgson, A.; Tarca, A.; Hamilton, J.; Holmes, S. Accounting Theory; Wiley and Sons: Hoboken, NJ, USA, 2010.
15. Arora, A.; Hall, D.; Piato, C.; Ramsey, D.; Telang, R. Measuring the risk-based value of IT security solutions. IT Prof. 2004,

6, 35–42. [CrossRef]
16. Bistarelli, S.; Dall’Aglio, M.; Peretti, P. Strategic games on defense trees. In International Workshop on Formal Aspects in Security and

Trust; Springer: Berlin/Heidelberg, Germany, 2006; pp. 1–15.
17. Shirtz, D.; Elovici, Y. Optimizing investment decisions in selecting information security remedies. Inf. Manag. Comput. Secur.

2011, 19, 95–112. [CrossRef]
18. Huang, C.D.; Behara, R.S. Economics of information security investment in the case of concurrent heterogeneous attacks with

budget constraints. Int. J. Prod. Econ. 2013, 141, 255–268. [CrossRef]
19. Ezhei, M.; Ladani, B.T. Interdependency analysis in security investment against strategic attacks. In Information Systems Frontiers;

Springer: New York, NY, USA, 2018; pp. 1–15.
20. Li, Y.; Xu, L. Cybersecurity investments in a two-echelon supply chain with third-party risk propagation. Int. J. Prod. Res. 2020,

59, 1216–1238. [CrossRef]
21. Schatz, D.; Bashroush, R. Economic valuation for information security investment: A systematic literature review. Inf. Syst. Front.

2017, 19, 1205–1228. [CrossRef]



Sustainability 2021, 13, 13677 24 of 28

22. Ekelund, S.; Iskoujina, Z. Cybersecurity economics–balancing operational security spending. Inf. Technol. People 2019, 32,
1318–1342. [CrossRef]

23. Anderson, R.; Schneier, B. Guest Editors’ Introduction: Economics of Information Security. IEEE Secur. Priv. 2005, 3, 12–13.
[CrossRef]

24. Neubauer, T.; Klemen, M.; Biffl, S. Secure business process management: A roadmap. In Proceedings of the First International
Conference on Availability, Reliability and Security (ARES’06), Vienna, Austria, 20–22 April 2006; p. 8.

25. Ahmed, E.M. Modelling Information and Communications Technology Cyber Security Externalities Spillover Effects on
Sustainable Economic Growth. J. Knowl. Econ. 2020, 2020, 1–19. [CrossRef]

26. Rathod, P.; Hämäläinen, T. A novel model for cybersecurity economics and analysis. In Proceedings of the 2017 IEEE International
Conference on Computer and Information Technology (CIT), Helsinki, Finland, 21–23 August 2017; pp. 274–279.

27. Gordon, L.A.; Loeb, M.P. The economics of information security investment. ACM Trans. Inf. Syst. Secur. (TISSEC) 2002,
5, 438–457. [CrossRef]
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Multi-Paradigmatic Approaches in Cybersecurity
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Abstract
In cybersecurity economics, the selection of a particular methodology is a matter of interest and importance for
the researchers. Methodologically sophisticated research forms an essential basis for understanding the chal-
lenges and opportunities for the richer descriptions of the behavior of cybersecurity practitioners (i.e., what they
are doing and why they are doing it). This requires a broad and self-reflective approach to understand the use
of a technique in socio-technical research within cybersecurity economics. Such understanding recognizes that
research in this field involves more than just applying a method to create knowledge and diffuse it throughout
society, organizations, and governments. This paper argues in favor of a multi-paradigmatic approach to cy-
bersecurity economics research. Rather than adopting a single paradigm, this study suggests that results will
be more prosperous and reliable if different methods from different existing paradigms are combined. Hence,
it puts forward the desirability and feasibility of the multi-paradigmatic approach in cybersecurity economics
research. It also outlines several practical guidelines that help design multi-paradigmatic research studies. These
are illustrated with a critical evaluation of three examples of studies.

Keywords
cybersecurity economics, paradigm crisis, multi-paradigmatic approach, socio-technical research

1. Introduction

The study of cybersecurity economics is developing as a field of research in which it becomes essential
to determine the kind and soundness of models to build in the future, to explore and observe how to
implement them in practice, and to understand how these models affect the systems within which
agents interact. This field is strongly motivated to explain substantive and considerable real-world
phenomena in the cybersecurity area. For example, Gordon and Loeb’s theoretical model [1] found that
optimal cybersecurity investment does not always increase with the agent’s increasing vulnerabilities.
However, when more real-world observations were made, Willemson [2] and Hausken [3] provided
demonstrations that this rule does not always hold and the basic model can not explain these anomalies.
Hence, considering the complexity of these phenomena, this study considers cybersecurity as part of a
complex socio-technical system that involves interactions among many stakeholders, social institutions,
and physical systems. Moreover, drawing upon sociology, risk in complex systems is emergent and
evolves as a product of collective actions [4, 5]. Here, we build on these discussions by arguing
that the impacts of the decisions made by agents within the context of cybersecurity should also
be understood as emergent and non-deterministic. Therefore, decision-makers need cybersecurity
economic models to capture features, such as complexity, out-of-equilibrium dynamics, and social rules.
Now, the relevant question is whether these studies have been successful in representing a stylized
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view of reality that effectively offers an applicable, robust, and cohesive explanation of the fundamental
problems of economics (i.e., scarcity, uncertainty, dominance and change) of cybersecurity in a complex
socio-technical system like cyberspace.

To answer the question whether the proposed models in cybersecurity economics are sound enough to
solve the known and unknown problems within cybersecurity, this paper adopts an inductive approach
and uses observations to reach a conjecture. Verizon’s breach report confirms that 86% of breaches
in 2019, up from 71% in 2018, were financially motivated. According to threat research by RiskIQ1

and threat researchers worldwide, every minute, US$11,400,000 will be lost to cybercrime in 2021, up
from US$2,900,000 in 2020. Besides, the results of a study by Accenture show that malware is the most
expensive type of cyber-attack, and Kaspersky reported a 14% boost in the number of unique malware
in 2019 over 2018. In addition to these reports, there are various reports from national and international
agencies that the types and sophistication of cyber-attacks are increasing [6, 7]. Microsoft Digital
Defense Report also shows that the criminals behind these attacks are now spending significant time,
money, and effort to develop scams that are sufficiently sophisticated to victimize increasingly savvy
professionals [8]. Moreover, IBM2, in collaboration with Ponemon Institute, reports that the average
time to identify and contain a data breach in 15 studied countries/regions has stayed consistent in 2019
and 2020. However, in some regions and countries such as Scandinavia, United Kingdom, South Korea,
India, Australia, and Brazil, this time has increased. The faster the data breach can be identified and
contained, the lower the costs. While this time has increased in these countries, the same report shows
that they have increased their investment in deploying new technologies such as security orchestration,
automation, and response solutions to save the cost of data breaches.

In addition to these reports, the main scientific venues such as the New Security Paradigm Workshop
(NSPW) and the Workshop on the Economics of Information Security (WEIS), or other workshops held
by leading research centers including U.S. Naval War College’s Center for Cyber Conflict Studies the
question of the soundness of the cybersecurity economics models have been raised under the concepts
like paradigm shift, science of security, or the need for new security paradigm indicating a growing
dissatisfaction on how cybersecurity economics is treated in the research and practice. For example,
these studies [9, 10, 11, 12, 13] presented at NSPW challenge current security paradigms adopted by
researchers and practitioners. They suggest different approaches to drive the field of cybersecurity
economic forward. At WEIS, Grossklags et al. argue that security decisions follow different security
paradigms, often reflected in different organizational structures, due to diversity of security practices
[14]. Moreover, at the workshop on “Cyber, Security and Economics: Challenges to Current Thinking,
Presumptions and Future Cyber Defense Transformations”, hosted by NWC’s Center for Cyber Conflict
Studies (C3S), David Mussington3 stated that “There is problem in cyber policy, and that problem is
that we can’t speak with enough specificity about the problem in order to find solutions that actually
work. Hence, economists need to talk to cyber people so they can make progress toward a shared goal
of understanding the environment better and measuring effects.” Chris Demchak4 also added at this
workshop, and then she elaborated in her paper [15], that cybersecurity researchers are operating with
some deep presumptions. These presumptions are being undermined by the realities of national cyber
insecurity. Therefore, it is necessary to lay out the disconnects in order to help innovate the strategies
and policies effective systemically against the emerging and deeply cybered challenges.

1https://www.riskiq.com/resources/infographic/evil-internet-minute-2020/
2https://www.ibm.com/security/digital-assets/cost-data-breach-report/
3The director of the Center for Public Policy and Private Enterprise at the University of Maryland
4The director of NWC’s Center for Cyber Conflict Studies (C3S)
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These findings imply that the research on cybersecurity economics has not been able to provide
a good explanation for real-world cybersecurity phenomena. Consequently, this study questions the
appropriateness of the paradigm that our research follows. The failures mentioned above can be rooted
in technical, legal, or organizational measures employed to maintain and enhance information assets’
security. They can be assessed in the level of individuals, groups, organizations, or nations as a whole.
As many technical and behavioral standards, policies, regulations, and norms emerge from decentralized
repeated decisions of many heterogeneous actors operating in dynamic, complex environments, these
failures are also introduced by ignorance of these environments’ characteristics and lack of a clear set of
tools to approach certain problems. [16] and [17] argued that cybersecurity economics is a powerful
tool to analyze security failures. The literature of this field also shows that concepts and theories from
other fields, such as behavioral, institutional, and evolutionary economics, have made their way into
the economics of cybersecurity. However, the empirical evidence and the significant anomalies we
mentioned above show that the field of cybersecurity economics is thrown into a state of paradigm
crisis.
Kuhn stated that paradigm crisis is followed by a scientific revolution and should be responded

with a search for a revised disciplinary matrix [18]. These anomalies can not be explained by the
currently accepted paradigm within which scientific progress has thereto been made. Therefore, he
suggested paradigm shift. This concept has become a cliché with many meanings, including the several
meanings of the word “paradigm” as used by Kuhn in his original publication. While the introduction of
new technologies, including Internet and Artificial Intelligence, has created paradigm shift in the way
business is conducted or research is directed [19], the discourse on paradigm shift has been incoherent
in economics and social science literature because of the different uses of the term and the different
levels of sophistication in its application [20]. Moreover, the paradigm shift in some disciplines like
social science has been like a fad. For others, the discussion of a paradigm shift is more of an awareness
and, at best, correction practice. However, the arguments about a multi-paradigmatic approach and
pluralism is viewed useful in helping us better define the nature and limits of our research.

Consequently, as Figure 1 shows, we modified the Kuhn Cycle of Scientific Revolution and suggest that
research on cybersecurity economics can benefit from multi-paradigmatic approaches. The research on
cybersecurity economics started with one paradigm and one schools of economic thought (i.e., neoclas-
sical economics) [21, 1]. Then, important problems were observed in cybersecurity economics studies
and practices. However, paradigm restrictions and contending theories led to emerge of new problems
and not efficient solutions. Adoption of multi-paradigmatic approaches empowers the researchers and
practitioners to see the problems from different perspectives and their solutions are explored, assessed
and developed using multiple paradigms. Conceptualization of multi-paradigmatic research in this field
moves us towards transdisciplinary research defined as “research efforts conducted by investigators from
different disciplines working jointly to create new conceptual, theoretical, methodological, and transla-
tional innovations that integrate and move beyond discipline-specific approaches to address a common
problem [22].” The key idea of transdisciplinary is moving beyond disciplines and breaking down the
boundaries between traditional disciplines and creates new ways of looking at existing and emerging
issues. This is different from interdisciplinary research, which simply combines two or more varying
disciplines and perspectives. In our proposed cycle, it is probable to observe model drift and model
crisis due to the ever-changing nature of cyberspace and cybersecurity. However, multi-paradigmatic
approach help to identify the problems more efficiently and propose richer solutions.

Based on the conjecture formed followed by our inductive reasoning, will now formulate our argument
in more detail: while adopted paradigms have not been able to respond the described crisis, they still
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Figure 1: Our proposition to foster multi-paradigmatic approaches in cybersecurity economics re-
search

have substantial, exploratory, analytical, and interpretive potentials. Since research advances within
paradigms that are subject to modification and control, researchers need to decide which paradigms to
support and which ones to redirect. This study sets out to open up academic discussions concerning the
need to challenge the monolithism culture in cybersecurity economics research and upgrade the values
associated with multi-paradigmatic research as criteria for assessing research papers and academic
trajectories.

Although there exist a number of works in sociology that discuss the need for a multi-paradigmatic
approach [23, 24, 25], we have not been able to find a related work on theorizing the nature of multi-
paradigmatic approach to the construction and development of cybersecurity economics model. Hence,
this paper can be an initiative to consider the methodological and conceptual challenges arise when
studying cybersecurity economics as a research area. The paper is organized into four main sections.
Section 2 presents an overview on cybersecurity economics research. Section 3 discusses the background
of multi-paradigmatic approach and defines terms that we use in this paper. Section 4 puts forward
the feasibility of the multi-paradigmatic research in practice. Section 5 provides a more substantive
contribution to cybersecurity economics by outlining four practical guides that may help design multi-
paradigmatic research in cybersecurity economics. These are illustrated with a critical evaluation of
three examples of recent studies in Section 6. Finally Section 7 concludes the paper and outlines the
limitations and future work.

2. An Overview on Cybersecurity Economics

Currently, there is no consensus on a definition of the term cybersecurity economics. Multiple studies
have created their definitions, most of which are broad. Probably the most accepted definition for
cybersecurity economics is an area concerned with providing maximum protection of assets at the
minimum cost [1, 26]. However, Rathod and Hämäläinen adopted a wider perspective to the economics of
cybersecurity based on strategic, long-term thinking incorporating economics from the outset [27]. They
stated that cybersecurity economics and analysis provides benchmarks for the economic assessment of
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national and international cybersecurity audits and standards. It also provides policy recommendations
to align policies and regulations to ensure trust within a digital environment. Additionally, Ahmed
argues that cybersecurity economics addresses the issues of protection of Information and Commu-
nications Technology (ICT) applications designed to facilitate the economic activities that normally
face cybercrimes that cost the companies and countries a significant amount of money and disturb
the economic and financial activities around the globe as has been indicated in ICT-based sustainable
development [28].

Despite the many different definitions of cybersecurity economics, all of these studies point out that
cybersecurity economic situations are characterized by direct and indirect interdependencies among the
agents involved. Each agent’s behavior affects the available options of other agents and even the results
that they can achieve. Given a particular situation and different options, which option do agents choose
and why? Does the outcome satisfy them? Does it unintentionally leave other agents worse off while it
has been an optimal decision for some of them? What is the role of government in compensating for
the limitations of markets in achieving mutually beneficial exchange in the cybersecurity market?

To answer these questions, we would imply that it is crucial to be aware that cybersecurity economics
covers a broader range of situations than exchanging products and services for money. Therefore, this
paper defines cybersecurity economics as a field of research which offers a socio-technical perspective
on economic aspects of cybersecurity such as budgeting, information asymmetry, governance, and types
of goods, to provide sustainable policy recommendations, regulatory options, and practical solutions
that can substantially improve the cybersecurity posture of the interacting agents in the open socio-
technical systems. A socio-technical perspective is essential for understanding and managing the state
of cybersecurity today, as well as how to enhance it moving forward. This field of study includes
organizations having to decide how to value their assets and scarce resources and adapt economic
theories to practice in complex, uncertain environments. Cybersecurity economics studies include how
the role of individual and organizational behavior in developing a security culture; forces motivating
stakeholders to invest in cybersecurity provision; market structures and regulatory structures; and,
environmental, institutional and distributional consequences of the social decision situations. The
studies also investigate the cybercrime economics and motivation, tools, and interest of actors in today’s
underground marketplaces.
Cybersecurity economics studies established their foundations and premises on different schools of

economic thought5. The question of which schools are most appropriate for cybersecurity economics
research has been a focus of concern for some time. From the perspective of a particular school of thought,
the primary problems can be divided into four categories: scarcity, uncertainty, dominance, and change.
Since there has been a growing interest in and commitment to neoclassical economics, the primary
literature of cybersecurity economics focuses on scarcity and optimal allocation of resources. However,
this is evidenced by a shift in recent publications that other problems such as uncertainty and change have
also draw the researchers’ attention. This diversity of problems is because cybersecurity economics draws
on and provides nexus for many diverse and multidimensional issues such as budgeting, interdependent
risks, information asymmetry, governance, and types of goods. Cybersecurity economics must concern
itself with the general evolution of digital ecosystems and human behavior and relationships. Thus, it
has to draw upon different schools based on the underlying assumptions and a vast range of disciplines
such as technology, sociology, psychology, ethics, and mathematics.

5While a full explanation of why some researchers take specific school of thought is beyond the scope of this paper, some
scholars put schools of thought with different ideas into a single paradigm, or, as we support in this study, separate a school
of thought into different paradigms [29].
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We emphasize that all these schools of economic thought are scientific and informative. They look at
economic phenomena from their particular paradigmatic viewpoints, and together they provide a more
balanced understanding of the economic phenomenon under consideration. However, the purpose of
this paper is to describe a process whereby a researcher reflects upon differing research paradigms in the
field of cybersecurity economics. This field of research requires more studies on research methodologies
and conundrums and dilemmas of research experienced in the research process. This work is an initiative
to direct the research efforts towards these topics. The next section, we present a brief background on
multi-paradigmatic approach and define the terms to be used to make the position advocated in this
paper as clear as possible.

3. Background and Definitions

The real world, according to Bhaskar, should be seen as ontologically stratified and differentiated [30].
That is, it consists of a multitude of structures that create the events that occur and do not occur.
Adopting a particular paradigm is like viewing this world through a particular instrument and focus
on certain aspects of the situation. Research studies have been trying to deal effectively with the full
richness of the real world. These studies are not single, discrete events. They are processes that proceed
through a number of phases which pose different tasks and problems for the researchers. In some phases,
the usefulness of research methods is different. However, combining a range of methods may yield
better results. The advantages of multi-method studies are highlighted by Tashakkor and Teddie [31].
However, our argument is a strong one in support of multi-paradigmatic approach, suggesting that it is
important to utilize a variety of paradigms in cybersecurity economics research. While research methods
are systematic tools used to find, collect, analyze, and interpret information, paradigms determine how
members of research communities view both the phenomena their particular community studies and the
research methods that should be employed to study those phenomena. For example, dealing with only
what may be measured or qualified, or subjectively ignoring social and political contexts of cybersecurity
produces different, and sometimes incompatible, results which causes perplexity6.

There is a need for further clarification of just what is meant by multi-paradigmatic approach, what
is useful about these approaches, if the academic debate is to progress and if practitioners are to achieve
the greatest benefits from adopting them. We start by defining some terms to be used in Table 1. These
terms are open to many interpretations. Therefore, we recognize that these are not claimed to be
correct in an absolute sense. Moreover, a multi-paradigmatic research design space provides freedom of
well-informed choice and the potential for transformative research design. The key to envisioning a
multi-paradigmatic research design space is to imagine paradigms not as all-encompassing frameworks
but as referential systems of knowledge generation.
As Table 1 shows, by the term paradigm we mean a specific academic framework for conceptual-

ising, investigating and communicating about the world. Each paradigmatic view about the world’s
constitution, structure, values, and assumptions is known to be valid. Although paradigms might
resemble worldviews to some extent, they are not so all-encompassing. The notion of paradigm has been
translated differently in differnet fields. For example, Govianni Dosi defines technological paradigm as
an outlook, a set of procedures, a definition of the relevant problems, and of the specific knowledge
related to their solution [33]. A paradigm, in that context, is then a collectively shared logic at the
convergence of technological potential, relative costs, market acceptance, functional coherence and

6Complicated and baffling situations that you are unable to deal with or understand.
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Term Definition

Research Paradigm Universally recognized scientific achievements that, for a time, provide model
problems and solutions for a community of practitioners. Each paradigm gen-
erates and develops theories, concepts, and means of experimentation, instru-
mentation, and equipment which are different from those of other paradigms
[32].

School of thought A school of economic thought is a group of economists who share common
ideas about economic philosophy, hold similar opinions on how the economy
functions, and usually apply similar methodologies in their analyses.

Methodology Theory of how research should be undertaken, including the theoretical and
philosophical assumptions upon which research is based and the implications
of these for themethod ormethods adopted. The epistemology (the philosophy
of how we come to know) explicitly drives the methodology (the practice of
how we come to know)

Epistemology The nature of knowledge. That is, they are assumptions about how one might
go about understanding the world, and communicate such knowledge to oth-
ers. That is, what constitutes knowledge and to what extent it is something
which can be acquired or it is something which has to be personally experi-
enced.

Ontology The very essence of the phenomenon under investigation. That is, to what
extent the phenomenon is objective and external to the individual or it is sub-
jective and the product of individual’s mind.

Method Techniques and procedures used to obtain and analyse research data, including
for example questionnaires, observation, interviews, and statistical and nonsta-
tistical techniques.

Multi-method Research Use of more than one technique in different phases of research (i.e., data col-
lection, analysis, interpretation, and evaluation).

Multi-paradigmatic
Approach

A process to systematically and thoughtfully listen, understand, appreciate,
and learn from multiple paradigms, values, standpoints, and perspectives, and
bring them together on research projects that we are working on.

Table 1
Definition of Important Terms

other factors. However, in this study we focus on research paradigms as defined in Table 1. Table
2 shows four popular paradigms and their associated methodologies employed in the cybersecurity
economics literature. This is not a comprehensive list and we can find studies that have adopted other
paradigms such as Emanacipatory, Positivism, and Pragmatism. The variety of these paradigms suggests
that adoption of multiple paradigmatic views would provide the researchers and practitioners with a
greater appreciation of problem situation (discussed in Section 5) than any of them could by itself. Since
each paradigmatic view brings with it its own set of practical methodologies (some of them are outlined
in Table 2), the multi-paradigmatic approach increases the number and widens the variety of methods
which can potentially be employed in a research project.

Nevertheless, we recognize, like Kuhn, the incommensurability (but not incompatibility) of paradigms
due to their contrasting ontology, epistemology and methodology. The advocates of the single paradigm
research argue that paradigms are incommensurable and incompatible which means that two paradigms
should/could not be used the in context of the same study [34]. This idea is based on the fact that there
are quite different epistemological, ontological and methodological assumptions that underpin different
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Paradigm Description Methodologies

Functionalist It sees the world objectively and requires logical proofs and
deductions, verifiable facts and hypotheses, exact and certain
measurements.

System Theory, Socio-
technical Systems
Theory, Contingency
Theory, System
Dynamics, Organiza-
tional Cybernetics

Interpretivist It sees the world subjectively and recognizes individual dif-
ferences, the social world, and it accepts that we are unpre-
dictable.

Social Systems Sci-
ences, Soft Systems
Methodology, Robust-
ness Analysis

Post-modernist It holds a unique appreciation of the limitations of human un-
derstanding and biases. It knows little about the depth and
complexity of the world and questions reflexively the very
bases of our assumptions.

Critical Pragmatism,
and Local Systemic
Intervention

Critical Realism It sees theworld as being complex and organised by both overt
and hidden power structures. It also perceives the social world
as being orchestrated by people and institutions.

Chaos and Complex-
ity Theories

Table 2
Four Popular Paradigms in Cybersecurity Economics Literature

paradigms. The incommensurability of the paradigms has left the multi-paradigm debates without
proper theoretical grounding for their use as an approach to research and practice. There are known
approaches such as atheoretical pragmatism [35], complementarism [36], and metaparadigmatic [24] to
the problem of paradigm incommensurability7. Moreover, the successfully adoption of this approach
in several fields such as business, management [38, 39], organizational behavior, and system science
[23] reflects the feasibility of our proposition. Landry and Banville [40] and Mingers [41] also have
strong arguments in favor of desirability of pluralist methodology in the research field of information
systems. In addition, single-paradigmatic research has been criticized by two well-established research
paradigms; interpretivism [42], and criticalism [43, 44]. The interpretive research paradigm is concerned
with context-based understanding of individual’s thoughts and values, and social actions. As social
values and actions became more important in today’s societies, researchers began to embrace the critical
paradigm. This paradigm concerns with social equity, diversity and sustainability. These research
philosophies support multi-paradigmatic approaches to conduct inquiries that are not limited to one
aspect or one agent in socio-technical systems.
In this paper, the fundamental idea of a multi-paradigmatic approach in cybersecurity economics

research is 1) dialectically listen to different paradigms, disciplines, theories and research stakehold-
ers perspectives; 2) create a practical research plan by combining important ideas from competing
epistemological values; 3) conduct the research ethically; 4) facilitate dissemination, understanding,
and utilization of research findings for both other researchers and practitioners; and 5) continually
evaluate the research outcomes and utilization process to analyze if the research is having the desired
socio-technical impacts. This approach is advantageous due to its capability in approaching dynamic
and complex situations. It also empowers researchers to remain open to drawing upon new research
methodologies and paradigms if new and unexpected problems eventuate. To be multi-paradigmatic does

7Since Discussing these approaches is beyond the scope of this paper, we suggest to read [37].
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not permit the researcher to be less rigorous or ethical in the research process, rather it entails a heavier
burden of research thoroughness [45]. We see paradigms as useful constructs to aid understanding.
They are not claimed to be the only and the best aids. They help in differentiating various perspectives
that exist regarding a given phenomenon. There is no single paradigm that can capture the essence of
reality and apprehend the totality of that phenomenon.

Since academic models are inevitably the products of a partial view point, they will always be biased
[46]. Hence, a multiplicity of paradigms and perspectives is required to represent the complexity and
diversity of phenomena and research problems. The next section views multi-paradigmatic approach as
one of the elements significant to the growth in cybersecurity economics. According to this perspective,
the establishment of a multi-paradigmatic approach requires that different disciplines be observed; these
being sociology, psychology, behavioral science and what might be described as social psychology.
Therefore, the next section discusses the feasibility of adopting this approach.

4. Feasibility of a Multi-Paradigmatic Approach in Cybersecurity
Economics Research

The construction of cybersecurity economics models, and more recently, decision support systems, has
undoubtedly been driven by pragmatic concerns of practitioners and decision makers to secure their
environment (e.g., organizations, governments, or groups). It has also been influenced by the desire of
the professional associations, primarily standard and technology institutes (e.g., NIST or NIS-Directive)
to codify what they consider "best" or "good" practice to guide practitioners and to provide basis for
professional qualifications and quantification. The resulting focus on underlying multidimensionality,
uncertainty, and complexity indicates that tt is time to go beyond a narrow, limited view of reality and
embrace a multidimensional worldview of multiple interconnected realities that possess the will and the
vision to enhance the cybersecurity posture of our societies. We understand that going beyond involves
transforming consciousness to higher levels of awareness and understanding of oneself, others, and the
complex interconnectedness of all things. Thus, one might ask, "Is multi-paradigmatic approach feasible
in cybersecurity economics research?"

The answer to this question arises two conceptual challenges. First, note that this proposition can be
conceptualized in different ways: 1) it might hold that multi-paradigmatic approach should support and
encourage researchers to adopt a variety of research paradigms and does not specify when and how they
should be used, 2) different paradigms are viewed as compatible, consistent, and commensurable such
that each paradigm would be seen appropriate for a particular research context and set of assumptions,
3) as advocated in this paper, all research situations in cybersecurity economics context are seen as
inherently complex and multidimensional, and thus should benefit from different paradigms. Second,
when used in cybersecurity economics research, different paradigms often produce mixed knowledge
that incorporate issues from both abstract and concrete disciplines. One can make a strong case that
this knowledge causes confusion and question the usability of it in practice and context.

To address these challenges, we describe the multi-paradigmatic approach in cybersecurity economics
research as a process of i) examining critically personal and professional values and beliefs, ii) exploring
how worldviews have been shaped and governed by largely invisible social and cultural norms, iii)
appreciating and understanding the intertwined role of institutions in reducing uncertainties and
establishing sustainable, secure cyberspace, and iv) delineating future scenarios as away to anticipate
challenges, opportunities, and threats for organizations and governments’ contingency planning. This
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process produces a style of research that synthesizes divergent insights. The results of this research are
more likely to be accepted and used because of participatory nature of cybersecurity8. Therefore, we
emphasize that multi-paradigmatic approach is a process that evolves dialectically. It requires much
effort and skill to accomplish, deal with, and understand. This approach can be viewed as a team or
group process where members are purposively included. They have different perspectives that are
important for the research or evaluation of the results and outcome. In this sense, the group can help to
mediate some tensions withing the context of cybersecurity such as 1) micro, meso and macro levels in
decisions, 2) treating cybersecurity as a private good or public good, 3) individual needs, local needs
and national needs, 4) order and chaos in cyber crisis management, and 5) individual to institutional
perceptions and values.
We must also recognize that this process has philosophical (e.g., paradigm incommensurability),

cultural (e.g., reluctance and resistance in adoption of a multi-paradigmatic approach among the research
community), psychological (e.g., the demands of moving between fundamentally different sets of
assumptions), and practical (e.g., establishing a diverse research community working on cybersecurity
economics) problems . It is also true that a filed of research cannot aim to discover everything about
everything. It must have defined boundaries and particular questions to answer. However, a multi-
paradigmatic approach does not ask for impossible. It simply suggests establishing a dialectic discourse
and realizing a rational consensus in which a research situation within cybersecurity economics is
influenced by a range of various factors that can change the richness and validity of the results. Moreover,
these problems can be alleviated to some extent when the research is organized into a research program.
That is, the result and conclusions of individual research projects, which might be largely single
paradigmatic, can be linked to others that adopt a different paradigm by other researchers. This results
in the overall research program being rich and multi-paradigmatic. Consequently, we found this
approach to be feasible and practicable. Hence, the multi-paradigmatic research within cybersecurity
economics should be viewed as a regulatory focus that suggests a match between orientation to a goal
and the means used to approach that goal. The next section of this paper offers some practical guidance
for adoption of a multi-paradigmatic research and three examples of research that have adopted such
approach.

5. Practical Guide for Multi-paradigmatic Approach

We have so far argued that multi-paradigmatic approach in cybersecurity economics research is both
desirable and feasible, although there are a number of challenges to be overcome. However, a valid
question that arises and may concern researchers is: how can we utilize this multi-paradigmatic
character, as described, for the benefit of our research and practice? In this section, the first part suggests
some practical guidance to adopt a multi-paradigmatic approach in a systematic way. The second
part illustrates these guides with three examples of multi-paradigmatic research within cybersecurity
economics.

Understanding the problem and making decision about which methods are appropriate to solve that
problem has been the first part of a long-established method to formulate the research design. In order to
utilize the multi-paradigmatic character we must rethink this part to accurately determine and examine
the possible contribution of different paradigms in the specific issue under study, and discuss it with

8Cybersecurity, as defined in Section 2 is a set of activities that involves particular people (individuals or groups), orga-
nizations, governments, and institutions taking part in it.
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Figure 2: The relationships of researchers, research situation, and intellectual resources forms the research
context for the issues under study.

other members of research group or community. Hence, we suggest that three sets of relationships
need to be considered first to determine both the initial actions taken and planning or design of the
research process. Figure 2 shows these sets. The research situation includes stated aims, objectives,
research questions together with stakeholders, funding bodies, and particular types of institutions (e.g.,
regulatory agencies, standards bodies, and cybersecurity associations). The next set is the researcher or
researchers engaged within the research situation. The intellectual resources consist of theories, research
methods and methodologies, and frameworks that could potentially be relevant to the research situation.
Two sets of researchers and intellectual resources are also interrelated as the required resources are
not necessarily within the researchers’ current capabilities. These relationships cover the complex
interaction of people, ideas, knowledge, social and institutional practices, and technology.
As one of the contentions of this study, in the development of cybersecurity economics research,

little attention has been paid to these relationships, particularly the role of researchers in the research
context and their relationships to both the intellectual resources and research situation. The position
of a researcher, or a group of researchers in a department or faculty, is influenced by many factors
ranging from the nature of an individual’s training to the tradition of a research group and the level
of sophistication about the epistemological issues involved. This position impacts on the researchers’
practical and critical view creating the false impression that cybersecurity economics research is far away
from the world of practitioners. Therefore, a group of researchers conducting theoretical or practical
research in a conscious, cooperative and reflective manner is bound to integrate critical elements in their
efforts, since any issue that arises in their studies has socio-technical dimensions. It should be noted
that it is not expected to cover all possibilities in a study. However, the research context, as described
above, allows us to practically conduct a research that choices are made consciously in the light of full
range of prospects, rather than from a very limited repertoire.
After realising relationships in the form of research context, researchers could investigate the issue

under study. This investigation can be conducted in several subgroups. Each subgroup can engage
in investigation of distinct data since what constitutes data varies depending on the paradigm. Next,
they see if they have come to similar or different conclusions. Such setting would help researchers
realise all the epistemologies underlying their research, as well as the consequences of each choice
they make. It also enables them to recognize and understand the crucial conceptual boundaries of
the combinations they use in research and practice. Thus, they would be open to alternative ways of
thinking, born from combining elements from different paradigms. This would gradually ensure the
key condition for utilizing the multi-paradigmatic approach in cybersecurity economics research. We
emphasize that each element drawn from a specific paradigm should be established as a choice, so that
the multi-paradigmatic character does not endanger the theoretical cohesion of the research conducted.
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It is essential that researchers preserve the epistemic integrity of research methods drawn from various
paradigms. In this approach, multiple paradigms serve as referential systems of knowledge creation
processes and establishing suitable criteria for validating this knowledge. Therefore, cybersecurity
economics researcher draw upon these paradigms and employs a hybridity of research methods with
which to address complex, socio-technical research problems associated with the demands of professional
practices. They need to ensure that appropriate quality standards, or empirical or experimental epistemic
warrants, are used to regulate and justify different type of knowledge produce during the inquiry.

A last, yet significant, step we can add concerns mapping methodologies and assumptions in the
research. Various methodologies could be regarded as a complementary set because they each rested
upon different assumptions about the nature of some problem contexts. This study has continually
stressed the need to challenge fundamental assumptions such as rationality and self-interest behavior.
Ardalan says in order to understand a new paradigm, theorists should be fully aware of assumptions upon
which their own paradigm is based [47]. The point is that employing a multi-paradigmatic approach
produces emergent and holistic reality constructed according to multiple disciplines and complex
epistemological values. Therefore, the success of this approach and appropriately mapping assumptions
and methodologies in a particular study requires that researchers thoughtfully dialogue with all validity
types relevant to that study. As a starting point for this dialogue, this section identifies and highlights
five interconnected core themes with special relevance in cybersecurity economics:
Complexity. There is a growing consensus on the complex nature of both cybersecurity and the

economics subjects (i.e., subjects that are formed by a multiplicity of interacting heterogeneous agents
that connect dynamically and change their behavior as the interactions unfold.) Agents are asymmetric
at different levels, and therefore their capabilities are subject to various constraints such as transaction
costs, bounded rationality, market imperfections, to which the actions of the agents must conform. The
following characteristics are considered as the common nature of complexity:

• Heterogeneity, Adaptation, and Evolution: heterogeneous group, network, or society are
distinctly nonuniform in one of the characteristics, conditions, and compounds that define their
behavior. Individuals, organizations, and governments operate in networks of complex adaptive
groups of agents that interact, adapt, learn, and evolve. For example, humans are adaptive agents
in their interpersonal systems, organizations are adaptive agents in regulatory systems, and
governments are adaptive agents in political and economic systems. As the interaction among
the heterogeneous agents occurs, agents learn and adapt, leading to a systematic and ongoing
evolutionary process where both the individual agents and the whole system are subject to change.
It is important to learn to flow with the change because we have limited resources and capabilities
to fully control the change processes. Therefore, cybersecurity economists need to leverage the
best of these changes and deal with interrelated factors that are adaptable and evolving. They
also need to empower the decision-makers to capture the contexts and clarify their tactical,
operational, and strategic positions to pursue the system’s purpose. Heterogeneity, evolution,
and adaptation are the most striking features of the complex socio-technical systems that have
made one-size-fits-all approaches unlikely to succeed. Moreover, considering these features is
important to propose proportionate cybersecurity measures and controls.

• Nonergodicity. As we mentioned earlier, change is a constitutive element of digital ecosystems.
These systems do not exhibit a nontrivial development on the local and global scale. Their
state depends on the unpredetermined path that the system has followed (i.e., path-dependent).
Moreover, their development is irreversible, meaning that they cannot meet the same status again
that they had met before on their development path. In such systems, even a minor incident for an
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agent might significantly affect the overall dynamics of the system during a cumulative process.
This property is supported by [48, 49].

• Phase Transition. The system shows a phase transition if it undergoes exogenously introduced
sudden changes in its characteristics, behavior, or the structural patterns that it generates [50].
Disruptive technological innovations are an example of phase transition in digital ecosystems.
It is important to preserve the security of the system and protect the valuable assets after the
transitions.

• Emergence. In a system, emergence occurs when simple interactions among low-level system
components give rise to new and unexpected patterns or properties, disparate from the properties
of the system as a whole [51]. In digital ecosystems, which are known as adaptive and self-
organizing systems [52], regular modifications to the system, caused by ever-changing agents
behavior and interactions, may lead to the creation of unforeseen patterns, properties, or outcomes,
thereby exhibiting emergent behavior. Internet and some artificially intelligent application are
popular examples of emergence in digital ecosystems. The authors in [53]9 state that security in
cyberspace undoubtedly belongs to emergent properties.

Dynamic. Due to the growing interconnectedness in the digital ecosystem, cybersecurity economics
decisions are extending from conventional static temporal optimization to dynamical inter-temporal op-
timization problems [54]. Thereby, an enhanced understanding of individual and institutional dynamics
signifies a noticeable change in the direction of cybersecurity economics research. The following are
considered as general properties of dynamic systems:

• Time. For real-life dynamic socio-technical systems, the performance is usually time-variant. A
realistic analysis and a model describing the system’s behavior need to take into account both
the random and temporal character of the system and include the time-variant uncertainties.
Such an analysis is crucial for reducing the costs, improving the sustainability of the systems,
and making informed preventive condition-based security-related decisions. This results in more
computationally expensive models; however, there are various techniques such as surrogate
modeling [55] that facilitate the analysis. Generally, the time-variant analysis methods can be
categorized into two types: simulation methods (e.g. Monte Carlo Simulation [56] and Importance
Sampling [57]) and analytic methods (e.g. outcrossing rate-based methods [58]) [59].

• Irreversibility. Dynamic systems are either time-reversible or time-irreversible. Weiss defines a
stationary process 𝑋(𝑡) as time-irreversible if {𝑋(𝑡1), 𝑋(𝑡2), ..., 𝑋(𝑡𝑚)}
and {𝑋(−𝑡1), 𝑋(−𝑡2), ..., 𝑋(−𝑡𝑚)} do not have the same joint probability distributions for every
𝑡𝑚 (𝑚 ∈ N) [60]. Arrow and Fisher noted that the decision problem relating to irreversibility
derives from the fact that an irreversible action is sufficiently costly to reverse that this should be
taken into account in the initial decision [61]. [62] discusses that in a complex, evolving system
that is imperfectly understood, irreversibility should be taken into account since it provides a
straightforward way of analyzing strategies that affect the transition probabilities for the system
in any given state.

• Out-of-equilibrium dynamics By introducing bounded rationality, heterogeneity in prefer-
ences, and social interactions, we should not expect to find a unique and stable equilibrium in
which agents fully control and adapt all the changes that affect them. It is essential to mention
that out-of-equilibrium dynamics are the rule, not the exceptions. The notion of equilibrium has

9Only the abstract is in English
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lost relevance in orthodox economics after recognizing that economic relations take place in a
complex ecosystem. This poses significant challenges to the policy and practical implications of
cybersecurity economic models. They are not able to respond to ongoing reality where various
goals, preferences, and mental models coexist and coevolve.

• Non-linearity. Non-linear dynamic systems behave differently in different regions in the state
space. The non-linear adjustment of agents’ cybersecurity posture to shocks caused by cyber-
attacks, new regulations and budgeting changes is attracting increasing attention in the empirical
literature [63, 64]. These studies have found strong evidence of non-linearity in cybersecurity
when regulations and investment are used as the variables governing cybersecurity. In a non-linear
setting, the adjustment process depends on the sign (positive or negative) and the magnitude of
the system’s shocks and history. It is important from the policymaking viewpoint because the
possibility of structural collapse or institutional degradation increases in non-linear systems.

Interdisciplinarity. cybersecurity is complex and controversial. Hence, cybersecurity economics
cannot be understood simply as a single, independent discipline. The insight that interdisciplinarity is
necessary is not new. However, to make interdisciplinarity work, researchers would have to spend efforts
on finding effective ways to share and understand their discourse and training paradigm-switching
capabilities (being able to view and analyze a complex issue from different perspectives). These efforts
are not limited to academia but also are essential for policy- and decision-makers. Drawing knowledge
from other established disciplines such as cognitive science, information systems, and computational
intelligence empowers them to cover modeling, measuring, and managing cybersecurity within the
context of stakeholders’ tactical and strategic goals.
Social Rules and Institutions. Social rule system theory and complex institutional arrangements

are applied to the description and analysis of how agents are organized and structured through their
actions and interactions. We demonstrated that cybersecurity economic models connect to reality
through economic variables (e.g., ALE, ROSI, and ENBIS) and understanding the economic institutions
and social rules. Social rules and institutions profoundly shape the behavior of operating agents and
systems. Thus, it is a fundamental error to suppose that they are unlikely to override the preference of
agents to pursue their diverse goals. Cybersecurity is governed by institutions that are composed of
numerous rule configurations. The rules have strong interdependencies, both with each other and with
system conditions. A change in any of these rules produces a different situation and may lead to different
outcomes. For example, GDPR impacted the data collected and stored in emerging private, and public
blockchain [65]. This regulation has impacted the decisions and created barriers for an organization to
embrace this technology.
Ethics. Although explaining the moral behaviors by mainstream economic models is difficult, such

ethical foundations have been extended into economic analysis. Consider cyber insurance and cyber
policies as two examples. Insurers and insureds in the context of cybersecurity insurance seek their own
self-interest, but their behavior is also often honest and honorable. Or, policies, regulations, and rules
are typically designed to maximize aggregate welfare in the societies, which is certainly an ethical goal.
Therefore, neglecting ethics means ruling out possible explanations of behavior. As we argued before,
the goal of cybersecurity economics is to explain and predict the behavior and patterns of the agents
and systems, design institutions, and recommend policies and regulations. Therefore, cybersecurity
economists should be willing to modify, extend, or reject the methods and approaches that they employ
to fulfill this goal based on practical and moral evidence.
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6. Examples of Empirical Research

The second part of this section focuses on giving three examples that have followed a multi-paradigmatic
approach in their studies. These are good examples, but they are by no means perfect as various
limitations are highlighted bellow10. First, the study by Gilad et al. has made the dominance modern
warfare a focus of attention [66]. The study shows how countries can establish procedures and deter-
mine the budgets to optimally allocate cyber-defense resources to prevent harmful cyber-attacks on
the complex computer networks that manage their infrastructure, business, security, and government
operations. The second example aims to identify and investigate the antecedents of enhanced level of
cyber-security at the organisational level from both the technical and the human resource perspective
using human–organisation–technology (HOT) theory [67]. Finally, the third study examines the in-
teraction between firms in a specific industry and a strategic hacker by considering industry-specific
characteristics including the intrinsic vulnerability, intentions of the hacker, competition between firms,
and similarity of security technologies [68].
Study 1: This study accounts for various strategic behaviors and technological capabilities of the agents

that are involved in their demonstrated research situation. They draw special attention to the need for
coordination and synchronization of the intelligence process across the users of military intelligence, such
as policymakers in the government and various security agencies. The mapping between assumptions
(budget constraints, heterogeneous maturity levels of both attackers and defenders, and amount of
possessed intelligence) and methodologies is followed cautiously supported by the literature and authors’
observations. The analytical model inspects the physical, personal, social, and institutional views and
assesses the impacts of security intelligence on the country’s military capability, national security, and
welfare.

Study 2: This study acknowledges the multi-dimensional nature of the cybersecurity economics
research. It investigates the determinants for enhanced cybersecurity level in organisations. The
determinants are identified through literature review and questionnaires. The results provide significant
insights on technical, legal, organizational, and managerial aspects of cybersecurity across different
sectors such as healthcare, retail, and education. While this study has not included the social aspects in
their constructs and measurement items, it has partially covered the physical, personal and institutional
views.

Study 3: Wu et al. consider the strategic hacker’s behaviour and industry-specific characteristics to
offer a number of managerial implications that could be referenced in the security practice of competitive
context. Moreover, they show that different intentions generate different hacker’s behaviour. Therefore, it
prompts the competitive firms to notice the strategic importance of discriminating against the opponent’s
intentions and assessing the potential threats in security strategies. The assumptions of this study and
research situation direct the authors to employ research methodologies that are appropriate to deal with
several real-world conditions such as competitive firms, free-riders, and asymmetric relations.
Evaluating these studies shows that they have developed multi-paradigmatic research wherein a

range of ideas were combined to meet the needs of particular research situations. In relation to the
argument of this paper, the studies demonstrate clearly the way in which different paradigms, even
when applied to the same data, yield different views of the world. Moreover, in terms of the research
context (see Figure 2), it is interesting to note how research methods affect the relationship between the
research situation and researchers in such multi-paradigmatic studies. However, our evaluation also

10It should be noted that our analysis relies on the published studies. We have not investigated the authors’ background
and their research community for further description of relationships shown in Figure 2
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reveals limitations of these particular research studies11.
Regarding the first study, we pose two critical questions that can be answered considering the research

topics that we outline earlier in this section: What is the relative importance of accuracy, quality, and
reliability of the military intelligence when assessing the ethical behavior of cybersecurity practitioners
in the military or policy-makers? Does the cybersecurity practitioners’ belief that a formal code of
ethics is necessary significantly change the key elements of effective intelligence? This should have
led to empirical investigations and complementary qualitative methods to identify differences in how
ethical issues are perceived in such settings. In the second study, there is no qualitative data and little
consideration of the social and political aspects of antecedents for enhanced level of cybersecurity.
Moreover, the interrelationship of the antecedents is overlooked in this study. This limitation ignores the
emergent characteristics in complex socio-technical systems. Techniques such as interpretive structural
modelling and analytic network process can be used to address these limitations. Finally, to obtain
the equilibrium solution, the third study solves the optimisation problem based on two unrealistic
assumptions: 1) the firm’s security decisions have been exogenously given, and 2) all players are entirely
reasonable and risk neutral. Methods that might help with this could be Cumulative Prospect Value
(CPV) [69] or Quantal Response Equilibria (QRE) [70].

Our reflection on the investigation of cybersecurity economics literature shows that to conduct the
research successfully requires a multi-paradigmatic approach to be adopted. The objectives of this field
of research will be constantly changing and the nature of the inquiry by the researchers and practitioners
will be dynamic. Therefore, a multi-paradigmatic approach will facilitate finding solutions to emerging
problems and developing responsive and multi-pronged cybersecurity strategies using the outcomes
provided by the cybersecurity economics research.

7. Summary and Conclusion

Different paradigms are adopted in cybersecurity economics studies. This paper sets out a statement
of the new studies establishing the case for multi-paradigmatic approaches to foster transdisciplinary
research in the field of cybersecurity economics. This approach is applicable to a wide range of
research contexts in this field and can be considered as a means of transforming the policies, structures
and processes of cybersecurity governance and management, and for the purpose of ensuring that
both science and technology contribute to sustainable development of secure socio-technical systems.
Therefore, this paper discussed the desirability and feasibility of this approach alongwith some guidelines
that can be followed to initiate a multi-paradigmatic research project. While paradigms place severe
constraints on the future directions of research development, multi-paradigmatic approach channels
opportunities to advance in cybersecurity economics. For example, mutual adaptation of individuals’
behavior and technological systems in the wider institutional framework in which organizations operate
is an example of multi-paradigmatic research context that develops new knowledge relevant to the
enhance governance of cybersecurity. Or, other newly emerging problems such as sovereignty in
cyberspace [71], cybersecurity as a public good [72] or ambiguities regarding active cyber defence
[73] are among the topics that multi-paradigmatic work on them constructs practical and applicable
knowledge.

Moreover, multi-paradigmism is unavoidable if realistic insights and relevance for practical affairs are
to be achieved. This is why we aim to sensitize future researchers to develop their work with an explicit

11These limitations are not outlined in the studies and they are the result of our critical evaluation
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acknowledgment of different ontological, epistemological, and methodological perspectives. However,
researchers are not the only actors in a research field. From a practitioner perspective, our paper may
motivate practitioners to be more reflective, more ethically aware, and more context-sensitive. From
journal and publication channels perspective, our paper emphasizes that the reviewers positively examine
the assumptions and the grounds that inform the research process. Moreover, this multi-paradigmatic
character can function as an opportunity for dialogue and complementarity. This paper has hinted
at the importance on paradigm dialogue directed towards five core themes with special relevance in
cybersecurity economics. It also investigated three new studies to discover if this approach can be
utilized to offer new perspectives and therefore enrich cybersecurity economics research, providing a
deeper understanding of the complex and multifaceted issues under study.

While the manner of employing multi-paradigmatic approach to analyze complex problems in cyber-
security economics is explicated in this work, the way in which methodologies might be combined to
change problem situations is not thought through. Our future work will provide a better understanding
of this process and presents a framework for the multi-paradigmatic research design. This framework is
an important artifact since it helps to prevent confusion in the research process. However, as stated
above, multi-paradigmatic approach has been practiced in other fields, and therefore it is important
to consider what could be learnt from their experience. Therefore, a systematic literature review on
the detailed characteristics of this approach can help to advance this concept among the cybersecurity
economics researchers.
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Abstract. The most costly cybersecurity incidents for organizations result from
the failures of their third parties. This means that organizations should not only
invest in their own protection and cybersecurity measures, but also pay attention
to that of their business and operational partners. While economic impact and
real extent of third parties cybersecurity risks is hard to quantify, decision
makers inevitably compare their decisions with other entities in their network.
This paper presents a theoretically derived model to analyze the impact of social
preferences and other factors on the willingness to cooperate in third party
ecosystems. We hypothesize that willingness to cooperate among the organi-
zations in the context of cybersecurity increases following the experience of
cybersecurity attacks and increased perceived cybersecurity risks. The effects are
mediated by perceived cybersecurity value and moderated by social preferences.
These hypotheses are tested using a variance-based structural equation modeling
analysis based on feedback from a sample of Norwegian organizations. Our
empirical results confirm the strong positive impact of social preferences and
cybersecurity attack experience on the willingness to cooperate, and support the
reciprocal behavior of cybersecurity decision makers. We further show that
more perception of cybersecurity risk and value deter the decision makers to
cooperate with other organizations.

Keywords: Social preferences � Behavioral economics �
Cybersecurity decision making � Structural Equation Modeling �
Theory development � Perceived Cybersecurity Risk

1 Introduction

As Peter Bernstein states, “The capacity to manage risk, and with it, the appetite to take
risk and make forward-looking choices, are key elements of the energy that drives the
economic system forward” [1]. While risk taking is driving the modern economics
systems forward, uncertainties in cyberspace like the evolving threat landscape and
human error, are threatening to slow it down. Nations, organizations and individuals
are unsure what a good driving strategy in cyberspace is. Individual preferences and
behavioral heterogeneity can play an important role in explaining strategic consider-
ations at organizational levels. Hence, humans play a vital role in cybersecurity
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strategic decision making, and at the same time, they are often considered the weakest
links in this ecosystem [2].

The area of cybersecurity in organizations has three essential properties. First, it
consists of heterogeneous interacting, and in some cases, competitive and even
adversarial, stakeholders and actors that are characterized by distinct local cultures,
structure, machines, and methods [3]. Stakeholders act upon the basis of their own local
states at any given time. Second, cybersecurity problems stem from dynamic systems
and are driven by the interaction among various stakeholders. These interactions affect
future local states and, therefore, create systemic complexity. Third, there are strategic
decision makers whose decision processes take into account past actions, potential
future actions, and outcomes of other actors. They have heterogeneous motivations,
preferences, and benefits. Since these properties are based on the organizations’ unique
sets of objectives, processes, and resources, it is difficult to see how a one-size-fits-all
cybersecurity strategy can be optimal.

The trend toward more globalized production has increased inter-organizational
dependencies. Particularly, businesses are forming multi-layered supply chains, as
illustrated in Fig. 1. As an externality, security and insecurity can be distributed dis-
proportionately in a supply chain. The coopetition (i.e. organizations may both compete
and cooperate at the same time [4]) and interdependent preferences among the orga-
nizations face them with a challenge of understanding and measuring the risks that are
propagating from them. Recent cybersecurity incidents highlight that it is no longer
enough for organizations to focus solely on their in-house cybersecurity defense
mechanisms.

Fig. 1. Interaction among organizations in a socio-technical system is not limited to the
organizational level, but also includes different levels of societal actors such as international
systems and governments, groups and individuals levels. Each of these actors has their own
particular instruments, which can employ different security controls depending on the nature of
the system [3].
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According to a study from Kaspersky Lab and B2B International, the most costly
cybersecurity incidents for businesses result from the failures of their third parties [5].
This means that organizations should not only invest in their own protection and
cybersecurity measures, but also pay attention to that of their business partners. To
Provide some examples, in December 2018, Managed Health Services (MHS) of
Indiana Health Plan announced that a third party data breach potentially exposed up to
31,876 patients’ personal data in one of two security incidents the company disclosed
[6]. Moreover, attackers expand their reach by targeting third-party services allowing
them to steal more data. A new Magecart attack launched through compromised
advertising supply chain in November 2018. Attackers loaded their malicious skim-
ming code on 277 e-commerce websites and used their infrastructure of these com-
panies to breach other companies [7].

Different economics models have been employed to address the challenges in the
field of cybersecurity in both technical and social aspects [8–10]. In these models,
agents are rational, selfish, and have complete information about other agents. How-
ever, in real-world scenarios, agents might be irrational, reciprocal, and have incom-
plete information about their environment. In this his paper we outline empirical
cybersecurity economics examples on how these standard models fail to model real-
world scenarios because they do not properly model the problems when they ignore
social preferences.

The key research question is how to model heterogeneous incentives and prefer-
ences at the organizational level. The major aim is to better understand under which
conditions the social preferences have significant effects on cybersecurity. To achieve
this, we aim at developing an understanding of the important determinants of the
socially optimal level of cybersecurity to prevent market failures.

Moreover, the paper investigates which type of social preferences (Reciprocal
Fairness, Inequity Aversion, Pure Altruism and Spitefulness or Envy [11]) is stronger
and quantitatively a core motive in the domain of cybersecurity. We have designed a
survey to address these questions. The respondents of this survey are cybersecurity
team members (Chief Information Security Officers, Information Security Analysts,
Security Consultants, etc.) and decision makers in Norwegian organizations (Chief
Executive Officers, Board Members, etc.).

This work is structured as follows. Section 2 provides a background on behavioral
economics and proposed models to analyze behavioral determinants in cybersecurity.
Section 3 proposes our research model and hypotheses. The methodological approach
and data collection process is explained in Sect. 4. Section 5 presents the empirical
results. Theoretical and practical implications are discussed in Sect. 6. Finally, Sect. 7
concludes this study.

2 Related Work

Behavioral Economics sits at the intersection of psychology and economics. Standard
economic theories assume fully rational, completely selfish and forward-thinking
decision makers. Analytical models based on these assumptions have failed to predict
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individuals’ behavior. However, behavioral economics provides manifold principles
considering less rational behavioral choices and other-regarding, interdependent pref-
erences [12].

The application of behavioral economics has become more widespread, most
commonly seen in the health domain, and policymakers use it to investigate how
predictable deviations from rational behavior can be utilized to steer people to socially
desirable directions. This approach is best employed where individuals need to make
quick decisions and select the best possible choice.

Thaler and Sunstein [13] and Kahneman [14] popularized the idea that behaviors
can be projected into systems and affect the decisions. However, in 1975, Rogers
introduced a popular theoretical model of behavior change focusing on the Protection
Motivation Theory (PMT) [15]. This model explicitly points out the methods that
individuals can assess and counter cyber threats. Dolan et al. [16] proposed a behavior
change framework, so-called MINDSPACE, which describes nine behavioral influ-
encers in relation to cybersecurity behavior change paradigm. They discuss that these
influencers play important roles in security-related decision making and behavior.

Briggs et al. state that PMT is a useful model in cybersecurity context as it
encourages individuals to better protect their cyber assets from cyber threats [17]. They
tried to create an effective link between PMT and MINDSPACE to present an inte-
grated framework. This framework can be used to design long term cybersecurity
behavioral strategies. It is claimed that the framework can be applied within organi-
zations and provide important insights to managers and practitioners involved in
cybersecurity.

There are a variety of psychological models of behavior that address the interplay
of attitudes and behaviors. They recognize the importance of psychological traits and
attitudes along with the individual’s knowledge and experience in decision making.
Many of these models are inspired by the Theory of Reasoned Action [18] and Theory
of Planned Behavior [19]. The former identifies two factors that determine behavioral
intention and assumes that behavior can be completely controlled. The latter, in con-
trast, differentiates between perceived behavioral control and actual behavioral control.

A survey by Michie et al. [20] shows that there are 80 available models of behavior
change in different contexts. The literature review by Sommestad focuses on relevant
psychological models for cybersecurity policy compliance [21]. This study identifies
60 different psychological constructs based on established theories including General
Deterrence Theory, Neutralization Theory, Social Control Theory, and Theory of
Moral Decision-Making. We will focus here on the Theory of Social Preferences,
which is studied in behavioral and experimental economics and social psychology. We
use this theory in the cybersecurity field to investigate the effects of other-regarding
behavior in decision making under cybersecurity risks and uncertainties.

3 Research Model and Hypotheses

This research aims to find the impact of social preferences on the perceived cyberse-
curity risk, the perceived cybersecurity value, and the willingness to cooperate in third
parties ecosystem to mitigate the probability and impact of future cyber incidents. In the
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following, we explain our research model, illustrated in Fig. 2, and the hypotheses to
be tested in the empirical analysis.

As Fig. 2 shows, the following hypotheses are proposed to conduct this research:

H1. Cyber attack experience increases the perceived cybersecurity value.
H2. Perceived cybersecurity risk increases the perceived cybersecurity value.
H3. Cyber attack experience increases the likelihood that an organization will

cooperate with other organizations to mitigate the probability and impact of
future cyber incidents.

H4. Perceived cybersecurity value increases the likelihood that an organization will
cooperate with other organizations to mitigate the probability and impact of
future cyber incidents.

H5. Perceived cyber risk increases the likelihood that an organization will cooperate
with other organizations to mitigate the probability and impact of future cyber
incidents.

H6. Social Preferences have moderating effects on the likelihood that an organization
will cooperate with other organizations to mitigate the probability and impact of
future cyber incidents.

The following latent variables (i.e. research constructs) are used in the proposed
model:

Cyber Attack Experience: A cyber attack is a malicious and deliberate attempt by an
individual or organization to breach the information system of another individual or
organization. Usually, the attacker seeks some type of benefit from disrupting the
victim’s network [22]. These attacks hit businesses every day and their number is
increasing as people are trying to benefit from vulnerable business systems.

Cyber Attack 
Experience

Perceived 
Cybersecurity Risk

Perceived 
Cybersecurity 

Value

Willingness to 
Cooperate

Social Preferences 

H1

H2

Direct Effects

Moderating Effects

H4

H3

H5 H6

Fig. 2. Research model in path model notation
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According to the third annual report of Ponemon [23], 59% of respondents confirm
that their organizations experienced a data breach caused by one of their third parties.
42% of respondents say they had such a data breach in the past 12 months. Addi-
tionally, 22% of respondents do not know if they had a third-party data breach in the
past 12 months.

Perceived Cybersecurity Risk: Fear of crime consists of two distinct, but highly
interrelated, components. First, the rather rational risk perception, which is often stated
as the product of the probability of occurrence and the impact of the crime, and second,
fear as an emotional feeling of being unsafe [24]. Visser et al. found strong effects of
examining prior victimization on perceived risk [25]. Moreover, in a survey by Cisco,
69% of executives indicated that they are not willing to innovate in digital products
because of their perceived cybersecurity risks [26]. The finding shows that perceived
cybersecurity risk can be a deterrent of cooperation among organizations in digital
space.

Perceived Cybersecurity Value: Oscar Wilde said, “A cynic knows the cost of
everything and the value of nothing [27].” Cost is a driver for decisions, but not always.
Perceived value is what people perceive as the value and worth of a product or service;
the higher the perceived value, the more likely it is that they will pay for the product or
service.

The reason that we are trying to measure perceived value and understand how it
affects the decisions is that they differ from other personal attributes in several ways.
Schwartz states that values transcend specific situation and are distinguished from
norms, attitudes and specific goals [28]. He also explains that values are observed by
subjective importance and they form a unique system of values hierarchies. Values may
serve as standards and provide social justifications for behaviors and decisions [29].
Moreover, Sagiv et al. reason that perceived value influences competitive/cooperative
behavior and the decisions made [30]. Therefore, to understand and predict the
behavior, it is important to consider the perceived cybersecurity value of the agents in
the system.

Social Preferences: Game-theoretic predictions are frequently observed in recent
experiments on decision making and they have been used to refine behavioral theory.
However, explaining decisions outside the laboratory and experimental elicitation of
behavior in the context of cybersecurity has not received particular attention in pre-
vious studies. We consider that an individual’s behavior is affected by three interrelated
factors; self-interest, the behavior of others, and the reaction to rewards and
punishment.

As a branch of behavioral economics, social preferences describe how economic
agents maximize utility considering others’ utilities. Differences in social preferences
may explain how and why individuals behave in different settings. Social preferences
are critical to understand how decision makers scarce resources to themselves and
others. These preferences are often dynamic and complex than self-interest.

Willingness to Cooperate: In this study, the willingness to cooperate is defined as the
intention of organizations to cooperate with each other to enhance their overall security
posture in their third parties ecosystem. These collaborative practices can be performed
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like creating an incident response team, allocating resources to secure shared critical
information, development, and implementation of effective security policies, plans and
procedures, etc.

Unlike some studies that only focus on cooperative intentions as the desired
behavior, this study also considers the competition among the organizations. The non-
selfish motives not only affect cooperation, but also competition incentives. Therefore,
we investigate the moderating effects of social preferences on willingness to cooperate
in addition to the direct effect of Cyber Attack Experience, Perceived Cybersecurity
Risk and Perceived Cybersecurity Value.

4 Research Method

To test the hypotheses outlined in Sect. 3, we employ Structural Equation Modeling
(SEM) [31]. In this section, we describe the reasons behind selecting SEM, data
collection and the development of the measurement mode.

4.1 Statistical Method

We live in a complex, multivariate world and studying the impact of one or two
variables in isolation would seem relatively artificial and inconsequential [32].
Although modeling always omits some aspect of reality [33], using some approaches
(e.g. regression-based approaches) may be too limiting for the analysis of the more
complex and realistic situations. Haenlein points out the limitations of the methods
such as factor analysis, cluster analysis, and discriminant analysis, which were popular
statistical methods in psychology and sociology during the 20th century [34].

To overcome these limitations mentioned above, we apply SEM. This method
allows us to model the relationships among multiple independent and dependent
constructs, and observable and unobservable variables, simultaneously. There are two
approaches to estimate SEM parameters: covariance-based or variance-based. Both
approaches are similar, however, the covariance-based approach is more suited for
confirmatory theory testing and the variance-based approach rather for theory devel-
opment [35]. We use the variance-based approach, here and in the following just
referred to as Partial Least Squares (PLS), because it is widely used for predictive
analysis and is an appropriate technique for theory development as done in this study.
This method is furthermore applicable even under conditions of very small sample size.
Chin and Newsted indicated that PLS can be performed with a sample size as low as 50
[36]. Moreover, PLS can be used to analyzing models with either reflective, formative
or both types of indicators [37].

We use the statistical software SmartPLS 3.0 for parameter estimation as it provides
all required features for PLS analysis. First, it supports the PLS Algorithm [38] and
bootstrapping, which is considered as the broadly used approach for nonparametric
statistics in management, social science, and market research studies. Second, this
version supports the consideration of missing values.
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4.2 Sample Data

Questback, an affiliated online survey tool with Norwegian University of Science and
Technology (NTNU), is used to collect the data. Recall that this study is motivated by a
need to understand the effective factors of improving overall cybersecurity in organi-
zations. Therefore, we focused on the individuals who make cybersecurity-related
decisions in organizations.

This survey was active for two weeks and the link was inserted in one of the
Norwegian Business and Industry Security Council (NSR) news articles1. This orga-
nization serves the Norwegian business sector in an advisory capacity on matters
relating to crime.in different organizations in Norway. Upon clicking the survey link,
participants were presented with guidelines and the definition of the terms Third Parties,
Retaliatory Actions, and Cooperation with third parties. We provided these definitions
in order to prevent ambiguous interpretation of questions. Within the questionnaire,
responses to all questions were mandatory, but allowed participants to choose “I have
insufficient knowledge to answer this question.” if they were unsure about the corre-
sponding question. The survey completion time ranged from 8 to 10 min.

As indicated in Sect. 3, the theoretical constructs identified in our model: Perceived
Cybersecurity Risk, Perceived Cybersecurity Value, Social Preferences, and Cyber
Attack Experience are measured based on different 11 questions in the survey. Answers
of 8 questions are reported on 11-point ordinal scales, one question in 5-point fre-
quency scales reporting the update of cybersecurity risk levels in the organization, and
2 questions on the binary scale (Yes, No). These questions are adapted from Pone-
mon’s third annual report [23] and IZA’s Preference Survey Module [39].

A total of 66 responses were collected over this period, out of which 62 responses
were usable for the study2. Table 1 shows the sample demographics of the considered
responses.

Table 1. Demographic profile of respondents

Communications 16
Manager 4
Senior Executive 11
Staff/Technician 1
Defense and Aerospace 4
Director 2
Supervisor 2
Entertainment and Media 1

(continued)

1 https://www.nsr-org.no/english/category172.html.
2 We employed Mean Value Replacement, when indicators have less than 10% missing values, and
Casewise Deletion, when indicators have more than 10% missing values, as missing value treatment
approaches. In this study, we considered “I have insufficient knowledge to answer this question.” as
missing values.
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5 Results

To ensure the reliability of the study, we performed the Reliability Analysis to test the
internal consistency of related set of questions for each construct. Although Cronbach’s
alpha is a widely used measurement for internal consistency, it can be easily affected by
the number of items in each construct and lead to underestimated results. Hence, we
used composite reliability to measure the internal consistency with threshold value of
0.6. Composite reliability is based on factor loadings rather than the correlations
observed between the variables.

Convergent validity is another important parameter that refers to the degree which
two measures of constructs that theoretically should be related, are in fact related. For
convergent validity, the Average Variance Extracted (AVE) of all latent variables
should exceed the recommended 0.5 threshold [40].

Table 2 indicates the composite reliability and average variance extracted values of
each latent variable. While the values for Perceived Cybersecurity Risk is close to the
thresholds, it suggests that the internal consistency and convergent validity of measured
variables are acceptable for the study.

After confirming the reliability of the structural model, a complete bootstrapping
process was conducted to test the significance of the model at the level of 0.05 con-
fidence interval. We used Bias-Corrected and Accelerated (BCa) bootstrap for

Table 1. (continued)

Manager 1
Financial services 11
Director 2
Manager 5
Senior Executive 3
Staff/Technician 1
Industrial and Manufacturing 2
Supervisor 2
Public Sector 10
Manager 5
Senior Executive 4
Staff/Technician 1
Retail 1
Supervisor 1
Technology and Software 17
Consultant 6
Director 3
Manager 2
Senior Executive 4
Staff/Technician 2
Total 62
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estimating nonparametric confidence interval. To ensure the stability of the results, the
number of subsamples is 5000. A hypothesis will be accepted only if the test statistics
(t-value) is larger than 1.96. Table 3 shows a summary of the hypotheses tests.

As these results show, Cybersecurity Attack Experience (H1) has a significant
positive effect on the Perceived Cybersecurity Value. As for H2, Perceived Cyberse-
curity Risk has a significant positive effect on Perceived Cybersecurity Value.
Cybersecurity Attack Experience (H3) also has a significant positive effect on
Willingness to Cooperate. Regarding H4 and H5, Perceived Cybersecurity Value (H4)
and Perceived Cybersecurity Risk (H5) have positive effect on Willingness to Coop-
erate but not statistically significant which suggests that H4 and H5 are rejected.
Finally, hypothesis H6 is supported as the results show Social Preferences have sig-
nificant effect on Willingness to Cooperate.

Finally, to measure the social preferences of the respondents, we used Social Value
Orientation (SVO) framework proposed by Murphy et al. [41]. Figure 3 illustrates a
graphical representation of the SVO framework.

Figure 4 indicates the ranges within which relevant social preference angles are
fallen. These results show that the cooperative behavior among the decision makers in
the context of cybersecurity is dominant.

Table 2. Composite reliability and average variance extracted values of each latent variable

Latent variable Composite reliability
value

Average variance extracted
(AVE)

Cyber attack experience 0.85 0.73
Perceived cybersecurity risk 0.67 0.51
Perceived cybersecurity
value

0.94 0.89

Social preferences 0.79 0.58
Willingness to cooperate 0.85 0.73

Table 3. Summary of hypothesis tests

Hypothesis Original sample (b) t-Value Supported?

H1 0.37 2.09 Yes
H2 0.25 1.97 Yes
H3 0.47 4.13 Yes
H4 0.05 0.36 No
H5 0.13 1.59 No
H6 0.30 2.19 Yes
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6 Discussion

The significant positive effects of cyber attack experience on willingness to cooperate
suggests that organizations that have experienced cyber attacks are more willing to
establish or maintain cooperative relationships with other third parties to mitigate the
likelihood or impact of future incidents. The consistency between the results of theo-
retical model and the findings of respondents’ social preferences shows that the
decision maker’s attitude is towards cooperation in the context of cybersecurity.

Fig. 3. A graphical representation of Social Value Orientation framework [41].

Fig. 4. The ranges of social preference angles
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While the results of this study show that perceived cybersecurity risk and value
have positive, but not significant, effects on willingness to cooperate, the related
hypotheses are not supported here (hypotheses H4 and H5). A possible explanation is
that cybersecurity concerns cause decision makers to delay or ignore cooperation with
other organizations. As a result, this lessens their ability to open their network to
outside suppliers and third parties.

As for social preferences, the analysis confirms their effective impact on willingness
to cooperate. This result suggests that decision makers will reciprocate by adopting
positive attitudes to establish or maintain cooperation if other organizations treat them
fairly. They even are positive to take retaliatory action against the third parties that
cause a cybersecurity incidents or misuse of other organizations’ sensitive and confi-
dential information. In this study, a retaliatory action is defined as the discharge,
suspension or demotion of a third party, or other adverse business and operational
action taken against a third party in the terms and conditions of the contract.

Additionally, the results show that cyber attack experience and perceived cyber-
security risk have significant positive effect on perceived cybersecurity value. How-
ever, the mediation analysis of these two variables does not show a significant effect on
willingness to cooperate. This outcome can be perfectly explained by the influence of
perceived cybersecurity value in opening the door to other third parties.

6.1 Theoretical and Practical Implementation

By testing our research model, this study provides a number of theoretical and practical
insights for cybersecurity decision makers to improve their overall cybersecurity
posture in their third parties ecosystem. Theoretically, the primary contribution of this
study has been to reveal the positive effect of social preferences on the willingness to
cooperate among the organizations considering the cybersecurity risks and uncertain-
ties. Previous studies have verified the behavioral models in the context of cyberse-
curity. This study extends current research and provides evidence that social
preferences along with cyber attack experience are essential parts of cooperative
willingness.

As the second contribution, this model confirms that perceived cybersecurity risk
and value have the strongest impact on the avoidance of cooperation among the
organizations. Environmental uncertainties, caused by third parties attacks and weak-
nesses, and behavioral uncertainty caused by imperfect information or information
asymmetry can be two main reasons of this phenomenon. Therefore, our practical
implications are mainly directed towards CISOs, but also valuable for other decision
makers. To help trusted information sharing, organizations should employ an appro-
priate, right third party risk management framework based on their structure and
business ecosystems. Doing so, they are able to assess the distributed cybersecurity
risks in their digital value chain as precise as possible.
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7 Conclusions

Cybersecurity decisions are usually not made in a certain, predictable, and isolated
environment. Research on the economics of cybersecurity has been largely covered
with different perspectives. In this study, we presented a theoretically derived model to
explain the impact of social preferences, perceived cybersecurity risk and value, and
cyber attack experience on willingness to cooperate in third party ecosystems in the
context of cybersecurity. We used variance-based approach of Structural Equation
Modeling, so-called Partial Least Square (PLS), to test our research model and analyze
the impact of each variable.

The results showed that social preferences and cybersecurity attack experience have
significant positive impacts on the willingness to cooperate, and that the dominant
preference among the decision makers is towards cooperation and reciprocal behavior.
The model also explains that perceived cybersecurity risk and perceived cybersecurity
value deter the organizations to cooperate in the context of cybersecurity. The structural
equation modeling analysis provides evidence for the small mediating effect of
cybersecurity attack experience and perceived cybersecurity risk by perceived cyber-
security value. This highlights the importance of the reduction of victimization and
improving the defense controls to enhance the overall cybersecurity posture in the
ecosystem.

Our results have some limitations: The composite reliability and average variance
extracted values of Perceived Cybersecurity Risk is very close to the thresholds. Future
research should overcome this limitation by testing the research model using validated
instruments suggested in [42]. The analysis of a single Norwegian organizations
sample also limits our results. As Dinev [43] demonstrates the importance of cultural
aspects when studying cybersecurity behavior, a more comprehensive picture should be
compared between different countries.

Since the results of this study show cooperative behavior among the organization in
the context of cybersecurity, it is crucial to understand the forces shaping this coop-
eration. Moreover, we will investigate the impact of free-riding incentives and exter-
nalities of weak cyberdefenses, as the most important problems in cooperation [44], on
the overall cybersecurity posture of the ecosystem. Next step of this study is to use the
results of this theory to design and develop serious games that help decision makers to
understand the cooperation problems and analyze the conditional cooperation and
strategic or non-strategic retaliatory actions. The prototype of these games are an
extension of CyberAIMs (Cyber Agents’ Interactive Modeling and Simulation) [45], a
simulation tool for training System and Adversarial Thinking and strategic decision
making.
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A B S T R A C T

This paper presents an agent-based model of cybersecurity as a participatory public good.
Ineffective cybersecurity measures pose serious threats and risks to the development and
stability of information societies in the world. Various doctrines and thesis explore how this
domain should be treated by the public and private stakeholders. One of these doctrines is
cybersecurity as a public good. In this paper, we highlight divergent views about the type of
cybersecurity as an economic good. Then, the paper proposes an agent-based simulation model
of a repeated public goods game among a set of defenders that are in an uncertain environment
with incomplete and imperfect information. In the model, defenders have a probability to choose
contribution or being a free-rider, depending on their own preferences and facing with revealed
preferences of other defenders. This model implements a utility maximization that applies to
each individual, modeling the existence of free-riders, punishments, and interdependency of
decisions under a polycentric governance structure. The results of this simulation model show
that, over time, defenders update their preferences in reaction to the behavior of other defenders
and the experience of cyber-attacks. They indicate a high level of contribution to the provision of
cybersecurity as a public good and the effectiveness of decentralized punishment on increasing
the contributions. The consistency of the pattern of our results across different empirical studies
lends us some reassurance that our model behavior is in quantitative agreement with empirical
macro-structures. Furthermore, implementation of a polycentric structure challenges all the
relevant agents to take action, and provides more robust environment.

1. Introduction

Evolving malicious cyber activities and increasing cyber risks to individuals, organizations and governments has made cyberse-
curity a significant challenge and core part of the societal, political and economic decisions [1,2]. The Global Risks Report 2021,
published by the World Economic Forum, has categorized cybersecurity failures as the clear and present dangers [3]. This category
reveals concern about lives and livelihoods — among them infectious diseases, employment crises, digital inequality and youth
disillusionment. Moreover, the increasing value of these assets is becoming more attractive to those who wish to penetrate systems
for financial gains, psychological, and reputations gains, or to cause instability. Ensuring cybersecurity through greater awareness
and strong multi-stakeholders partnership are crucial for achieving Sustainable Development Goals in a hyper-connected world and
societies that rely on digital infrastructure [4]. These features make cybersecurity a global issue that knows no boundaries. Hence,
investment in cybersecurity and how this domain should be treated by the public and private sectors has been at issue over the course
of the last decade. It also has been controversial if we can avert the tragedy of commons within the context of cybersecurity [5,6].

∗ Corresponding author.
E-mail addresses: mazaher.kianpour@ntnu.no (M. Kianpour), stewart.kowalski@ntnu.no (S.J. Kowalski), haraldov@ntnu.no (H. Øverby).

https://doi.org/10.1016/j.simpat.2022.102493
Received 27 July 2021; Received in revised form 22 October 2021; Accepted 6 January 2022



Simulation Modelling Practice and Theory 116 (2022) 102493

2

M. Kianpour et al.

Cybersecurity covers a vast domain that includes designing and development of robust systems against attacks, deployment of
methods to detect anomalies and guarantee the system’s resilience, and defining response and recovery mechanisms to attacks. Every
aspect of cybersecurity is involved in achieving secure, safe, and dependable systems from initial security requirements specification
and threat assessment to the provision of all required protective mechanisms, product selections and system security testing. In 2011,
Mulligan and Schneider proposed to frame and manage cybersecurity as a public good [7]. While Mulligan doctrine demonstrates
rational, defensible and legitimate arguments, it has not gone beyond an acknowledgment that the benefits of cybersecurity are
to some degree non-rivalrous and non-excludable. They have not explored the aspects of both cybersecurity and public goods that
contribute on efficiency and effectiveness of cybersecurity provision. On the basis of a general interpretation of the theory of public
goods, developed by Samuelson, the notion of cybersecurity as a public good aims to reaffirm a collective responsibility to develop
cybersecurity and manage cyber-insecurity. This perspective would create the much-needed overarching policy principle to define
objectives and means, to bring cohesion to sectoral and specific, purpose-led policies and programs [8]. The leading role of the
governments in cybersecurity policies, processes and practices is however increasingly being questioned, largely as a result of the
changing dynamics in the global cybersecurity landscape. This is characterized by the increasing involvement of non-state actors in
cybersecurity policy and provision, and interconnected trends that result in a dramatic shift in how cybersecurity is managed.

This work is an extension our earlier work in [9] where we focused on heterogeneous preferences and contribution pattern of
agents in providing cybersecurity as a public good. In this study, we are not trying to provide normative justification for governments
to invest more heavily in cybersecurity as a public good. Conversely, we aim to investigate whether this idea matches the existing
theories and how this doctrine affects the resilience of such dynamic and uncertain environments like digital ecosystems. The purpose
of our study is two-fold: (i) to construct an agent-based model that captures the main elements of public goods theory (i.e. free-riders
problem, effectiveness of punishment, and collective action) and investigate whether it complies with the unique characteristics of
cybersecurity (i.e. dynamic and uncertain environment with incomplete and imperfect information, and difficulty in assessing the
cybersecurity value and cyber risks), and (ii) to characterize and study the cybersecurity posture under different settings where
agents contribute to provide security measures that their benefits are not excludable and rivalrous. We look at how agent-based
modeling (ABM) can contribute to exploring macro outcomes of collective contributions of agents to provide cybersecurity as a
public good while considering the heterogeneous social preferences of agents. Introduction of social preferences into this model
provides us with a better understanding how agents behavior deviates them from the standard model of utility maximization.

We summarize our main contributions of this work as follows:

- Problem formulation: To our best knowledge, this is the first work that quantitatively addresses cybersecurity provision
problem from the perspective of public goods theory. In particular, we model and simulate the heterogeneous preferences
and patterns of contribution in cybersecurity as a public good.

- Provision mechanism design: We implement a polycentric governance structure to describe a process of decision making where
multiple independent actors interact to produce an outcome that is commonly valued. Our scheme can incentivize the agents
to participate in the mechanism, and can achieve several desirable security properties such as enhanced cybersecurity posture
in the environment and budget balanced.

- The characterization and exploration the impact of different parameters on the agents’ evolving strategies and cybersecurity
posture when cybersecurity is treated as a public good.

This paper proceeds first by reviewing the types of economic goods and outlines the aspects of cybersecurity that are suggested
to be treated as a public good in Section 2. Section 3 discusses how the notion of cybersecurity as a public good has developed over
time. We present our basic model and simulation in Section 4. Section 5 demonstrates the results of the simulation and discusses
the issues of sensitivity analysis and validation. In Section 6, we discuss the findings and compile several practical implications for
promoting cybersecurity as a public good. The paper is concluded in Section 7 with suggestions for future work.

2. Background

To avoid vagueness regarding what cybersecurity entails, we use the definition suggested by [10]: the approach and actions
associated with security risk management processes followed by organizations and states to protect confidentiality, integrity
and availability of data and assets used in cyberspace. The concept includes guidelines, policies and collections of safeguards,
technologies, tools and training to provide the best protection for the state of the cyber environment and its users. However, it
seems difficult to discuss whether cybersecurity is public or not without first knowing whether it is a good at all. According to
economic principles, a good is an object or service that satisfies human wants and provides utility [11]. That is to say, agents value
a good and are willing to pay for it. An individual, organization, or a government values cybersecurity and pays for it because they
expect their utility increase by utilizing it. They do not pay for cybersecurity per se. They might be willing to pay more for products
or services that are provided with top ranked companies and vendors. Rosenzweig argues that cybersecurity is not a singular good.
Rather it is a bundle of various goods, some of which operate independently and others of which act only in combination [12].

In 1954, Samuelsen defines public goods as non-rival and non-excludable goods when consumed [13]. The former implies that
once the good is produced, it can be consumed by other consumers at no additional cost. The latter, however, is sometimes added
and specifies that consumers cannot be excluded from consumption of the good once produced. The classic understanding of a
public good based on Samuelson’s taxonomy has been much debated and modified over time. Galbraith suggests that public goods
are things that do not lend themselves to market production, purchase, and sale. They must be provided for everyone if they are
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Table 1
Typology of Economic Goods.

Rivalrous Non-rivalrous

Excludable Private goods
(Cars, apples)

Club goods
(museum, cable television network)

Non-excludable Common Goods
(oil well, national forest)

Public goods
(national defense, country’s financial stability)

to be provided for anyone, and they must be paid for collectively or they cannot be had at all [14]. However, since Samuelson’s
definition of types of economic goods has been the base of all discussions on cybersecurity as a public good, this study also relies
on this definition. Using rivalrous and excludable characteristics, economic goods can be categorized into four main types. Table 1
shows the typology of economic goods and two examples of each type.

According to the typology represented in Table 1, many security systems such as anti-virus software, intrusion prevention
systems, and network firewalls are private goods. However, there are other aspects of cybersecurity, such as threat intelligence and
vulnerability information sharing, collective response to cyber-attacks, integrity of elections, and critical infrastructure protection,
that have the characteristics of public goods [15]. Goods with the characteristics of public goods are often produced with some
form of public assistance (e.g. taxation or other mandates). Accurate production and provision of these goods compared to the
level that would be best for society is the main challenge of policy makers. Consumption of a public good by an end-user does not
necessarily have to be free of charge, however, it is essential that its costs do not become a discriminating factor, and consequently,
determining access and use of it. Some public goods are best created by direct government provisioning, while other may be best
created by the all beneficiaries as a participatory public good. Participatory public goods are created best by changing individuals
and organizations’ incentives through different policies and regulations. For example, there are many reasons (e.g., risk of loss
of reputation and trust, liability, negative effects on financial markets, and signals of weakness to adversaries [16]) that why an
organization may be reluctant to share information threats and vulnerabilities in its systems. Treating such information as a public
good tends to overcome these issues.

It is necessary to consider economic goods not only in their original forms, but also as social constructs and as a result of
deliberative policy choices [17]. According to Hagedorn [18] and Kaul [19], with the evolution of social institutions, many goods
have developed into mixed types, showing both exclusive and non-exclusive characteristics, since they might change as a result of
new technologies, or different policies and regulations that are implemented. Kaul and Mendoza proposed a conceptual framework
to evaluate the publicness of the goods according to this perspective [19]. Their framework examines goods according to three
criteria.

- Publicness of decision-making is used to assess the participatory nature of the processes (e.g. how to distribute the benefits
among the consumers) and decisions (e.g. the level and quality of production) related to the provision of the good.

- Publicness of distribution of benefits is used to assess the equity of benefits from the public goods.
- Publicness of consumption represents the non-exclusiveness across consumers.

While this framework shows an ideal situation and usually goods do not fully meet all the three criteria, it helps policymakers and
the public to understand the issues to be addressed through policy tools, institutional changes and new governance settings. Other
frameworks have been used to conceptualize and understand the public goods. However, features such as multi-dimensionality,
multi-agent and context-dependent processes, uncertainty, and evolution, makes treating cybersecurity as a public good a special
topic in public goods economics. Therefore, this study adds to the literature by further extending focus from descriptive discussions
to quantitative analysis using an agent-based model.

3. State of the art

The necessity for public–private collaboration, multifaceted strategies, and recognition of the significant role that industry plays
in securing the information networks have been the fundamental notions of approaches to cybersecurity in the past decade [20,21].
However, with the raise of dependencies on critical infrastructures and increasing concerns about the consequences of possible cyber–
physical incidents, many governments and super-national organizations like European Union (EU) are concerned with the possible
failure of the private sector in delivering acceptable level of security in the society without governmental intervention [22,23]. This
shift of the concept has lead to the proposals which suggest that cybersecurity needs to be treated as a public good.

Taddeo argues that considering cybersecurity as a public good will be a step in the right direction to support policy and
governance approaches that will foster robust, open, pluralistic, and stable information societies [24]. She elaborates managing
cybersecurity as a public good brings the advantages of systemic approaches to security, shared responsibilities among different
stakeholders; and facilitation of collaboration. Asllani et al. also explores the role of establishing an appropriate legal, social, and
ethical framework to enhance cybersecurity [25]. The authors compare the cybersecurity with safety and conclude that financing
of cybersecurity by taxes justifies the significant role of governments in enhancing cybersecurity. Comparison of cybersecurity with
other public goods is not limited to public safety and other researchers also compared it with public health. Sedenberg and Mulligan
evaluated different cybersecurity information sharing proposals leaning on the analogous public good-oriented field of public health,
and proposed some recommendations to orient cybersecurity policies towards adopting the doctrine of public cybersecurity [26].
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The studies by McCarthy [27], Assaf [28], and Shore et al. [29] also discuss that cybersecurity appears to have the character of a
public good. These studies question rational choice approaches and classic solutions that suggest public goods should be provided by
the governments to avoid market failures. However, the incapability of the governments in providing the public good of cybersecurity
on their own is also supported by [30]. Hence, they propose solutions based on public–private partnerships to overcome the problems
of treating cybersecurity as a public good. The effectiveness of these solutions has been the focus of analyses such as [31–33]. The
concern of these analyses is determining institutional forms, policy processes, and levels of government intervention through which
partnerships can most effectively provide cybersecurity. Drawing from this interdisciplinary literature, Shackelford used the concept
of polycentric governance to describe how cybersecurity as a public good should be regulated [34].

Reviewing the literature shows that there are different arguments favoring treating cybersecurity as a public good. There are
also several studies that have incorporated this perspective in their game-theoretical analyses that capture essential characteristics
of decision-making to protect assets withing an environment. Bauer and Eeten argue that cybersecurity has strong public good
characteristics, although it is mostly provided by private stakeholders at a cost [35]. Varian’s exposition supports this argument.
Varian observed that the success of reliability (as a critical component of security) decision-making depends on joint protection
by all the agents in a network [36]. Moreover, he posits that the computation of the protection level will often take the form of
a public good contribution function with non-excludable and non-rival benefits or consequences. As a result, individuals may be
able to free-ride on others’ efforts or suffer from inadequate protection efforts by those members that have a decisive impact on the
overall protection level in the environment.

Grossklags et al. continue Varian’s work by adding another action available to the individuals. They can decide to self-insure
themselves from harm. Consequently, the security games developed by Grossklags et al. consider share qualities of private (on the
insurance side) and public (on the protection side) goods [37]. Johnson et al. extend these security games by modeling network
security investments that account for the choice between the hybrid goods of collective protection and individual mitigation and
externally provided market insurance. Their study shows that several equilibria with full market insurance exist and, consequently,
market insurance has a place in security games [38].

Unlike [37,38], this work assumes only public components have a constant marginal impact across the range of investment
opportunities. Therefore, in this study, individual agents decide strategically on how their security investment reduces the probability
mass in the loss distribution function of all agents. Furthermore, their works look at homogeneous population of fully rational
agents with perfect information. Therefore, our work adds to the research literature by (1) considering heterogeneous population of
agents, where every agent has different utility function, (2) exploring the impact of decentralized punishment under a polycentric
governance structure, and (3) featuring bounded rationality under uncertainty concepts.

However, the public goods theory plays a relatively minor role in both cybersecurity policy and practices. Although appraisal of
these arguments are beyond the scope of this research, we attempt to quantitatively analyze whether the context of cybersecurity
complies with this theory, and employing this theory maintains the robustness and resilience of such dynamic and stochastic
environment in presence of various externalities. In the next section, we develop a model that addresses the interdependence among
the agents and captures the impact of social preferences and punishment on their average contribution to enhance their cybersecurity
posture. Cybersecurity posture is used to describe the cybersecurity capabilities of a country, organization or business and collective
efforts to protect their assets. It refers to the overall defense mechanisms in place to tackle malicious cyber activities. This metric
relates to any kind of security measure, including policies, staff training, and intrusion prevention systems. In this model, we assess
the cybersecurity posture of the organizations by the number of failed attacks against them and their resources after each period.

4. Model

This section presents our agent-based model (ABM). ABM is a class of computational models that can simulate a complex
macro-level system (e.g., digital ecosystem) based on formally assumed simple behavioral rules of individual agents (e.g., people,
organizations, or governments), learning algorithms, and evolutionary settings. By simulating micro-level agents’ behavioral
processes (e.g., organizations’ willingness to contribute) and interactions with each other (e.g., punishing free-riders), it allows
the detection of macro-level pattern variations (e.g., cybersecurity posture) caused by individual agents’ behavioral changes, which
is hardly observable using traditional analytical models. ABM shows advantages in revealing the hidden causal mechanisms driving
the macro-level developments in complex systems like digital ecosystems [39].

Digital ecosystems are highly complex socio-technical systems, in which autonomous and heterogeneous decision-making entities,
hereafter called agents, operate, interact, and evolve. When some of the problems in such systems resolved with traditional analytical
models, the multifaceted realities are largely simplified to build theories with generalizability at the expense of accuracy [39]. The
unrealistic assumptions (e.g., homogeneity, linearity, and equilibrium) often fail to gauge the complex behavioral patterns [40]. ABM
instead allows agents to be heterogeneous in behavioral patterns, make boundedly rational decisions based on imperfect information
(collected or interpreted), perform evaluations based on interactions with each other and the environment, and adapt based on
their experiences and environmental changes [41]. ABM is thereby a well-suited tool for identifying causal mechanisms of change
in the security or in-security of the digital ecosystems where agents do not act out fully rational. ABM can be employed to produce
an accurate prediction of future system patterns [42]. It functions as an explanatory tool when empirical data is unavailable. It
enables the researchers to conduct experiments with possible scenarios simulated and compare their outcomes to identify reasonable
explanations and propose theoretical advances, without having to be anchored to existing empirical evidence [43]. The rest of this
section, describes our underlying model. Table 2 shows the list of notations used to describe this model.
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Table 2
The list of notations used in the model.
Notations Meaning

𝑔𝑖 Monetary gain of the defender 𝑖
𝑐𝑖 Contribution of defender 𝑖 to provide cybersecurity
𝛾𝑗 The cost incurred by the punisher 𝑗
𝜆𝑖 Penalty of punishing 𝑖
R Resource of agents
𝑐𝑖 Contribution of 𝑖
𝑝𝑖𝑗 Probability of punishing 𝑗 by i
𝑝𝑗𝑖 Probability of punishing 𝑖 by j
Defenders All the agents that belong to the defense group
defender An agent that is a Defender
Attackers All the agents that belong to the offense group
attacker An agent that is an Attacker
W/O punishment Without punishment
W/ punishment With punishment

4.1. The basic model

The classical setting of a Public Goods Game (PGG) models an economic or social group of 𝑛 agents, termed Defenders, whose
strategies include either Contribute or Defect. If an agent contributes, she invests a quantity 𝑐 into the public pool whereas defectors
do not contribute anything. In our study, we add another group of 𝑚 agents, termed Attackers, whose strategy is to attack one or
more of the Defenders to gain financial benefits. The attackers target one of the Defenders and conduct an attack. The Defenders
prevent or minimize the risk of these cyber-attacks by employing security measures (SM). Security measures may include: physical
access controls, staff training, encryption technologies, and architectural approaches, among others.

In our model, each of the defenders has an initial resource of 𝑅 > 0, expressed in monetary units. The organizations
simultaneously decide on their respective contributions 𝑐𝑖 ≥ 0 to invest on SM as participatory public goods. The total contributions
towards the cybersecurity provision using these measures is 𝐶 =

∑𝑛
𝑖=1 𝑐𝑖. The monetary gain of the defender 𝑖 ∈ 𝑛 is given by

𝑔𝑖 =
{

𝑅 − 𝑐𝑖 + 𝑅𝑂𝑆𝐼 𝑊 ∕𝑂 𝑝𝑢𝑛𝑖𝑠ℎ𝑚𝑒𝑛𝑡
𝑅 − 𝑐𝑖 + 𝑅𝑂𝑆𝐼 − 𝛾𝑗𝑝𝑖𝑗 − 𝜆𝑖𝑝𝑗𝑖 𝑊 ∕ 𝑝𝑢𝑛𝑖𝑠ℎ𝑚𝑒𝑛𝑡

(1)

where ROSI is the return on security investment by all contributor agents arising from implementation of security measures. In
the public goods theory literature, this private benefit is called the marginal per capita return (MPCR). In a standard PGG, the
contributions of agents are multiplied by an enhancement factor. This amount is then equally distributed among all the agents of
the PGG regardless of their contributions. In our model, however, we calculate this variable as follows:

𝑅𝑂𝑆𝐼 =
𝐴𝐿𝐸 − (𝐴𝐿𝐸 × (1 − 𝑅𝑀)) − 𝐴𝐶𝑆𝑀

𝐴𝐶𝑆𝑀
(2)

where ALE, RM and ACSM are the annual loss expectancy, mitigated risk by implementation of the security measure, and the annual
cost of deployment and maintenance of the security measure, respectively. On the other side, the return on the conducted attack
for the attackers will be calculated by:

𝑅𝑂𝐴 =
𝐸𝑀𝐺 − (𝐸𝑀𝐺 × 𝑅𝑀) − 𝐶𝑜𝑠𝑡𝑎𝑡𝑡

𝐶𝑜𝑠𝑡𝑎𝑡𝑡
(3)

where EMG and 𝐶𝑜𝑠𝑡𝑎𝑡𝑡 are the expected monetary gain and cost of the conducted attack, respectively. ROSI and ROA are computed
by using quantitative indexes and defense/attack trees presented in [44]. When the computation of ROSI and ROA is complete, the
agents have two options; selecting security measures that maximize ROSI or minimize ROA. The first thing that the agents can do is
to eliminate, if any, sets with negative value of ROSI as they do not represent profitable investments. Then, some of the agents can
invest in security measures that maximize ROSI, while some of them can invest in measures that minimize ROA. The agents evaluate
effectiveness and profitability of measures as well as their deterrent effect on attackers. According to the result of this evaluation,
they can change their strategy.

Eq. (1) shows two expressions to calculate the gain of Defenders: with punishment (w/ punishment) and without punishment
(w/o punishment). In case of punishment, the contributors are allowed to punish the non-contributors (i.e. free-riders). The punishers
incur certain costs (𝛾) to perform the punishment, and subsequently, they impose a penalty (𝜆) on the agents who are punished.
Since punishment incurs expenses on both sides, it is likely that contributors ignore punishment considering the cost of punishment
and their social preferences. The attackers play an important role in inducing more contributors as experience of attack increases
the willingness to cooperation among the defenders [45].

As [45] argued, social preferences models with risk aversion may break down into two main elements of self-regarding and
other-regarding preferences. With this in mind, we express our utility function as below:

𝜋𝑖(𝑔𝑖, 𝑔𝑗 ) = 𝑔𝑖 − 𝛼𝑖 𝑚𝑎𝑥[𝑔𝑗 − 𝑔𝑖, 0] − 𝛽𝑖 𝑚𝑎𝑥[𝑔𝑖 − 𝑔𝑗 , 0] (4)
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Fig. 1. Social orientation value ring is used to illustrate how individuals weigh their own payoffs vs. the payoffs of one or more others.

where 𝛼𝑖 and 𝛽𝑖 represent the constant elasticity of substitution in this function to exhibit the elasticity of the ratio of other-regarding
preferences and individualism, respectively. Fig. 1 depicts these two elements. In our model −100 ≤ 𝛼𝑖 ≤ 100 and 0 ≤ 𝛽𝑖 ≤ 100.
We have considered two possible types of other-regarding preferences which exhibit altruism and envy (aggressive). Defenders
are initially endowed with certain values for 𝛼 and 𝛽, but these values can change through the time. While the Defenders act to
maximize their utility, it is the prevalence of their preferences (i.e. internal norms) that determines the social norm in the long-term.
The literature shows that different social norms generate multiple equilibria within the environment [46,47]. It also shows that the
norms evolve over time, according to the actual contribution of the individuals [48,49].

The static equilibrium of this game, when all the quantities have unchanging values and organizations are self-regarded, is zero
contributions (∀𝑖 ∈ 𝑛 ∶ 𝑐𝑖 = 0). In this case, the Defenders fail to provide cybersecurity. Furthermore, [50] shows that the social
optimum will be achieved under ∀𝑖 ∈ 𝑛 ∶ 𝑐𝑖 = 𝑅. However, in the presence of externalities and other preferences included as a part
of our study and the context of cybersecurity, these fundamental theorems do not hold. In an evolutionary context, agents are not
considered fully rational [51]. Therefore, they do not necessarily act a Nash equilibrium found from rational analysis. Agents are
allowed to change their strategy after each round of the game. In our model, the evolution of strategies follow certain evolutionary
rules, in which agents evaluate their payoffs comparing their fitness with those of the rest of the population. In this model, we
assume that the Defenders report their amount of contributions after each round. Therefore, the Defenders can infer the percentage
of contributors and free-riders. The level of free-riding influences the Defenders’ probability of contribution in the next round.
Therefore, Defender 𝑖 compares her payoff of the last two rounds (the recency-biased is 1). The probability that 𝑖 contributes in
round 𝑡 + 1 obeys a saturated Fermi function of the payoff difference, and is calculated as follows

𝑃𝑟𝑜𝑏(𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛) = 1

1 + 𝑒
𝜋𝑡𝑖−𝜋

𝑡−1
𝑖

𝑘

(5)

where k is the percentage of free-riders in the population. This means that although the probability of contribution is a function
of changes in the agents’ utility, it is also based on the level of contributions observed in the environment in the current round.
When 𝑘 = 0 (i.e., there is no free-rider), the agents keep their strategy, with probability 1, in round 𝑡+1 since it has a better payoff.
If 𝑘 → ∞ (i.e., all the Defenders are free-riders), the Defenders update their strategies with probability of 1∕2, regardless of the
payoff difference. The agents do not know the contribution probability of other agents but can infer the amount of contribution in
each round. 𝑘 has been considered fixed in the literature of evolutionary public good games for simplicity. However, we relate this
variable to the dynamic percentage of free-riders to characterize the stochastic uncertainties in the game dynamics an incorporate
interdependencies and reciprocity in our model.

The free-riding problem, in which a self-interested defender seeks to free ride on other’s contribution, is likely to exist in any
collective action. In this model, we implement a decentralized punishment strategy by contributors to explore the effectiveness of
this strategy in maintaining, or perhaps increasing, the average level of contribution by the Defenders. Experimental studies show
the importance of decentralized punishment (i.e. punishments are carried out without the intervention of a central authority by
the individuals) in promoting the cooperation among the agents [52–54]. Therefore, the contributors can target those who defect.
Eq. (6) gives the probability of punishing 𝑗 by 𝑖 if the contribution of 𝑖 is more than a defined threshold. The punishment would be
carried out by 𝑖 if 𝑝𝑖𝑗 = 1.

𝑝𝑖𝑗 = 𝑚𝑖𝑛{
|𝑎𝑟𝑐𝑡𝑎𝑛(𝛽, 𝛼)| 𝜆𝑗 − 𝛾𝑖

2𝛾𝑖
, 1} (6)
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Agent 𝑖 chooses one of the free-riders proportionally to their payoff. In our model, this obeys from the Moran rule where
probability of choosing agent 𝑗 is given by

𝑃𝑟𝑜𝑏(𝑝𝑢𝑛𝑖𝑠ℎ𝑖𝑛𝑔 𝑗) =
𝜋𝑗∑𝑁
𝑙=1 𝜋𝑙

(7)

This rule uses the global knowledge about the payoffs of the Defenders. It should be noted that both Fermi and Moran rules are
purely stochastic when describing the probabilistic dynamics in a finite population of constant size N.

Assuming that the preferences of all the agents are separable, Dufwenberg proposes a general equilibrium for the conditions
that other-regarding preferences exist in the market, particularly if it is competitive [55]. Another promising solution to efficiently
provide the public good is the implementation of Lindahl equilibrium, which achieves optimum social welfare for the public good
economy at a Nash equilibrium. The existing Nash implementation literature involves several mechanisms with desirable economic
properties such as integration of static and dynamic settings and budget balance [56–58]. However, there are two unaddressed
issues in the literature of equilibrium implementation for public good provision. First, the existing approaches cannot perfectly
incentivize agents to contribute in the process of public goods provision. Therefore, the free-riding problem cannot completely be
avoided [59]. Second, for the constrained public good provision problem (i.e., the principle that agents face with some constraints
such as constitutional or legislative, for a public good provision mechanism to be implemented), there does not exist an agent
adaptation policy that is guaranteed to converge to the equilibrium. This motivates us to propose a polycentric governance structure
with a proper economic mechanism to resolve these two issues. The basic idea of polycentric governance is that any group facing
some collective problem should be able to address that problem in whatever way they best see fit [60]. We implement our model
under this structure because (1) the polycentric structure recognizes that diverse organizations and governments operating in a multi-
level environment can create policies to increase cooperation and compliance levels by enhancements of flexibility and adaptability
over time, and (2) it contributes to the solution of free-rider problem since a central governance unit is often incapable of managing
collective action problems such as efficient response to cyber attacks.

4.2. Agent-based simulation

The agent-based simulation presented in this paper implements the impact of an agent’s social preferences on the decision
to cooperate or not cooperate in the provision of cybersecurity as a participatory public good (i.e., requires the beneficiaries to
contribute in provision of the good). Thus, we implement our model as a polycentric governance structure to describe a process of
decision making where multiple independent actors interact to produce an outcome that is commonly valued [61]. The outcome is
protection of their resources and mitigation of the consequence of attacks by implementing the security measures with specific cost
and applications. In case of an attack, if the measure is implemented adequately, the attack fails and at the end of the period, the
calculated ROSI is shared equally among all the defenders. Otherwise, the impact of the conducted attack will reduce the attack
target’s resource and add to the attacker’s resource.

Four cyber attacks with different levels of impact may occur in each round. The impacts and costs of these attacks are extracted
from the Ninth Annual Cost of Cybercrime Study by Accenture and Ponemon Institute [62]. This study reports findings of field
research conducted over several months across 11 countries in 16 industries. The findings give us good insights into the economic
impact of cyber-attacks and benchmarking cybersecurity investments. The information that we extracted from this study includes
the total cost by attack type and the core process-related activities that drive a range of expenditures to implement cybersecurity
measures.

The Attackers have no information regarding the implemented measures and Defenders. However, Defenders have the informa-
tion regarding the contributions of other defenders. Accordingly, to store this information and introduce the reciprocity behavior
into the model, all the defenders have their own memory which stores the attacks that have occurred to them, the defenders that
they have punished and the defenders that were punished by. To address the problem of recency bias [63], the model assumes
that the players outweigh the experience of the most recent round compared to the previously played rounds. This study does not
explore the impact of variable recency bias and memory length of the agents.

The model is written in NetLogo 6.1.1 and each tick of the simulation represents one day. The simulation period is 365 steps
(equivalent to one year). The probability of cooperation for each defender in each period is based on personal motivation, level of
resource, and experience. The defenders do not know the contribution probability of the other defenders and the attack likelihood,
however, they are able to observe if any contribution is made or if any attack has occurred. Thus, the game is implemented with
incomplete and imperfect information among the agents.

The following occurs in each tick of the simulated process:

1. Decisions and Actions: Each defender decides whether to contribute or defect, according to their probability of contribution
(Eq. (5)). The Defenders who decide to punish another agent carry out the punishment. Each attacker selects a target according
to their resources and costs of the attack, and conducts the attack against the selected target. The impact of these attacks can
be mitigated by the security measures that the Defenders can implement through their collective action.

2. Payout Distribution: Each agent get the payout from their decision. The Defenders get the payout from their collective action
and the attack (those who have been targeted). The Attackers get the payout of the attack, whether it has been a success or
failure.

3. Updating Strategies: Depending on the cooperation levels within the Defenders and the received payouts, each defender
updates their probability of contribution and punishment according to Eqs. (5)–(7).
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Fig. 2. A Screenshot of the agent-based model implemented in NetLogo 6.1.1.

Table 3
Parameter values for the attacks.
Attack Probability of Attack Attack Cost (×103$) Attack Impact (×106$)

A1: Malware 0.25 50 2.6
A2: Web-based attacks 0.20 60 2.3
A3: Denial of service 0.20 70 1.7
A4: Malicious insider 0.15 65 1.6

Table 4
Parameter values for security measures.
Security Measures Security Investment (×103$) Annual Cost (×103$) 𝑅𝑀𝐴1 𝑅𝑀𝐴2 𝑅𝑀𝐴3 𝑅𝑀𝐴4

CM1: Security intelligence and threat sharing 100 25 0.6 0.5 0.4 0.5
CM2: Advanced identity and access management 80 30 0.4 0.6 0.4 0.6
CM3: Cyber and user behavior analytics 110 30 0.5 0.5 0.4 0.6
CM4: Cryptography technologies 100 5 0.4 0.5 0.3 0.4
CM5: Automated policy management 80 45 0.5 0.4 0.3 0.5
CM6: Enterprise governance, risk, and compliance 300 50 0.5 0.5 0.4 0.5

Fig. 2 shows the user interface of the implemented simulation which enables us to change the mean values of social preferences
of the Defenders. The values that is assigned to each agent can be dispersed by using the standard deviation sliders. This interface
also shows the distribution of resource among the Defenders and Attackers. This distribution changes over time due to successful or
failed cyber-attacks, investment on security measures, and return on security investment. The number of free-riders and the spending
on the punishment is also among the outputs that this interface shows. Tables 3 and 4 show the values for input parameters of cyber
attacks and security measures, respectively.

5. Results

This section presents the results from the agent-based simulation. The results show that the model replicates the general features
of public goods theory and presents the outcomes of the players decision in the game focusing on their social preferences. First,
we look at pure social preferences (Reciprocity Ratio = 0) with and without punishment. Fig. 3 shows the average contributions
made by the defenders to protect their environment and maintain their robustness in 15 years (5500 ticks). The figure shows that
punishment dramatically promotes contribution. It also shows that altruistic preferences increases over time whereas the individual
and aggressive preferences reach a constant level of contribution after the first five periods of the simulation.

Reciprocity affects the choice of those who choose later. Figs. 4 and 5 show the results of simulation run in cooperative and
competitive modes, respectively, with different reciprocity ratio. As we observe, the possibility of punishment alters the results
in both modes. In cooperative mode with punishment, increase in reciprocal behavior increases the average contribution. In
contrast, without punishment, increase in reciprocal behavior decreases the contributions among the defenders. The reason of this
phenomenon is inequity aversion which is described in [64,65].

Inequity aversion is the preference for fairness and resistance to incidental inequalities. With higher reciprocity ratio, defenders
care more about interpersonal comparisons of their own payoff and the payoffs of others. Therefore, increase in contribution of
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Fig. 3. Social Preferences with punishment (ON) and without punishment (OFF).

Fig. 4. Cooperation with punishment (ON) and without punishment (OFF).

others motivates an agent to contribute more, and vice-versa. Moreover, the results show that despite the heterogeneous preferences
among the agents, the fluctuation in contributions occur in the first 6 decision periods, then, Defenders settle onto a homogeneous
behavior to contribute in provision of cybersecurity and maintain the resiliency of the environment. To put it more generally, we
observe that in a dynamic and stochastic environment, logic at the level of the system cannot be easily inferred from logic at the
level of the agents.

From the pattern in Fig. 6, we can see that the cooperative defenders gain and protect more resources by contribution in the
deployment of security measures. On the contrary, individualistic behavior cannot protect the defenders’ resources, as a result, the
advantages of contribution would be further strengthened. By analogy, with changing the behavior from individualistic to other-
regarding preferences, the Defenders get resistance against the attacks impacts. Thereby, the environment will form a dominant
strategy which will promote the cooperation efficiently.

From a theoretical perspective, it is important to explore whether decaying contributions converge to the free-riding level
(i.e., Nash Equilibrium). However, determining the range of contributions in final decision periods is a difficult task and there are no
experimental research, to our best knowledge, that have conducted public goods game similar to our game design (i.e., conditional
cooperation with repetition and dynamic marginal per capital return and the presence of exogenous factors such as cyber-attacks that
might change individual behavior). Hence, we cannot explore the degree of corroboration between our simulations and empirical
experiments. Nevertheless, we refer to two significant experimental studies by Ledyard [66] and Fischbacher et al. [67] due to their
substantial number of experiments conducted on public goods in the former and incorporation of social preferences in the latter.
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Fig. 5. Competition with punishment (ON) and without punishment (OFF).

Fig. 6. The distribution of the agents’ resource level in three different behavior. All results are obtained for 𝑁 = 20, 𝛾 = 2, 𝜆 = 3. Increasing the average resource
shows that deployment of the security measures has been successful in mitigation of the attacks impacts. We found the same pattern of change as the cost and
penalty of punishment increased.

While Ledyard shows that final period contributions may be as low as 4% and as high as 37%, Fischbacher et al. report the range
from 10% to 15% of the endowment. Fig. 7 shows the probability distribution of contributions (average of the final 5 decision
periods in 100 simulation runs) for 𝑁 = 20. About 25% of the Defenders have contributions of 10% or less above the free-riding
level. Almost 75% of them between 10% to 30%, and the contribution of 5% of the Defenders reaches more than 30% of the
free-riding level. We conducted sensitivity analysis on the number of Defenders and repeated the simulation for 𝑁 = 4. The results
show more contributions than group size 𝑁 = 20. Therefore, the results indicate that contributions do not reach the free-riding level
and most of the Defenders have contributions between 5% and 15% above free-riding level.

5.1. Sensitivity analysis

Sensitivity analysis (parameter variability) technique consists of changing the values of the inputs and parameters of a model
to determine the effect upon the model’s behavior or output. We used the quantitative approach to investigate both direction and
magnitudes of the outputs. The outputs that we examined in this study are the number of free-riders, the spending on punishments
by contributors, and change of preferences through the time. Fig. 8 show the result of our analysis on the number of free-riders
in cooperative mode, with and without punishment. As this figure shows, the number of free-riders increases with the increase in
reciprocity ratio if contributors do not punish the non-contributors. We observed the same trend in competition mode. As we pointed
out earlier, this shows the change of preferences in this highly interdependent and dynamic environment.

We further investigated the punishment behavior in detail. Fig. 9 shows the average amount that contributors spend on
punishment over 15 periods. This is the average amount of 100 runs of the simulation. In all conditions, the differences between the
amount of punishment is not significant. This indicates that punishment functions to facilitate contribution. However, this tendency
was weaker for individualistic Defenders. We derived a hypothesis based on this observation: the punishment expenditure of the
individualistic agents (𝛽 > 25) is lower than other agents regardless of the cost of punishment and preference of other agents.
To test the statistical significance, the difference in punishment expenditure of all preferences was calculated and analyzed using
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Fig. 7. Probability distribution of average contributions during the last five decision periods of 100 simulation runs (𝑁 = 20).

Fig. 8. Impact of reciprocal behavior on the number of free-riders in cooperative mode (𝑁 = 20).

Fig. 9. The average spending on punishment by the contributors over 15 periods. (𝑁 = 20, Reciprocity Ratio = 0.5, Average of amounts in 100 runs of
simulation).

the Mann–Whitney U test with Bonferroni correction. The punishment expenditure of the individualistic agents was significantly
lower than altruistic (𝑍 = 2.711, 𝑝 = 0.006), cooperative (𝑍 = 3.181, 𝑝 < 0.001), competitive (𝑍 = 3.264, 𝑝 < 0.001), and envy
(𝑍 = 2.793, 𝑝 = 0.034) agents. Therefore, this hypothesis is supported. In addition, we examined how the agents change their
punishment expenditure level after increasing the cost of punishment. The results show that the cost functioned to change agents’
willingness to punish, however this function was weaker in Altruistic preference than in other preferences. This finding provides
support for the theory of ‘‘altruistic punishment’’ [68], which posits that individuals punish, although the punishment is costly for
them and yields no material gain.
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Fig. 10. Change of preferences over the time (𝑁 = 20, With Punishment).

Since the introduction of punishment promotes the level of contribution, it is meaningful to detect the potential reason for this
phenomenon. In order to analyze the inherent nature of this promotion, we describe the density of contribution under the time series
by plotting the change of proportion of individualistic and altruistic agents in Fig. 10. In the first 500 ticks, the non-contributors are
in a dominant position to the contributors. In fact, we know that every agent tend to choose defection because they would have a high
payoff value in the first steps. As time goes, the individualistic strategy will gradually disappear and the level of contribution rises to
a certain level. This shows that the temptation of defection cannot compete with the dominating force with intensive externalities,
and causes collective action towards provision of cybersecurity as a public good.

5.2. Validation

The model validation is a process of assessing the degree to which the model is a reasonable representation of the real world
from the perspective of the model’s intended applications. A clear understanding of the phenomena to be described by the model
and testing the simplest behavior rules are the key to reliable ABM validation [69]. Validation has a rigorous-relevance issue. The
most rigorous validation is data based, however, in order to conduct a rigorous validation for such a complex problem, we require
collection of data for many years. Therefore, we employ other methods of validation in this study. Sargent proposed different
methods of validity for simulation models [70]. This paper mainly studies the result of framing and managing cybersecurity as a
public good, rather than specifically predicting the agents behavior in the environment. Therefore, we only test replicative validity
(i.e. comparison to other models and determining the internal stochastic variability in the model).

There are four levels of model performance for replication validity [71]. Since, it would not be realistic to achieve the highest
level (i.e. the model behavior is in quantitative agreement with empirical micro-structures, actual human behavior) due to inherent
uncertainty in human behavior and the random events in reality, we satisfy the criteria of the third level which is quantitative
agreement with empirical macro-structures. The results of this simulation model are compared with empirical data from previous
studies [67,72,73]. The presented results show that the agents behavior in this model under all the conditions (i.e. with punishment,
without punishment and reciprocity) is in line with the empirical data. For example, our results presented in Fig. 8 replicates the
experimental results in [64]. Fehr and Schmidt show that only one free-rider can cause a large number of inequity-averse conditional
contributors to behave selfishly, and therefore, cause the emergence of the free-riding behavior in the population.

6. Discussion and practical implications

In this section, we reflect on the central points of this work and combine the various findings into a general discussion. First,
this paper provided a quantitative analysis to capture the main elements of public goods theory and investigated whether it
complies with the characteristics of cybersecurity. We delineated that treating cybersecurity as a public good under a polycentric
governance structure and decentralized punishment mechanism, enhances the cybersecurity posture of the environment. As discussed
in Section 3 cybersecurity posture is an important macro-level metric to measure the success of collective actions undertaken by
operating agents to provide cybersecurity as a public good. The lack of formalized and quantitative studies constitutes a substantial
shortcoming in the studies focused on cybersecurity as a public good. We tackle this problem by integrating a variant of public
goods game into the design of an agent-based model.

Admittedly, this approach does not provide a general solution to the missing formalization of this notion. However, incorporation
of several well-established concepts in the game such as social preferences, evolutionary elements of strategies, and heterogeneity
of the boundedly rational agents enabled us to computationally model this notion. Our results are based on the assumption that
agents change their strategies and their social preferences are not stable. In the literature of cybersecurity economics, previous studies
have included the learning and evolutionary dynamics in their models [74,75]. However, this is the first study that has incorporated
these principles in the settings that agents treat cybersecurity as a public good. Moreover, the agents in this study are programmed
to be responsive to factors such as marginal per capita return, punishments, and the contribution of other agents in addition to
cyber attacks and their payoffs. Therefore, this study adopts a multi-paradigmatic approach (i.e., a process to systematically and
thoughtfully listen, understand, appreciate, and learn from multiple paradigms and perspectives, and bring them together on research
projects that we are working on), drawing knowledge from behavioral economics and evolutionary economics to make the results
more prosperous and reliable.
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The classic public goods game assumes that selfish and rational behavior of the players leads to suboptimal outcomes. Therefore,
the unique Nash Equilibrium is not to contribute anything. However, there is no work that developed or tested a formal statement of
this conjecture in the context of cybersecurity with the presence of negative and positive externalities, social preferences, and cyber-
attacks. Incorporating these factors into our model leads to inconsistencies with prediction based solely on the induced utility. The
results presented here support that contribution for provision of cybersecurity as a public good does not adequately reflect the Nash
equilibrium of the game implied purely by self-interested and utility-maximizer agents. Far-from-equilibrium or out-of-equilibrium
features have been articulated in complex adaptive systems and computational sociology literature [76]. Agent-based modeling
has proved particularly useful in representing these systems and formalizing and testing explanations of cooperative/competitive
dynamics. Comparing to variable-based approaches like statistical or mathematical modeling, ABM allows us to simulate emergence
of macroscopic regularities, including change of preferences or increased contribution even in competitive mode, over time from
interactions of autonomous and heterogeneous agents.

By systematically analyzing the influence of different model parameters, we gained further important insights: First, the results
demonstrate that the decay to free-riding occurs only if agents are not able to punish the non-contributors and reciprocity is
the dominant behavior of the agents. However, with possibility of punishment, the simulations demonstrate that agents adopt an
evolutionary strategy towards the provision of cybersecurity as a public good and create a robust environment. In other words, the
simulation results for our baseline model suggest that the environment forms a dominant strategy which promotes the cooperation
efficiently. Furthermore, our simulations have been able to exhibit altruistic punishment and inequity aversion preferences in the
agents’ decisions. In this connection, it is important to mention that the success of providing cybersecurity as a public good was
predominantly enabled by the dynamic level of contributions based on the agents’ experience of being a victim, punished, or number
of existing free-riders. We implemented this parameter (i.e., level of contribution) time-dependent. This allowed the agents to recover
if too many successful attacks targeted their resources.

Drawing on our findings and discussions, we may now compile several practical implications for future debates promoting
cybersecurity as a public good. Note that these implications are far from being exhaustive and should be regarded as an initiative
for in-depth analysis.

1. Cybersecurity as a multi-dimensional and complex process: The nature of the goods or services being offered by
institutional market agents such as businesses, unions, and nonprofits directly influences the scale of the institutions’ market
participation, ranging from global to local. For example, the contemporary telecommunications market is more efficient at the
global and national scale. The global market in this sector is dominated by global institutions. On the other hand, the certain
markets that require regional or local planning and expertise are inappropriate for a wide stage. However, a particular type
of market, for example cybersecurity, is not limited to a single scale of operation with different institutional agents serving
different customers (people or other institutions) territories.
Cybersecurity requires the support and active participation of authorities at different levels (local, regional, national, and
international) [77]. The authorities have a duty to develop sustainable policies and plans, and to cooperate with many
stakeholders in different sectors (e.g., civil society, public services, academia, financial institutions, etc.). Within this
cooperation, contradictory interests are predictable since cybersecurity is unavoidably burdened with many uncertainties.
These uncertainties may entail opportunities for some stakeholders, and simultaneously, may pose risks for others.
This is just one of the multi-dimensional aspects of institutions within the context of cybersecurity. Another aspect is that
agents might take an adversarial stance against each other in pursuit of opposing goals. We see this phenomenon playing out in
state-sponsored attacks against other states under cyber-enabled economic wars [78]. Alternatively, considering the collective
response to a cyber attack as a public good, as stakeholders have their own interests, they may choose to misreport their
private information to improve their own benefits. For example, if the general goal is to ensure fairness among stakeholders
in terms of recovery from a recent cyber attack, the victims can report more damage in order to receive more resources than
they deserve. To our best knowledge, no existing work has addressed the utility maximization problem under such private
information misreport settings.

2. Limitations of the definition of public goods: Considering the aforementioned aspects and changes and evolution to which
institutions are subject over time, it is necessary to determine the path and arrangements that promote transition towards
sustainability1 and avoid dysfunctional markets. Research conducted in the area of cybersecurity as a public good is grounded
in Public Goods Theory. However, from a theoretical perspective, the Samuelson’s narrow definition of public goods presents
several conceptual and operational limitations within the context of cybersecurity that leaves it prone to dysfunctionality:

• Excludability/rivalry criteria do not consider the social construction of the problems and decision-making processes
related to the cybersecurity strategies to be implemented.

• Territorial and collective dimensions of the cybersecurity strategies to be implemented are ignored and therefore,
collective action problems or social dilemmas emerge.

• The technical and institutional innovation, and the knowledge and competencies that are required to effectively
implement the policy tools are not recognized adequately.

1 Sustainability transitions refer to ‘‘long-term, multi-dimensional and fundamental transformation processes through which established socio-technical systems
shift to more sustainable modes of production and consumption’’ [79].
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Fig. 11. Cybersecurity as a public good: Distinguishing between layers.

3. Production vs. Provision: Oakerson and Parks [80] defined the provision as public decisions about which goods and services
to provide by public means, which private activities to regulate, how much public revenue to raise and how to raise it, what
quantities of each service to provide and what quality standards to apply, and how to arrange for and monitor production.
They also defined production as transforming input resources to make a product or render a service. The key insight of Ostrom
et al. was that public provision did not require public production by the same governmental unit [81]. As the technology
became more complex, vendors and third-party maintainers have started to play a role, along with regulators, each of which
can be governed in quite different ways depending largely on the institutional arrangements. Therefore, a multi-layered
perspective can improve the understanding, translating and deploying this insight.
Fig. 11 illustrates the three main layers that we suggest to distinguish when treating cybersecurity as a public good. The
utility layer corresponds to the cybersecurity itself with the characteristics of non-excludability and non-rivalrous. At this
layer, the society as a whole drives utility from cybersecurity collectively. The supply layer determines the manner in which
cybersecurity is offered. Finally, the production layer transforms the resources into products or services that are critical
for the security of a digital ecosystem. An example of this is when a new cybersecurity product or service is produced, it
will be certified in accordance with certain certification schemes (nation-wide or region-wide) and supplied by operational
infrastructure providers. Then, the potential utility that is enabled by the supply layer will be accessed by the society as a
whole. The characteristics of public goods at the supply or production layer might be different. For instance, the patent of the
products or services can transform them into a private good. Therefore, these two layers are mostly affected by organizational
and policy-related changes. These layers can be linked in various ways. In any case, the value, effectiveness and usability
of cybersecurity relies on the value-added processes, scarcities and vulnerabilities of the ecosystem. Therefore, conversion
layers draw a path associated with the efficiency in the use of cybersecurity to follow by the all actors over time.

Cybersecurity is characterized by interdependencies among people, organizations and governments, and it varies in the scale
at which those interdependencies occur. Hence, with regard to the implications of our research, we posit that this multi-layered
perspective enables the balance in cybersecurity from bottom-up voluntary approaches and collaboration, and avoids from heavier
regulations. New institutional arrangements by distinguishing between the good itself, the provision and the production of the good,
and the efficiency related to the path from production to provision of the good, should be designed to create a secure and resilient
environment.

7. Conclusion

We presented a model that explores the interdependence of individual decisions in a repeated public goods game, in which
cybersecurity is a public good. This model, under a polycentric governance structure, maps agents’ preferences to choices of
contribution and punishment. Repeated interactions among the defenders that remember their experience of cyber attacks,
punishments, and contributions by others, results in a convergence of individual preferences and emergence of a cooperative
behavior. Heterogeneity of agents is represented by heterogeneous social preferences with different reciprocal behavior, various
level of resources, and different source of incentives. All these parameters affect the probability of the contribution and punishment
of non-contributors.

The numerous externalities in the context of cybersecurity and difficulty in assessing the cybersecurity value and cyber risks cause
misaligned incentives and information asymmetry. These, in turn, contribute to poor cybersecurity investment and management.
However, this study suggests that the theory of public goods should play a more significant role in how we treat cybersecurity in
the fast developing societies to maintain robust and resilient digital ecosystems. Moreover, it shows that maintaining the resilience
of the systems promotes the collective actions among the defenders to combat the future attacks. This highlights the importance
of experience and strongly interdependent decisions that changes the status of the environment radically. In addition, a sensitivity
analysis revealed that the average contribution is markedly influenced by an effective decentralized punishment mechanism. The
consistency of the pattern of our results across different empirical studies lends us some reassurance that our model behavior is in
quantitative agreement with empirical macro-structures.

This is the first implementation of a public goods game in the context of cybersecurity to investigate whether the theory of
public goods complies with this domain. This study is a starting point for research in quantitative analysis of the doctrine of public
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cybersecurity. Although the results of our study show that a polycentric governance structure has been effective to achieve collective
action in the face of fluctuations and disturbance changes, development of a feasible plan for the private and public sectors to
effectively manage cybersecurity as public good is beyond the scope of this article. However, we offer several avenues for future
research.

In the future, we aim to investigate different types of economic efficiencies in this domain and explore the factors that define the
efficient and optimized situations (e.g., optimized resource allocation to security measures) in this context. Moreover, by employing
the social structure and institutional economics, future work can focus on the design and analysis of utility, provision, and production
layers of cybersecurity, and propose a constructive and practical institutional arrangement to treat cybersecurity as a public good.
Moreover, our model could be extended in several ways, for instance, by implementing more complex attack and defense scenarios,
creating alliances of defense, or by capturing the impact of the attackers’ dynamic pattern of behavior. Yet, a series of additional
analyses could be done using the present model, for example, to shed light on the actual role of different distributions for resources
or probabilities of cyber attacks.
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