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Abstract

Theoretical studies of spectroscopic properties are of great value, both
by themselves and in combination with experiments. The highly accurate
coupled cluster methods are attractive tools for such studies. However,
due to their high polynomial scaling, coupled cluster methods are limited
by the system size which can be treated and also run into issues when
problematic degeneracies occur. The thesis consists of three papers and
is concerned with how coupled cluster can be used to obtain spectro-
scopic properties of systems exhibiting such problematic attributes.

In the first paper, the spectroscopic properties of photoswitches are
studied, where CC3 generates ground and excited state potential energy
surfaces in good agreement with high-level multireference methods.
Therefore, CC3 could constitute a valuable tool for investigating pho-
toswitches, so long as the limitations associated with degeneracies are
kept in mind.

In the second paper, a cluster approach for obtaining size-intensive
properties of molecular crystals is presented. The approach relies on
the near-sightedness of electrons, allowing us to compute size-intensive
properties of a target region even though the ground state energy is not
converged with cluster size. This highlights a currently underexploited
feature, sincemost approaches first target the energy. Local excited state
properties can be obtained in this manner, which is demonstrated using
coupled cluster in a reduced orbital space to compute local valence exci-
tations in NH3 clusters.

In the third and final paper, the cluster approach is used to generate
core excitation spectra for CH4 and CO2 clathrates. The cluster approach
appears to be well suited to obtain properties of core excited states. Fur-
ther, the spectra indicate that XAS has potential for the study of such
systems.
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1 Introduction

The field of spectroscopy is concerned with how matter interacts with
or generates electromagnetic radiation. This gives rise to nondestructive
methods with the capability to investigate various properties of matter.
Spectroscopic techniques that probe electronic excitations from core or-
bitals require X-ray radiation. X-ray absorption spectroscopy (XAS) is one
such technique that can be used to investigate the local chemical environ-
ment surrounding a given element. Excitations from valence orbitals can
be probedwith ultraviolet or visible (UV-VIS) radiation, with UV-VIS spec-
troscopy beingwidely used to study transitionmetal compounds and con-
jugated organic compounds. However, interpreting spectroscopic data is
not always straightforward, and theoretical studies can be of great value
in this respect. The need for theoretical studies increases as more com-
plex spectroscopic methods are developed. The appropriate choice of
theoretical method to investigate spectroscopic properties is, however,
dependent on the system and type of spectroscopy.

In cases where a single-reference description is reasonable, coupled
cluster methods are among the most accurate options. 1,2 Coupled cluster
methods have several attractive properties, such as accounting for dy-
namical correlation in a compact fashion, offering systematic improve-
ment by changing truncation level, and being black box methods.3 Fur-
ther, coupled cluster methods are well suited for the study of excited
state properties, where both core4–8 and valence9–13 excitations can be
accurately represented. However, the steep polynomial scaling of even
low-level coupled cluster methods limits the system size which can be

1
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treated, which has motivated the development of low-scaling coupled
cluster methods. 14–31 Coupled cluster methods also run into problems
when treating degenerate or near-degenerate states. In particular, this
is a problem for ground state degeneracies since a single-reference de-
scription becomes unsuitable.

Photoswitches pose a challenge for coupled cluster methods, with
respect to their size and the frequent occurrence, and importance, of
degenerate states and conical intersections.32,33 Since multireference
methods are apt at describing degenerate states and conical intersec-
tions, the majority of photoswitch studies are conducted using such
methods.34–51 The question is then why would we use coupled cluster for
the study of photoswitches? In paper A we try to answer this question
by investigating the ability of CC2,52 CCSD53 and CC354 to generate
ground and excited potential energy surfaces of two photoswitches, a
retinal model system (PSB3) and azobenzene. CC3 was found to pro-
duce accurate potential energy surfaces in agreement with high-level
multireference methods, even for regions close to a conical intersection.
Regions dominated by states of doubly excited character were well de-
scribed already at the CC3 level of theory. Since coupled cluster methods
are black box, CC3 has an advantage over multireference methods in
that active space selection is avoided. Therefore, there is merit to using
coupled cluster for the study of photoswitches, despite the frequent
occurrence of degeneracies for such systems. Particularly CC3 is shown
to be a robust and versatile choice.

A central concept for reducing the computational cost of electronic
structure methods is the “nearsightedness” of electrons in many-atom
systems.55 The concept explains that local electronic properties depend
significantly on the effective external potential only at nearby points. This
is valid at the Hartree-Fock (HF) level of theory and allows size-intensive
properties to be obtained for a target region. However, to compute size-
intensive properties, the electronic density of the target region must be
converged, which can be achieved if sufficiently large parts of the sur-
roundings are included. An important caveat is that, unlike the electronic
density, the energy of the target region converges slowly as larger parts of
the surroundings are included. Therefore, the traditional requirement of
converging the ground state energy prior to computing properties must
be abandoned for such an approach. The ability to compute size-intensive
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properties of a target region without converging the energy is currently
an underexploited feature, as most approaches first target the energy.
Conversely, the locality of electron correlation is exploited to a much
larger extent, as it is fundamental in several low-scaling electronic struc-
ture models. 14–30,56–60

The ability to obtain size-intensive properties of a target region with-
out converging the energy is particularly useful for molecular crystals. A
cluster approach can then be used, thereby avoiding a periodic approach.
A cluster approach allows for different basis sets to be used for different
regions of the cluster. This can alleviate problems of orthogonalization
tails and near-linear dependencies associated with periodic wave func-
tionmodels when high-level basis sets are used. Further, any of the afore-
mentioned low-scaling electronic structure models can be used to com-
pute size-intensive properties of the target region, so long as one does not
aim to converge the energy with cluster size. In addition to these meth-
ods, coupled cluster performed in a reduced orbital space is an attractive
option when properties of local excitations are of interest.

In paper B we use a cluster model of crystalline NH3 to illustrate that
the HF electronic density of a target region converges with cluster size,
and as a result, size-intensive properties of the target region are obtained.
The properties computed are HF dipole moments and CC2-in-HF excita-
tion energies of a local excitation. The approach was extended to more
chemically interesting systems in paper C, where core excitation spec-
tra of CH4 and CO2 clathrates were generated. The evaluation of the core
excitation spectra indicates that XASmay constitute a valuable tool for in-
vestigating gas clathrates and thereby expand the range of spectroscopic
methods for the characterization of gas clathrates.

The thesis is structured as follows. Firstly, the relevant theory is intro-
duced, followed by chapters presenting the papers included in the thesis.
Finally, concluding remarks and an outlook are given.

1.1 List of papers included in this thesis

Paper A:
Describing ground and excited state potential energy surfaces for molecular
photoswitches using coupled cluster models
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A. Hutcheson, A. C. Paul, R. H. Myhre, H. Koch, I-M. Høyvik,
J. Comput. Chem. 2021, 42(20), 1419, doi: 10.1002/jcc.26553

Paper B:
Convergence of the electronic density for a target region in cluster models
of a NH3 molecular crystal
A. Hutcheson, I-M. Høyvik,
J. Math. Chem. 2022, doi: 10.1007/s10910-022-01351-w

Paper C:
Coupled cluster core excitation spectra of methane and carbon dioxide
clathrates
A. Hutcheson, I-M. Høyvik,
In preparation

1.2 Other publications

Other publications in the field, not included in this thesis.

eT 1.0: An open source electronic structure program with emphasis on
coupled cluster and multilevel methods
S. D. Folkestad, E. F. Kjønstad, R. H. Myhre, J. H. Andersen, A. Balbi, S.
Coriani, T. Giovannini, L. Goletto, T. S. Haugland, A. Hutcheson, I-M.
Høyvik, T. Moitra, A. C. Paul, M. Scavino, A. S. Skeidsvoll, Å. H. Tveten, and
H. Koch,
J. Chem. Phys. 2020, 152, 184103, doi: 10.1063/5.0004713

https://doi.org/10.1002/jcc.26553
https://doi.org/10.1007/s10910-022-01351-w
https://doi.org/10.1063/5.0004713


2 Theoretical background

2.1 Hartree-Fock theory

The Hartree-Fock model (HF)61,62 is widely used in computational chem-
istry, on its own and as the foundation of other methods. In HF, the wave
function is represented as a single Slater determinant,63 constructed
from molecular orbitals (MOs). The energy is given as the expectation
value of the electronic Hamiltonian

E = ⟨Ψ|He|Ψ⟩ , He = −1

2

Ne∑
i

∇2
i −

Ne∑
i

Nn∑
I

ZI

rIi
+

1

2

Ne∑
i ̸=j

1

rij
, (2.1)

where rIi = |RI − ri| and rij = |ri − rj |, with i, j referring to electrons,
capital indices, I , referring to nuclei, and ZI being the charge of nucleus
I . The objective of HF is to minimize the energy with respect to MOs,
with the constraint that theMOs remain orthogonal. This can be achieved
by the method of Lagrange multipliers, where the Lagrange function is
stationary with respect to an orbital variation at convergence

δL = δE −
Nelec∑
ij

λij(⟨δϕi|ϕj⟩ − ⟨ϕi|δϕj⟩) = 0, (2.2)

where λij are the Lagrange multipliers and ϕi and ϕj  are MOs. The MOs
are typically expanded in a finite basis of atomic orbitals (AOs), and the
minimization can be formulated as the Roothaan-Hall equations64,65

FAOC = SCϵ, (2.3)

5
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where C is the orbital coefficients matrix, S is the overlap matrix, FAO is
the Fock matrix in the AO basis, and ϵ is a diagonal matrix with the orbital
energies on its diagonal. Alternatively, the Fock matrix in the MO basis
can be used. Its elements are given as

Fpq = (CTFAOC)pq = hpq +Gpq(D), (2.4)

where D is the HF electronic density matrix, which in the orthogonal MO
basis is given as

D =

(
I 0
0 0

)
, (2.5)

where the occupied-occupied block is I, and all other blocks are 0. The
density matrix can be converted to the AO basis by DAO = CDCT. The
elements of the one electron, hpq, and two-electron matrices, Gpq, are
given by

hpq =

∫
ϕ∗
p(r1)

(
− 1

2
∇2 −

∑
I

Zn

r1I

)
ϕ∗
q(r1)dr1 (2.6)

Gpq =
∑
ij

(2gpqij − gpjiq)Dij , (2.7)

where two-electron integrals are here given in Mulliken notation

gpqij =

∫ ∫
ϕ∗
p(r1)ϕq(r1)

1

r12
ϕ∗
i (r2)ϕj(r2)dr1dr2. (2.8)

Since the Fock matrix depends on the orbital coefficients, the Roothaan-
Hall equations must be solved iteratively, which at convergence results
in the canonical HF MOs. HF is also called the mean-field approximation
since the electrons feel the average field generated by all other electrons.
This approximation leads to a deviation from the exact electronic energy,
where the energy not accounted for at the HF-limit is termed the corre-
lation energy

Ecorrelation = Eexact − EHF. (2.9)

The HF-limit is the theoretical limit obtained by using an infinite basis
set. Therefore, there is an additional error in the energy arising from the
use of finite basis sets. The HF-limit can be approached by increasing the
size of the basis set, while to account for electron correlation, post-HF
methods must be used.
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2.2 Coupled cluster theory

In coupled cluster theory, an exponential parametrization is used

|CC⟩ = eT |HF⟩ , T =
∑
µ

tµτµ, (2.10)

where T is the cluster operator, which generates excited determinants,
|µ⟩, and is a linear combination of excitation operators, τµ, multiplied with
associated cluster amplitudes, tµ. 1

By including all excitation operators, the exact energy can be obtained.
However, including all excitation operators scales factorially with system
size. For this reason, the cluster operator is partitioned into classes com-
prising all single excitations, double excitations, and up to N-electron ex-
citations 1

T = T1 + T2 + · · ·+ TN . (2.11)

This gives rise to a hierarchy of methods truncated at a given exci-
tation level, where truncating at double excitations gives CCSD,53 while
truncating at triple excitations gives CCSDT,66 and so on. The hierar-
chy ofmethods allows for systematic improvement of the description, but
at an increased computational cost. In addition to the standard coupled
cluster methods, there also exist perturbative coupled cluster methods,
such as CC252 and CC3,54 where the highest order excitation is treated
perturbatively. Because of the perturbative treatment, the computational
scaling of CC2 and CC3 is one order of magnitude lower than the scaling
of CCSD and CCSDT, respectively.

Due to the exponential parametrization of the coupled cluster wave
function, variational optimization, which is commonly used for linear
parametrizations, becomes complicated. 1 For this reason, subspace
projection is used, and the projected coupled cluster equations are
solved instead

ECC = ⟨HF | H̄ |HF ⟩ (2.12)

Ωµ = ⟨µ| H̄ |HF ⟩ , (2.13)

where the similarity transformed Hamiltonian, H̄ = e−THeT , is used. By
using the exponential parametrization and projecting, CC methods are
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size-extensive and have a compact description of electron correlation.
The compact description of electron correlation originates from the in-
clusion of higher-order excitations through disconnected terms of the
cluster operator. 1

However, coupled cluster methods run into problems when states
become degenerate or nearly degenerate. In the case of degeneracies
between excited states, the problems of coupled cluster methods arise
for conical intersections between electronic states of the same symme-
try.67–69 Excluding these features, coupled cluster methods are generally
able to describe near-degeneracies between excited states.70 A more
fundamental problem arises when the ground state becomes degenerate,
since the HF approximation breaks down. The spin-flip coupled cluster
methods were developed to alleviate this problem by exploiting the fact
that a high-spin triplet reference may be well behaved, unlike the singlet
reference.71–73 Singlet ground and excited states can then be generated
by spin-flip excitations from the triplet reference. However, the more
common choice is to use multireference methods. Multireference
methods include multiple Slater determinants (or configuration state
functions) as the reference, where the expansion coefficients of the
determinants and the MOs are optimized simultaneously. This simul-
taneous optimization is computationally demanding and is therefore
often restricted to an active space. The selected active space needs to
be able to represent the important determinants for the system, which
is difficult to ensure. In coupled cluster theory, all orbitals are included
in the parametrization, and coupled cluster methods are therefore
considered to be black box methods.

Spectroscopic properties

Coupled cluster methods are well suited to investigate spectroscopic
properties, where both core4–8,74 and valence9–12 excitations can be
accurately represented. One can obtain excitation energies from cou-
pled cluster calculations, which are related to the absorption maxima in
experimental spectra, and oscillator strengths, which are comparable to
the intensities of experimental spectra.

One of the most common approaches to obtain these quantities is the
equation of motion (EOM) formalism.75–77 In this formalism, the similarity
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transformedHamiltonian is represented in the basis of the HF and excited
determinants, and we obtain the Hamiltonian matrix with elements

H̄µν = ⟨µ|H̄|ν⟩ . (2.14)

The EOM states and their total energies are obtained as the eigenvec-
tors and eigenvalues of this Hamiltonian matrix. The left and right eigen-
vectors will not be equal due to H̄  being non-symmetric. Therefore, we
denote left and right ground states as ⟨Λ|, |CC⟩, and the left and right ex-
cited states as ⟨L|, |R⟩. In the EOM formalism, oscillator strengths, f , are
defined as

f = ⟨Λ|d|R⟩ ⟨L|d|CC⟩ , (2.15)

where d is the dipole operator.

The appropriate choice of coupled clustermethoddepends on the sys-
tem and type of spectroscopy of interest. For excited states with doubly
excited character, which are important for organic photochemistry, cou-
pled cluster methods including at least triple excitations are required for
an accurate description.78 When using coupled cluster methods includ-
ing triple excitations, the fraction of singles amplitudes can be used to
characterize the excited state and determine whether a lower-level trun-
cation might be sufficient to describe the state.3 Further, the inclusion
of triple excitations has also been shown to be important to account for
relaxation effects when describing core excited states.7,8 In addition to
coupled cluster method, the basis set and the geometry of the systems
also affect the computed spectroscopic properties. This makes obtaining
accurate spectroscopic properties all the more difficult.

There are also complicating factors associated with comparing com-
puted quantities with experiments. Firstly, comparing vertical excitation
energies from computations with energies at band maxima from experi-
ments is a comparison with certain flaws.79–81 One of the flaws is that the
experimentally probed excitations might not be vertical. Alternatively,
the comparison can be made between 0-0 transition energies,79,80 which
are uniquely defined experimentally and theoretically, allowing for a di-
rect comparison.3 However, the computational costs of computing 0-0
transition energies are higher than for vertical excitation energies and
might even be prohibitively expensive. In addition, the effect of temper-
ature leads to broadening of peaks in experiments, which must be ac-
counted for. Further, some experiments are conducted in a solvent which
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can affect excitation energies and intensities directly through electro-
static interaction with the excited state, but also indirectly, e.g., through
changes of the geometry.

2.3 Locality and reduced computational scaling

The concept of locality is important in electronic structure theory. The
locality of canonical MOs is by construction poor, with the MOs being
delocalized across entire molecular systems. However, the canonical
MOs are just one choice out of infinitely many possibilities. Other MOs
can be obtained by unitary transformations, where occupied-occupied or
virtual-virtual rotations can be done freely, since the energy is invariant
under such rotations. One class is local MOs, where explicit localization
of occupied MOs has been a popular topic for many decades, with
seminal contributions such as the widely used Edmiston-Ruedenberg82,
Foster-Boys83, and Pipek-Mezey84 localization functions. In addition
to explicit localization, several approaches for generating local virtual
spaces exist, such as projected atomic orbitals (PAOs)85, pair-natural
orbitals86–88 and, in the case of local excitations, correlated natural
transition orbitals (CNTOs).89

Locality is also fundamental in reducing the computational cost of
electronic structure methods. In 1996 Kohn55 introduced the term ”near-
sightedness” of electrons inmany-atom systems, which explains that local
electronic properties depend significantly on the effective external po-
tential only at nearby points. The concept is valid at the HF level of the-
ory, where size-intensive properties can be obtained for a target region.
However, to compute size-intensive properties, the electronic density of
the target regionmust be converged, which can be achieved if sufficiently
large parts of the surroundings are included. Others have also discussed
the convergence of the electronic density for a target region.90–93 An im-
portant caveat is that, unlike the electronic density, the energy of the
target region converges slowly as larger parts of the surroundings are
included. Therefore, the traditional requirement of converging the en-
ergy prior to computing properties must be abandoned to make such an
approach viable. Being able to compute size-intensive properties of a tar-
get region without converging the energy is currently an underexploited
feature, as most approaches first target the energy. Conversely, the lo-
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cality of electron correlation is exploited to a much larger extent, as it is
fundamental in several low-scaling electronic structure models, 14–30,56–60

where local MOs are frequently used.

The ability to obtain size-intensive properties of a target region with-
out converging the energy is particularly useful for molecular crystals,
where a cluster approach can be used, thereby avoiding a periodic ap-
proach. A cluster approach allows for different basis sets to be used for
different regions of the cluster, which can alleviate problems of orthogo-
nalization tails and near-linear dependencies. Orthogonalization tails can
lead to slow convergence of the correlation energy in local correlation
approaches.94,95 Near-linear dependencies severely affect the locality of
the virtual space.96 In addition, dealing with near-linear dependencies in
a periodic framework may compromise the basis set quality since remov-
ing AOs from a unit cell will remove AOs from all unit cells.

Another benefit of a cluster approach is that any of the aforemen-
tioned low-scaling electronic structure models can be used to compute
size-intensive properties of the target region. The only requirement is
that one does not aim to converge the energy with cluster size. In ad-
dition to these methods, coupled cluster performed in a reduced orbital
space is an attractive option when properties of local excitations are of
interest. This can either be done with standard coupled cluster meth-
ods or reduced space coupled cluster methods31,97–103 treating an active
orbital space while the remainder of the orbital space is kept frozen at
the HF-level. The interactions between the coupled cluster region and
the HF regions are then accounted for through contributions to the Fock
matrix. Common approaches for selecting the active orbital space are to
either use local/semilocal orbitals or to use information from lower-level
methods to determine orbitals of importance.

Partitioning of the HF electronic density matrix

To evaluate the HF electronic energy and density of a target region in
cluster models, a partitioning of the HF electronic density matrix is use-
ful. For brevity, the HF electronic densitymatrix will hereafter be referred
to as the density matrix. The density matrix of the cluster can be parti-
tioned as follows, D = Dt + Dr, where Dt is the density matrix of a target
region, and Dr is the density matrix of the remainder. 104 All three density
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Figure 2.1: A schematic representation of the energy contributions, E1-elt ,
E2-elt , andEintt , making up the electronic energy of the target region,Et. In
addition to the interactions shown, E1-elt also includes the kinetic energy
of the electrons. Electrons and nuclei are shown as red and green circles,
respectively.

matrices, D, Dt and Dr satisfy the trace, symmetry, and idempotence cri-
teria of density matrices representing Slater determinants, i.e., Dt and Dr

can be viewed as constructed from separate subsets of orthogonal MOs
describing D. The electronic energy for the target region described by
Dt, interacting with the rest of the cluster described by Dr is given by

Et = Tr[hDt] +
1

4
Tr[DtG(Dt)] +

1

2
Tr[DtG(Dr)]

≡ E1-elt + E2-elt + Eintt .
(2.16)

We define E1-elt , E2-elt , and Eintt as the one-electron, two-electron, and
interaction contributions, respectively. A schematic representation of
these terms is given in Figure 2.1. The electronic part of the Hartree-Fock
energy of the entire cluster is given by

E = Et + Tr[hDr] +
1

4
Tr[DrG(Dr)], (2.17)
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i.e., the energy for the target region,Et, plus the contributions which only
depend onDr. Note that all two-electron interactions between the target
region and the rest of the cluster are included in Et.

As is well-known, the energy of a target region in an infinite (or simi-
larly large) system is not a local quantity, even if Dt is localized in space.
The reason for this is long-range interactions between the local target
electronic density and nuclei and between the local target electronic den-
sity and the electronic density of the rest of the system.

2.4 Basis set considerations

The choice of basis set is important to achieve accurate results but also to
keep the computational cost at an affordable level. The requirements on
the basis set depend on the system and properties of interest. The small-
est basis sets, so-called minimal basis, include a single basis function for
each occupied orbital of the atomsmaking up the system. Aminimal basis
is too crude to accurately describemolecular properties, where larger and
more flexible basis sets are needed, but may adequately describe long-
range electronic interactions. In the case of post-HF methods, the ba-
sis sets should be able to account for the correlation energy efficiently.
The correlation-consistent basis sets 105 were developed with this goal in
mind and are frequently used for post-HF methods. However, the stan-
dard correlation-consistent basis sets were designed to accurately repre-
sent a valence correlated wave function of neutral ground state systems
and therefore lack the flexibility to describe core correlation and delocal-
ized excitations. 1 These deficiencies can both be ameliorated. To describe
delocalized excitations, basis sets augmented with diffuse functions can
be used. 106 The use of such augmented basis sets have been shown to be
important to obtain accurate vertical excitation energies and oscillator
strengths. 12 To account for core correlation, basis sets augmented with
tight correlating orbitals have been developed. 107





3 Coupled cluster as a tool for
the study of photoswitches

Photoswitches constitute a class of molecular machines that undergo
reversible isomerization upon stimulus by light, so-called photoisomer-
ization. Computational approaches for photoisomerization processes
are considered to be of great value for the study of photoswitches,
where an accurate description of the ground and excited states is
essential. In paper A we investigate the merits of using coupled cluster
methods to study photoswitches, specifically a retinal model system
(penta-2,4-dieniminium cation, PSB3) and azobenzene.

The use of coupled cluster methods is motivated by the attractive
properties described in Section 2.2. Their black box nature gives a clear
advantage over multireference methods, where user-specified orbital
spaces are needed. The main counterargument to using coupled cluster
methods is their inability to treat ground state degeneracies and the
problems arising at conical intersections between excited states of the
same symmetry.67–69 Although this argument is valid, we assume that
such features only make up small regions of potential energy surfaces.
Therefore, coupled cluster methods should be able to accurately treat
large parts of potential energy surfaces.

This assumption holds for the investigated potential energy surfaces
of PSB3 and azobenzene. The performance of CC3 is particularly impres-
sive; generating potential energy surfaces for PSB3 in good agreement
with surfaces generated with a high-level multireference method44 and

15
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giving qualitatively correct potential energy surfaces for azobenzene,48

even for a state of doubly excited character. In the case of PSB3, the po-
tential energy surfaces are in the vicinity of a conical intersection be-
tween the ground and first excited state. This shows that coupled cluster
methods including triple excitations can describe potential energy sur-
faces reasonably close to such features, even if they cannot handle ground
state degeneracies. Therefore, coupled cluster methods, and especially
methods with triple excitations included, may constitute a valuable tool
for investigating photoswitches. In the following sections, relevant back-
ground and motivation are presented, followed by the study’s main find-
ings. Finally, a summary and discussion are given.

3.1 Background and motivation

In the study of photoswitches, accurate descriptions of the potential en-
ergy surfaces are paramount. Due to the occurrence of conical intersec-
tions32 and near-degenerate states, multireferencemethods 108–119, which
are apt at describing such features, have been used extensively.34–51,120

Single-reference methods have been used to a lesser extent for the same
reason. 121–127

Although degeneracies and near-degeneracies are problematic for
coupled cluster methods (see Section 2.2), their compact description
of dynamical correlation and black box nature makes them well suited
to describe all but these problematic features. For excited electronic
states dominated by single-electron excitations, low-level truncations of
the hierarchy, e.g., CCSD53 or approximate versions such as CC2,52 can
be used. However, for electronic states with doubly excited character,
coupled cluster models with at least triple excitations54,66,78,128–130 are
needed.

However, due to the high computational cost of including triple (or
approximate triple) excitations, there are few such results for potential
energy surfaces of photoswitches in the literature. This motivated us
to study PSB3. For this system, literature values are available for three
paths on the potential energy surface, obtained with spin-flip CCSD with
perturbative triples corrections (SF-CCSD(dT)) 131 and the multireference
configuration interaction with singles, doubles, and a Davidson-type cor-
rection (MRCISD+Q).44 The three paths are called bond length alternation
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(BLA), covalent/diradical (DIR) and charge-transfer (CT) paths, with de-
tails given in paper A. This allows us to determine how well coupled clus-
termethods agreewithMRCISD+Q. Furthermore, the effect of a high-spin
reference could be determined by comparing CC3 with SF-CCSD(dT).

While PSB3 is an ideal system to evaluate the performance of cou-
pled cluster methods, we also want to investigate a more realistic sys-
tem. Azobenzene is a prime candidate, partly due to the substantial num-
ber of computational studies which have been conducted for azoben-
zene,35,38–40,42,45,48–51,132–135 but also due to the lack of high-level single-
reference calculations including at least triple excitations. From Ref. 50 a
complete active space self-consistent field (CASSCF) optimized rotational
path for azobenzene is available, which we use to evaluate the perfor-
mance of coupled cluster methods. The excitation energy presented in
Ref. 50 for equilibrium structures deviate significantly from experimen-
tal results. 136 This inspired our investigation of the factors affecting the
excitation energy of azobenzene equilibrium structures.

3.2 Main findings

For PSB3, the coupled cluster results are evaluated based on the vertical
excitation energies and shape of the potential energy surfaces relative to
MRCISD+Q results. To assess the shape of surfaces generated by coupled
cluster models, the nonparallelity value 131 is computed for the ground (S0)
and first excited singlet state (S1) surfaces for all paths. The nonparallelity
value is given by

∆Emax −∆Emin, (3.1)

where ∆Emax is the maximum and ∆Emin is the minimum energy differ-
ence for a potential energy surface computed in two different manners.

Our study shows that CC2 and CCSD yield an overall poor agreement
with MRCISD+Q. For CCSD, large deviations in vertical excitation are ob-
served for all paths, and differences in the shape of the ground and first
excited state are present for the CT and DIR paths. This can be seen in
Figure 3.1, where the potential energy surfaces for the CT path are shown,
with the surfaces for the DIR path being qualitatively the same. The only
aspect in which CCSD performs well is in reproducing the shape of the
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Figure 3.1: S0 and S1 energies for CT-path relative to cis-PSB3 computed
with CC2, CCSD and CC3 with 6-31G*. MRCISD+Q with 6-31G* bench-
mark results from Ref. 44 are included for comparison.

ground- and first excited state for the BLA path. This can be seen in Figure
3.2, where the potential energy surfaces for the BLA path are shown. Nev-
ertheless, even with the shape of the surfaces being reproduced, the po-
sition of the conical intersection is not. CC2 cannot reproduce the shape
of the first excited state, while the shape of the ground state is in good
agreement for all paths. However, the improved agreement of CC2 rela-
tive to CCSD for the ground state is most likely due to error cancellations
since CC2 is an approximation of CCSD. The variable performance of CC2
is also reflected in the vertical excitation energies, which only agree well
for parts of the paths.

CC3 yields the best overall agreement with MRCISD+Q, both with re-
spect to the shapes of the surfaces and vertical excitation energies. CC3
also reproduces the conical intersection’s position, as seen in Figure 3.2.
CC3 is also found to perform similarly to SF-CCSD(dT). 131 Therefore, we
conclude that a well-behaved triplet reference state is not required to
describe these PSB3 paths accurately.
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Figure 3.2: S0 and S1 energies for BLA-path relative to cis-PSB3 com-
puted with CC2, CCSD and CC3 with 6-31G*. MRCISD+Q with 6-31G*
benchmark results from Ref. 44 are included for comparison.

For the cis to trans CNNC-rotational path of azobenzene obtained
from Zhu et al.,50 CC3 is used to generate potential energy surfaces of
the ground state (S0) and two lowest excited singlet states (S1, S2). Figure
3.3 shows the resulting potential energy surfaces. Comparing CC3 and
the 5SA-CASSCF(6,6) results of Ref 50, there is a qualitative agreement for
the ground and lowest excited state, while differences are present for the
second excited state. Themost striking difference is the energy barrier at
a CNNC angle of approximately 150◦, which is present for CC3, but absent
for CASSCF. CC3 amplitudes indicate that the ordering of states changes
along the rotational path. Close to the equilibrium structures, the second
excited state is the ππ∗ state, while the n2π∗2 state is the second excited
state at twisted geometries. These results are consistent with the CASPT2
study in Ref. 48. The ππ∗ state is already well described at the CC2 level of
theory, but triple excitations are clearly required to reproduce the n2π2

state qualitatively. This is reflected in the fraction of singles amplitudes,
which is high for the ππ∗ state and low for the n2π∗2 state.
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Figure 3.3: Ground state (S0) and the two lowest excited singlet states (S1,
S2) calculated with CC3 for a selected set of azobenzene structures along
the rotational path from Ref. 50.

CC2 and CC3 are used to investigate the factors influencing the verti-
cal excitation energy for equilibrium structures of azobenzene. Compar-
isons are also made with absorption maxima obtained from UV-VIS spec-
troscopy. 136 The factor that has the greatest impact on vertical excitation
energies is the molecular geometry, where the comparison is made be-
tween the CASSCF optimized structures from Ref 50 and MP2 optimized
structures. In addition, the basis set used when calculating the vertical
excitation energies must be of sufficient quality. The inclusion of dif-
fuse functions is shown to be of particular importance. The least impor-
tant factor is the method used, with CC2 and CC3 yielding similar results.
However, for the theoretically best result, there are differences compared
to experimental absorption maxima, even when a polarizable continuum
model (PCM) was used to account for solvent effects. These differences
might arise from inaccuracies in the experiment or any of the previously
discussed factors affecting the computations. In addition, inherent errors
in comparing vertical excitation energies and absorptionmaxima exist, as
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was discussed in Section 2.2. This illustrates how involved obtaining accu-
rate vertical excitation energies is and the difficulties in comparing with
experimental results.

3.3 Summary and discussion

Most computational studies of photoswitches are conducted with mul-
tireference methods due to the occurrence of conical intersections and
near-degenerate states. While coupled cluster methods are unsuitable
to describe such features, their compact description of dynamical cor-
relation and black box nature makes them well suited to describe all but
these problematic features. The applicability of coupled cluster methods
is shown for PSB3 and azobenzene. The inclusion of triple excitations is
needed to obtain high-quality potential energy surfaces for PSB3, where
CC3 is used in our study. The potential energy surfaces are in the vicinity
of a conical intersection, which shows that coupled cluster methods can
yield accurate results, even close to problematic features. The inclusion
of triple excitations is also important to describe states of doubly excited
character, e.g., the n2π∗2 of azobenzene, where even a qualitatively cor-
rect description might be unobtainable without triple excitations. Since
states of doubly excited character are important for organic photochem-
istry, methods used to study photoswitches should be able to handle such
states.

In general, CC3 is a robust and versatile method and can be used to
gain information about the potential energy surfaces and may indicate
prospective isomerization reaction paths of photoswitches. One could
envisage that CC3 could help ensure that a suitable orbital space is be-
ing used for a multireference method and also determine whether a mul-
tireference method includes sufficient dynamical correlation. A prelim-
inary CC3 study could be conducted before more complicated excited
state dynamics approaches are pursued. However, to treat photoswitches
larger than azobenzene with CC3, reductions in computational costs are
needed.

Several factors must be considered to obtain accurate vertical excita-
tion energies. This is investigated for cis- and trans-azobenzene, where
the factors in decreasing order of importance are: molecular geometry,
basis set, and methods (CC2 or CC3). Neglecting any of these factors may
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extend beyond inaccurate vertical excitation energies, e.g., yielding po-
tential energy surfaces of poor quality. In the case of molecular dynamics
studies, potential energy surfaces of poor qualitymay lead to incorrect re-
action paths being predicted, as well as inaccurate kinetic parameters. It
is particularly problematic when states are of different accuracy. There-
fore, such factors should be given sufficient attention also for molecular
dynamics studies, where the focus is often on correctly describing the
multireference character.

When there is a lack of high-level computational results for compar-
ison, determining the accuracy of computed vertical excitation energies
is further complicated. This is the case for azobenzene, and experimen-
tally obtained energies at absorption maxima are used for comparison.
However, differences are observed, even for the theoretical best result.
Whether the differences arise due to computational factors, experimen-
tal factors, or inherent flaws in the comparison is difficult to determine.
Regardless of the origin of the differences, the comparison illustrates well
the challenges in comparing computed vertical excitation energies with
experimentally obtained energies at absorption maxima.



4 Size-intensive properties of
molecular crystals

The main obstacle limiting coupled cluster methods is their steep com-
putational scaling. For instance, the computations presented for azoben-
zene in the previous chapter are already approaching the limits of what
CC3 can handle in a reasonable amount of time. Therefore, much effort
has been devoted to reduce the computational scaling of coupled cluster
methods and electronic structure methods in general.

A central concept for reducing the computational cost of electronic
structure methods is the “nearsightedness” of electrons in many-atom
systems.55 The concept explains that local electronic properties depend
significantly on the effective external potential only at nearby points. This
makes size-intensive properties of a target region obtainable, so long as
the electronic density of the target region is converged. The convergence
of the electronic density of a target region can be achieved by including
sufficiently large parts of the surroundings. However, unlike the elec-
tronic density, the energy of the target region converges slowly as more
of the surroundings are included. Therefore, the traditional requirement
of converging the energy prior to computing properties must be aban-
doned to make such an approach for obtaining size-intensive properties
viable.

This is the foundation for paper B, where we illustrate the advantage
of such an approach. We use cluster models of crystalline NH3, with the
target region being a single NH3 molecule. Upon increasing the cluster
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size, the HF electronic density of the target region converges, while the
HF energy does not. The converged electronic density allows converged
HF dipolemoments to be obtained, thereby showing the approach’s appli-
cability. Further, any existing fragment or orbital-based correlated wave
function models can be used to compute size-intensive properties of a
target region. We illustrate this possibility by computing CC2-in-HF ver-
tical excitation energies, which also converge with cluster size. In the fol-
lowing sections, relevant background and motivation are presented, fol-
lowed by the study’s main findings. Finally, a summary and discussion are
given.

4.1 Background and motivation

The locality of electron correlation is exploited in several low-scaling
electronic structure models. 14–30,56–60 However, they still adhere to the
traditional approach of converging the energy, and therefore, do not
reap all the benefits of the “nearsightedness” of electrons.55 In case of
molecular crystals, converging the energy of a target region requires
the infinite surroundings to be taken into account. This motivates
the extension of wave function models originally developed for single
molecules to periodic codes. 137–140

To achieve linear-scaling wave functions for molecular systems, local
MO spaces are often used, with approaches existing to generate local oc-
cupied82–84 and virtual85–89 spaces. However, for the infinite molecular
crystals, orbital space locality faces two challenges i) orthogonalization
tails and ii) near-linear dependencies.

Orthogonalization tails compromise compactness since local MOs
outside a given region must have components inside the region. This
is especially problematic when using high-quality basis sets since many
MOs are centered far outside the given region. Orthogonalization
tails can lead to slow convergence of the correlation energy in local
correlation approaches.94,95

Near-linear dependencies are especially problematic for large or
dense systems. This is due to the concerted effect of AOs on different
atomic centers, which greatly enhances near-linear dependencies.
Dealing with near-linear dependencies in a periodic framework may
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compromise the basis set quality since removing AOs from a unit cell will
remove AOs from all unit cells. While near-linear dependencies can be
avoided by using plane wave basis sets, this approach has other problems,
such as the need for a high energy cut-off to achieve accurate results.

When targeting size-intensive properties of molecular crystals, the
“nearsightedness” of electrons may allow the use of cluster models in-
stead of the periodic approach. Cluster models enable different basis sets
to be used in different regions of the cluster. Hence one may use smaller
basis sets outside a target region. Therefore, the problems of orthog-
onalization tails and near-linear dependencies may be alleviated by us-
ing cluster models. Further, cluster models allow for any molecular wave
function based scheme to be used for its description. These aspects mo-
tivate the investigation of the convergence of the electronic density of a
target region in cluster models of molecular crystals. Convergence of the
electronic density allows size-intensive properties to be obtained.

To rationalize why the electronic density of a target region should
converge with cluster size, it is instructive to consider an optimization
scheme that does not enforce a canonical basis. For illustrative purposes,
assume that the optimization scheme generates, or transforms to, an or-
bital basis of local occupied and virtual MOs in each HF iteration. The
resulting new occupied orbital i can be written as

C̃µi = Cµi +
∑
a

Cµaκai +O(κ2) (4.1)

where κ is an orbital rotations matrix. Hence, for each iteration in the
energy optimization, an orbital i in the target region will get an amount
of virtual MO amixed in, weighted (to first order) by the magnitude of κai.
If an occupied MO i, and likewise the electronic density, is to be changed
by a virtual orbital a centered far away, κai must be of significant size.
The size of κai is, to a large extent, determined by the size of Fai, and
for local orbitals i and a centered far away from each other Fai exhibits a
rapid decay. 141 The MOs of the target region, and likewise, the electronic
density of the target region will, therefore, at some point be unchanged
when increasing the cluster size. The use of local MOs in this analysis is
convenient from a conceptual point of view since local MOs also enable
partitioning into a target electronic density which is local. However, the
electronic density is invariant with respect to redundant rotations, and
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Figure 4.1: NH3 clusters where the target region and the first surrounding
shells have been highlighted. The target region (green) is the central NH3

molecule, shell 1 (blue) is the first shell of 12 molecules, shell 2 (red) is the
second shell of 27 molecules, while shell 3+ (grey) is any shells beyond the
second shell.

the convergence properties of a local part of the electronic density with
cluster size are indifferent to the choice of basis.

The NH3 clusters are depicted in Figure 4.1, for which HF calculations
are done, followed by localization and partitioning of the occupied or-
bitals as stated in section 3.3 of paper B. The partitioning of the HF elec-
tronic energy presented in Section 2.3 is used to evaluate the energy and
electronic density of the target region. The partitioning is not a require-
ment for computing size-intensive properties of a target region but is
useful to illustrate the convergence behaviour of the energy and, indi-
rectly, the electronic density. In addition to investigating the conver-
gence of the electronic density, HF dipole moments and CC2-in-HF ver-
tical excitation energies are also computed. In the case of CC2-in-HF cal-
culations, the virtual space is described by PAOs. These are generated for
a region termed the virtual active region, where two regions of different
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size are defined: target + shell 1 or target + shell 1-2.

4.2 Main findings

The energy differences between clusters of different sizes are calculated
to evaluate how the electronic density and energy of the target region are
affected by the cluster size. These are given by

∆E(m,n) = Em − En (4.2)

where Em is an energy (E1-elt , E2-elt , Eintt or Et) for a cluster containing m

molecules and En is an energy for a cluster containing nmolecules.

Upon increasing the cluster size, the negative one-electron contribu-
tion to the target region, E1-elt , increases in magnitude. This is due to the
long-range interaction between the electrons in the target region and all
nuclei of the cluster. For the two-electron interaction between the elec-
trons in the target region and the electrons outside the target region,Eintt ,
we see the same long-range effects. However, here the energy contribu-
tions are positive. Hence, these energy contributions do not converge
with cluster size.

However, ∆E1-elt and ∆Eintt have similar values, except with opposite
signs, and they nearly cancel each other out. This results in small changes
to the energy of the target regionEt. Although the changes inEt are small,
convergence cannot be reached. This can be seen in Figure 4.2, where the
absolute value of ∆Et(m,n) is plotted against m. On the other hand, the
two-electron contribution to the target region, E2-elt , does converge with
cluster size. This can be seen from the absolute value of ∆E2-elt (m,n),
also plotted in Figure 4.2. This implies that, beyond a given cluster size,
Dt is not significantly affected by extending the cluster further. This nu-
merically illustrates the theoretical discussion in the previous section and
originates from the nearsightedness of electrons in many-atom systems.
Therefore, one can conclude that a converged electronic density can be
obtained for a target region without converging the ground state energy.

The converged electronic density of the target region should result in
converged size-intensive properties with respect to cluster size. This is
the case for HF dipole moments of the target region, which makes sense
since dipole moments only depend on the electronic density. However,
CC2-in-HF vertical excitation energies were also found to converge with
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Figure 4.2: The absolute value of ∆Et(m,n) and ∆E2-elt (m,n) plotted
against number of molecules (m in equation 4.2).

cluster size. The occupied and virtual correlated natural transition or-
bitals for the excitation are shown in Figure 4.3. While this requires a
virtual orbital space extending beyond the target region, it was sufficient
to use the target + shell 1 as the virtual active region. Expanding the vir-
tual orbital space beyond shell 1 only leads to minor changes in excitation
energies. Therefore, a limited virtual space might be sufficient to obtain
accurate excitation energies for local excitations. It is important to note
that the CC2-in-HF vertical excitation does not correspond to the lowest
excitation in crystalline NH3 due to the occupied space only including the
target region.

Further, only minor changes in dipole moment occurred when chang-
ing the basis set outside the target region. Similarly, the vertical excita-
tion energies mainly depend on the basis set of shell 1. This illustrates
that smaller basis sets can be used outside the target region, and a min-
imal basis might be sufficient for the outer regions. Therefore, a cluster
approach could alleviate the problem of near-linear dependencies.
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Figure 4.3: Occupied (left) and virtual (right) correlated natural transition
orbitals for the investigated excitation. A cluster size of 143molecules was
used, however only the target region and shell 1 are visualized.

4.3 Summary and discussion

The possibility of computing size-intensive properties for a target region
using a converged electronic density is currently an underexploited fea-
ture. The feature is particularly useful for molecular crystals since peri-
odic approaches and problems associated with their application can be
avoided. For cluster models of crystalline NH3, the HF electronic den-
sity of the target region converges with cluster size, while the HF energy
does not. The convergence of the electronic density translates to conver-
gence of HF dipole moments of the target region with cluster size. This
illustrates the validity of such an approach for computing size-intensive
properties for a target region using a converged electronic density.

Further, any existing fragment or orbital-based correlated wave func-
tion model can be used to compute size-intensive properties of a target
region. The convergence of CC2-in-HF vertical excitation energies of a
local excitation illustrates this possibility. Naturally, a virtual space which
is allowed to extend outside the target region is needed. However, one
does not need to go far outside the target region to obtain convergence
of the vertical excitation energy. The important point is to use a high-
quality basis set inside and near the target region. The ability to obtain
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local excited state properties using coupled cluster for systems as large
as molecular crystals has several potential applications. Computing core
excitations is one potential application since the occupied orbitals which
are excited from are local.

The cluster approach also lends itself to using multilevel coupled
cluster methods,31,97,98,102,103 which allow higher level coupled cluster
methods to treat parts of the cluster. In cases where large clusters are
needed to converge the electronic density of the target region, HF cal-
culation might become prohibitively expensive. However, computational
cost can be reduced by using multilevel HF 104 instead of HF, or by using
a QM/MM 142,143 or QM/PCM 144,145 approach.

The ability to use different basis sets in regions of the cluster is an-
other useful feature of cluster approaches. The HF dipole moments and
theCC2-in-HF excitation energies show that convergence can be reached
with a minimal basis in the outer regions of the cluster. Using smaller ba-
sis sets to treat parts of a cluster comes with the benefits of lowering
computational costs. Furthermore, it could also alleviate the problems of
near-linear dependencies and orthogonalization tails, which can occur in
periodic approaches.



5 A computational elucidation
of the potential of XAS for
gas clathrates

Gas clathrates are structures where small guest molecules are trapped in
hydrogen-bonded water cages, where CH4 and CO2 clathrate are of par-
ticular interest. The interest in CH4 clathrate can partly be explained by
its potential as an energy source, while the interest in CO2 clathrate is re-
lated to carbon capture and storage. Crystal structure, cage occupancy,
and formationmechanism are important for gas clathrates. X-ray absorp-
tion spectroscopy (XAS) is a promising candidate for studying these prop-
erties. However, the method has received limited attention. Therefore, a
computational study of gas clathratesmay elucidate the potential of char-
acterizing gas clathrates using XAS.

The cluster approach presented in the previous chapter should bewell
suited for generating core excitation spectra since the excitation is from
core orbitals, which are local. In paper C carbon core excitation spec-
tra of CH4 and CO2 clathrate are generated using this approach, and the
potential of XAS for characterizing these gas clathrates is evaluated.

The spectra generated clearly show that one should be able to dis-
tinguish between CH4 and CO2 clathrate using XAS. For CH4 clathrate,
different cage types might be distinguishable from XAS, while this is not
the case for CO2 clathrate. Being able to distinguish between cages is
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useful since it is required to determine the occupancy of specific cages.
In the following sections, relevant background and motivation are pre-
sented, followed by the study’s main findings. Finally, a summary and dis-
cussion are given.  

5.1 Background and motivation

Gas clathrates are found in three common crystal structures, where the
size of the gas molecules is the main predictor of which structure will
be formed. The most common structure found in earth’s natural envi-
ronment is the cubic structure I (sI), where the cages are occupied by
small guest molecules, such as CH4, ethane, CO2, etc. 146 For larger guest
molecules (propane, iso-butane, etc.) the common structure is the cu-
bic structure II (sII). In the case of sI, there are two unique dodecahedral
cages (D-cages) and six unique tetradecahedral cages (T-cages), while for
sII there are 16 unique D-cages and 8 hexadecahedral cages (H-cages).
Being able to determine the total cage occupancy and the cage occu-
pancy of a certain cage type is needed to evaluate the resources found in
gas clathrate deposits, as well as the amount of gas that can be stored in
clathrates. It should be noted that neither CH4

147–149 nor CO2
150 are fixed

within the cages, with significant thermal fluctuations for both clathrates
even at low temperatures.

There are currently four experimental methods which are widely
used to characterize clathrates: Raman spectroscopy, 151–159 nuclear
magnetic resonance spectroscopy (NMR), 152,158,160–168 X-ray diffraction
(XRD), 153,156,161 and neutron diffraction. 147,150,155,169,170 Conversely, XAS
has seen limited use for the study of gas clathrates. To the best of our
knowledge, the XAS studies done by Finney and coworkers 171,172 on the
formation and pressure dependence of krypton clathrate are the only
XAS studies of gas clathrates. XAS has several attractive properties,
which makes it a promising technique for studying gas clathrates. Firstly,
it is an element-specific technique, which could be useful to differentiate
guest molecules containing different atoms. Secondly, XAS is sensitive
to the local environment around the absorbing species. For this reason,
one should be able to determine the guest molecule, cage type, and
possibly even cage vacancies. The sensitivity to the local environment
also makes XAS, or more specifically extended X-ray absorption fine
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structure (EXAFS), suited to investigate the formation of gas clathrates 171.

However, one of the drawbacks of XAS is that it is an average tech-
nique. This means that different species might yield overlapping spectra,
which could make it challenging to identify individual species. The iden-
tification of individual species is often helped by the use of standards of
known species. However, this may not be an option in the case of gas
clathrates. A computational study may elucidate the potential of XAS for
the study of gas clathrates.

The clusters used in this study were centered on the guest molecules
(CH4 and CO2) in the unique cages of sI, which constitute 2 D-cages and
6 T-cages, and a single cluster of CH4 in an H-cage of sII. Carbon core
excitation energies and oscillator strengths are calculated using CC2-in-
HF, where the guest molecule is chosen as the target region. To reduce
the computational cost, the core valence separation approximation is em-
ployed, where only excitations involving core orbitals are computed.6,74,173

The cluster size and virtual active region are chosen based on a prelimi-
nary study. A cluster with a radius of 10.2 Å is found to yield a converged
spectrum. A virtual active space consisting of the guest molecule and the
waters making up the cage is sufficient to obtain a converged spectrum.
The basis sets were chosen based on the basis set study in paper B.

5.2 Main findings

For brevity, the spectra are said to be generated for given cages, even
though the excitation is from the guest molecules. In the case of CH4

clathrate there are clear differences between the spectra of all unique
cages, even for the same cage type. However, the most significant differ-
ence is observed between in D-cages and either T- or H-cages. This can
be seen in Figure 5.1, where a representative spectrum of each cage type
is plotted. While D-cages produce a spectrumwith a single main peak, T-
and H-cages produce spectra with a distinct shoulder feature. The spec-
tra of the larger T- and H-cages are also shifted to lower energies. Based
on this, one should be able to distinguish between D- or T-type cages.
This is an important finding as these cages make up the most common
CH4 crystal structure (sI). Unlike sI CH4 clathrate, the unique cages of sI
CO2 clathrate yield indistinguishable main peaks, as can be seen from the
spectra in Figure 5.2. There are some observable differences in the peaks
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Figure 5.1: Carbon core excitation spectra of CH4 in D1 (blue), T1 (red) and
H1 (green) cages.

following themain peak. However, these have a low intensity and aremost
likely of limited experimental value. The experimental XAS spectrum for
sI CO2 clathrate, which can be obtained by averaging the spectra of all
unique cages, should be quite similar to the spectra of any of the spectra
shown in Figure 5.2. For sI CH4 clathrate, the experimental XAS spectra
should appear like the spectra shown in Figure 5.3, which is an averaged
spectrum of all unique cages. The position of the main feature differs
by approximately 1 eV between CH4 and CO2 clathrate. Therefore, XAS
should be able to differentiate between the two clathrates.

Since defect-free structures are unlikely to exist, we also investigate
how CH4 vacancies affect the spectra. We focus on the two cage types of
sI, specifically the T1 and D1 cage. There are 14 cages and 12 cages sur-
rounding the T1 and D1 cages, respectively. When all surrounding cages
are vacant, we observe only minor changes to the spectra of both cages,
as seen in Figures 5.4-5.5. Since the changes are minor, it is unlikely that
they will be observed experimentally.
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Figure 5.2: Carbon core excitation spectra of CO2 in all unique cages of sI
CO2 clathrate.

Figure 5.3: Carbon core excitation spectra of CH4 averaged over all unique
cages of sI CH4 clathrate.
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Figure 5.4: Carbon core excitation spectra of CH4 in the T1 cage, with the
all surrounding cages filled (blue) and all surrounding cages empty (red).

Figure 5.5: Carbon core excitation spectra of CH4 in the D1, with the all
surrounding cages filled (blue) and all surrounding cages empty (red).
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5.3 Summary and discussion

The carbon core excitation spectra indicate that XAS can be used to char-
acterize CH4 and CO2 clathrate. XAS should be able to distinguish be-
tween guest molecules, and for sI CH4 clathrate, also be able to distin-
guish between cage types. A potential deficiency of this study could arise
due to the guest molecule being fixed, while they are known to have sig-
nificant thermal fluctuations. A useful continuation of this studywould be
to investigate the effect that rotation and displacement within the cage
have on the carbon core excitation spectra. In addition, a future study
using multilevel coupled cluster would be valuable, since CC2 might not
be able to accurately represent core excitations. Ideally, MLCC3 would be
used, since the inclusion of triple excitations has shown to be important
when describing core excited states.7,8

Another important aspect not considered in this study is whether it is
experimentally feasible to use XAS to study clathrates. Since clathrates
require very particular temperature and pressure conditions, it could be
challenging. However, since XAS is very sensitive to the local environ-
ment, investigation of the formation of clathrates could be an area where
XAS would excel.

Upon introducing vacancies in surrounding cages, only limited
changes to the spectra are observed. This might mean that XAS is
unsuitable to investigate the distribution of vacancies. Including more
states in the calculation may capture differences, but the premise for
the study is the locality of the excitations and high-lying excitations may
require a less local virtual space.

The results indicate that the cluster approach presented in the previ-
ous chapter is well suited for investigating core excitations of large sys-
tems. For core excitations, a small occupied space is a good approxima-
tion, while this was not the case for the valence excitations of crystalline
NH3.





6 Conclusion and outlook

In this thesis, spectroscopic properties of photoswitches and molecular
crystals are studied using coupled cluster methods. The studied systems
have properties making them challenging to treat with coupled cluster
methods, either due to their size or the presence of problematic degen-
eracies. Despite this, coupled cluster methods are shown to be valuable
tools even for these challenging systems, as long as limitations are kept
in mind.

The main counterargument to using coupled cluster methods to treat
photoswitches is their inability to treat ground state degeneracies and
the problems arising at conical intersections between excited states of
the same symmetry.67–69 However, coupled cluster is well suited to treat
all but these problematic features. This is shown for the photoswitches
PSB3 and azobenzene, where the performance of CC3 is particularly im-
pressive. CC3 was able to reliably generate ground and excited state po-
tential energy surfaces, even for states of doubly excited character and for
regions in the vicinity of an isomerization point. Being able to accurately
describe potential energy surfaces without having to select an active or-
bital space, makes coupled cluster methods including triple excitations a
valuable tool for investigating photoswitches. One can envisage CC3 as a
tool used for preliminary investigation of prospective isomerization paths
or to evaluatemultireferencemethods in regards to dynamical correlation
or active space selection. However, the system size which can be treated
using coupled cluster methods including triple excitations is rather lim-
ited. This highlights the value of reducing the computational scaling of
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such methods.

In the case of molecular crystals, the steep computational scaling of
coupled cluster methods is the obstacle which needs to be overcome.
However, local excited state properties can be investigated with coupled
cluster in a reduced orbital space, in combination with cluster models of
molecular crystals. This possibility arises due to the “nearsightedness” of
electrons in many-atom systems55, which allows for size-intensive prop-
erties of a target region to be obtainedwithout requiring the convergence
of the energy. This was illustrated for cluster models of crystalline NH3,
where the electronic density of a target region was found to converge
with cluster size. As a result, converged HF dipole moments and CC2-
in-HF excitation energies of a local excitation could be computed. Cur-
rently, this is an underappreciated feature. In principle one can use any
existing fragment or orbital correlated wave function model to compute
size-intensive properties of the target region. However, due to the en-
ergy of the target region not converging with cluster size, the traditional
approach of first converging the energy must be abandoned. A cluster
approach also gives flexibility in the choice of basis set, where a mini-
mal basis may be sufficient in outer regions of the cluster. This can re-
duce computational cost and alleviate problems of orthogonalization tails
and near-linear dependencies, which can be problematic for periodic ap-
proaches.

The locality of core orbitals makes computing core excited properties
an interesting application of cluster approaches. Core excitation spec-
tra are generated for CH4 and CO2 clathrates, with the goal of evaluating
the potential of XAS for the study of such systems. Similar to the other
size-intensive properties investigated, the spectra converge with cluster
size and only require a moderately sized virtual orbital space. Based on
the spectra generated, XAS should be able to differentiate between the
CH4 and CO2 clathrates and might be able to distinguish between cage
types in sI CH4 clathrate. The theoretical spectra calculated in our study
might be of value for interpreting experimental data, once it is available.
However, to accurately describe core excitations the inclusion of triple
excitations has been shown to be important. Therefore, a continuation
study could be to use multilevel CC3, where only the central molecule is
treated with CC3. Spectra generated with multilevel CC3 would be valu-
able in and of itself, but also to evaluate the quality of CC2 spectra. Fur-
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ther, since significant thermal fluctuations of the guest molecule within
the cage is characteristic for CH4 and CO2 clathrates, investigating the
effect rotation and displacement of the guest molecule has on the carbon
core excitation spectra would be useful.
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Abstract

In this article, we use two extensively studied systems, a retinal model system and

azobenzene, to explore the use of coupled cluster models for describing ground and

singlet excited state potential energy surfaces of photoswitchable systems. While

not being suitable for describing nuclear dynamics of photoisomerization, coupled

cluster models have useful attributes, such as the inclusion of dynamical correlation,

their black box nature, and the systematic improvement offered by truncation level.

Results for the studied systems show that when triple excitations (here through the

CC3 model) are included, ground and excited state potential energy surfaces for

isomerization paths may reliably be generated, also for states of doubly excited char-

acter. For ground state equilibrium cis- and trans-azobenzene, the molecular geome-

try and basis set is seen to significantly impact the vertical excitation energies for the

two lowest excited states. Efficient implementations of coupled cluster models can

therefore constitute valuable tools for investigating photoswitchable systems and

can be used for preliminary black box studies to gather information before more

complicated excited state dynamics approaches are pursued.

K E YWORD S

azobenzene, coupled cluster, excited states, penta-2,4-dieniminium cation,
photoisomerization

1 | INTRODUCTION

Photoswitches constitute a class of molecular machines that undergo

reversible isomerization upon stimulus by light, so-called pho-

toisomerization. Computational approaches for photoisomerization

processes are considered to be of great value for the study of photo-

switches, especially in conjunction with spectroscopic techniques.1–3

To get a more complete overview of the isomerization mechanism

itself and the interplay of several electronic states, accurate ab initio

molecular dynamics are needed. However, the computational costs of

such calculations are high, and they are complicated by the frequent

occurrence of conical intersections,4 which require special attention

to the chosen method. From ground and excited state electronic

structure calculations, the mechanism itself cannot be fully elucidated,

but electronic structure theory provides valuable information about

the potential energy surfaces and may indicate possible reaction paths

for the isomerization process.

Many features of the potential energy surface are important for

the machinery of photoswitches. Ground state surfaces give informa-

tion on relative stability of isomers, relaxation processes following

decay from excited state and energy barriers for thermal isomeriza-

tion. The energy barriers will indicate whether a molecule may
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function as a photoswitch at all (high enough energy barrier in one

direction) and if the process is thermally reversible. Excited states nat-

urally play a key role in the mechanisms of photoisomerization, with

curvature and shapes giving information on the efficiency of possible

decay pathways to the ground state and whether the process is pho-

tochemically reversible. The energy of the excited states relative to

the ground state energy will give information on wavelengths needed

for initiating (and for certain photoswitches, reversing) the isomeriza-

tion process. Mapping out potential energy surfaces for ground and

excited states can also yield information on and characterize conical

intersections, depending on the choice of method.

Due to the occurrence of conical intersections and near-

degenerate states in photoisomerization processes, multiconfi-

gurational self-consistent field methods, such as the complete active

space SCF (CASSCF)5 methods, as well as multireference methods

including dynamical electron correlation, such as multireference con-

figuration interaction with singles and doubles (MRCISD),6 MRCISD

with a Davidson-type correction (MRCISD+Q),7,8 (multi-state) com-

plete active space second order perturbation theory (CASPT2)9,10

with and without a ionization potential - electron affinity shift

(IPEA),11 restricted active space second order perturbation theory

(RASPT2),12 (quasi-degenerate) n-electron valence state second order

perturbation theory (NEVPT2),13–15 and extended multiconfiguration

quasi degenerate second order perturbation theory (XMCQDPT2),16

have been used extensively.1,17–33 Single-reference methods such as

time dependent density functional theory (TDDFT),34 Møller–Plesset

perturbation theory,35 and various members of the coupled cluster

hierarchy of wave function models, have also been used.24,36–44 One

advantage of single-reference methods compared to multireference

methods is that no active space selection is necessary. Hence, the

quality of the results will not depend on whether the appropriate

orbital space has been chosen by the user. Furthermore, although

single-reference coupled cluster methods cannot describe near-

degeneracies, coupled cluster models with at least triples excitations

can describe electronic states with doubly excited character that are

important for organic photochemistry. For this purpose, approximate

triples schemes such as the iterative CC3 model,45 or the non-

iterative equation-of-motion (EOM) CCSD(dT), EOM-CCSD(fT)46–48

and EOM-CCSD(T)(a)/EOM-CCSD(T)(a)*49 models can be used in

place of CCSDT.50 However, for excited electronic states dominated

by single-electron excitations, low-level truncations of the hierarchy,

for example, CCSD51 or approximate versions such as CC2,52 can be

used. Hence, the adequacy of coupled cluster models for photo-

switches will depend on the chosen truncation level.

The coupled cluster Jacobian, which is diagonalized to obtain

excited states, is nonsymmetric and may become defective at conical

intersections.53 This precludes the standard models from being used

for ab initio excited state dynamics of photochemical systems. How-

ever, coupled cluster has advantages for the characterization of gro-

und and excited state surfaces, such as the inclusion of dynamical

correlation and the possibility for systematic improvement offered by

choice of truncation level. In addition, coupled cluster models are

black box in nature and the user does not have to define active spaces

or parameters. However, due to the computational cost of including

triple (or approximate triple) excitations to the hierarchy, there are

few such results for potential energy surfaces of photoswitches in the

literature. A notable exception is the use of EOM spin-flip (SF) CCSD

with perturbative triples corrections (EOM-SF-CCSD(dT) and EOM-

SF-CCSD(fT)) for the penta-2,4-dieniminium cation (PSB3) model sys-

tem of retinal, which shows excellent agreement with MRCISD+Q

results.54 The spin-flip approach exploits the fact that a high-spin trip-

let reference is well behaved across the bond torsion and generates

singlet ground and excited states as spin-flip excitations from the trip-

let reference. From this study, it is clear that inclusion of triples leads

to a significantly better agreement with MRCISD+Q compared to

EOM-SF-CCSD; however, it is unclear whether the high-spin refer-

ence is necessary to obtain this accuracy. CC3 has also been used for

the PSB3 system,44 but without comparison to high-level

multireference methods.

For PSB3, the extensive set of MRCISD+Q calculations by

Olivucci and collaborators27 have proven indispensable for

benchmarking other computational methods.54,55 Comparisons have

been made between these MRCISD+Q results and EOM variants of

coupled cluster such as EOM-CCSD, EOM-SF-CCSD, EOM-SF-CCSD

(dT), and EOM-SF-CCSD(fT).54 Based on this comparison, EOM-SF-

CCSD(dt/ft) was shown to agree well with MRCISD+Q. The impor-

tance of dynamical electron correlation has also been shown for

PSB3, where CASSCF gave a barrierless first singlet excited state (S1)

potential energy surface while CASPT2 yields an S1 surface with a

small barrier.56 Introduction of dynamical correlation by performing

single point calculations along the CASSCF S1 surface did not correct

the shape of the potential energy surface. In addition, Send et al.44

investigated excited state surfaces generated by rotation around all

bonds in PSB3 using TDDFT, CC2, and CC3. From their results, it

appears that there are significant differences between the coupled

cluster methods and TDDFT, particularly for rotations around single

bonds.

Another photoswitch that has garnered much attention is

azobenzene and its derivatives. Due to the size of azobenzene, limita-

tions are imposed on choice of computational method and/or basis

set. Zhu et al.31,32 optimized equilibrium states, transition states and

conical intersections with five state averaged (5SA) CASSCF

(6,6)/6-31G,57 for the ground state and the first three singlet excited

states. The focus of the work in Reference 32 was primarily to carry

out molecular dynamics, however, a rotational path was generated by

interpolation, which can be used to compare other computational

methods with CASSCF. It should be noted that the CASSCF excitation

energies of the cis and trans structures in Refs. 31 and 32 deviate sig-

nificantly from experimental values, which can be explained by the

fact that CASSCF excitation energies have been found to have a large

deviation from more accurate methods.58 Recently, a thorough map-

ping of the ground state and first excited state potential energy sur-

faces of azobenzene was performed by Aleotti et al.33 using RASPT2.

In this case, the excitation energies of the cis and trans structures are

in much better agreement with experimental values. This shows the

importance of dynamical electron correlation when computing
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excitation energies for comparison with experimental results. Casellas

et al.30 further argue that dynamical electron correlation must also be

included for geometry optimization of critical points on the lowest sin-

glet excited states. In addition to the studies mentioned, there are

several studies of azobenzene using CASSCF and other multireference

techniques containing dynamical electron correlation.3,18,21–23,25,28,59

With respect to single-reference methods, CC2 and CCSD calcula-

tions of excitation energies have been performed for azobenzene by

Hättig and coworkers.38,39 However, high-level single-reference cal-

culations with at least triples corrections are not presented in litera-

ture for azobenzene, and hence experimental results60 provide the

basis for evaluating computational results.

The focus of this article is to explore the capabilities of the coupled

cluster models for mapping singlet potential energy surfaces of photo-

switches. We utilize the newly released and efficient coupled cluster code

in the eT program61 to generate potential energy surfaces for CC2, CCSD,

and CC3. As already mentioned, CC2 and CCSD will not give good results

for excitations of strong doubly excited character, but for single-excitation

dominated processes they are expected to give good results.62 In this

study, the performance of CC2, CCSD, and CC3 are presented for tor-

sional angles that include potentially problematic regions such as isomeri-

zation points. The photoswitches studied are PSB3, which displays

torsion of a C C double bond, and azobenzene where we study the tor-

sion about the N -N double bond. The large number of studies facilitates

evaluation of the performance of the coupled cluster models. The advan-

tage of CC3 is the fact that it can describe excitations of doubly excited

character and that results are not complicated by choice of an active

orbital space. With the new CC3 implementation (see, Reference 63) pho-

toswitches of about 20 non-hydrogen atoms can be treated using aug-

mented basis sets, such as aug-cc-pVDZ, using high performance

computing resources. The inclusion of diffuse functions has been shown

to significantly impact vertical excitation energies,64 hence being able to

perform CC3 calculations with augmented basis sets is valuable.

The article is structured as follows. In Section 2.1, we provide

computational details. In Section 2.2, we present potential energy sur-

faces of PSB3 generated by CC2, CCSD, and CC3 and compare to

MRCISD+Q27 and spin-flip coupled cluster methods.54 Further, we

explore the basis set effect for the potential energy surfaces for

PSB3. In Section 2.3, we explore how coupled cluster model, basis set,

molecular geometry, and solvent effects affect vertical excitation

energies for cis and trans ground state equilibrium azobenzene struc-

tures. Finally, CC3 potential energy surfaces for isomerization through

CNNC torsion for azobenzene are presented in Section 2.4. Conclud-

ing remarks are given in Section 3.

2 | RESULTS AND DISCUSSION

2.1 | Computational details

In this section, the software and settings used for computations are

presented. CC2, CCSD, and CC3 excitation energies were computed

with the eT program.61 All coupled cluster calculations presented are

computed using frozen core. The decomposition of the electron repul-

sion integrals65 threshold was set to 10�10. The energy and gradient

thresholds for Hartree–Fock and the energy and residual thresholds

for the coupled cluster ground state were all set to 10�8. The energy

and residual threshold for the coupled cluster excited states were set

to 10�4. In coupled cluster calculations where the solvent effects of

methanol were accounted for by a polarizable continuum model

(PCM),66 the static permittivity was set to 32.63, the optical permittiv-

ity was set to 1.758 and the probe radius was set to 1.855 Å.

2.2 | The penta-2,4-dieniminium cation (PSB3)

In this section, we discuss CC2, CCSD, and CC3 results for CASSCF

optimized penta-2,4-dieniminium cation (PSB3) structures presented

by Olivucci and collaborators.27 The three relevant isomerization

paths are depicted schematically in Figure 1. The charge transfer

(CT) path and covalent/diradical (DIR) path are both rotational mini-

mum energy paths connecting the transition states (TSCT and TSDIR)

to the cis-reactant and trans-product. The paths differ in the character

of the wave functions, with the DIR path being dominated by a cova-

lent/diradical wave function along the entire isomerization path and

the CT path being dominated by a charge transfer wave function close

to TSCT, but otherwise being dominated by a covalent/diradical wave

function. For these two paths, calculations are performed for the tran-

sition states and eight geometries on either side of the transition

state, with the dihedral angle in the range � 82
�
–103

�
. The bond

length alternation (BLA) path corresponds to a coordinate obtained by

linear interpolation and extrapolation of the two transition state struc-

tures (TSCT and TSDIR) and intercepts a single conical intersection. The

bond length alternation coordinate is defined as the difference

between the average bond lengths of formal double and single bonds,

and has a positive value at TSCT and negative values at TSDIR. For

details, see Reference 27. These structures are well suited for testing

the capabilities of the coupled cluster methods, since extensive litera-

ture on both multireference and equation of motion-coupled cluster

(with and without spin-flip) exists. The MRCISD+Q/6-31G* results

from Reference 27 are used as reference for evaluating the coupled

cluster methods. Although 6-31G* is a rather small basis set for

describing excited states, results in Reference 27 are presented for all

paths using 6-31G*. It is, therefore, useful in the context of evaluating

whether coupled cluster models can perform on par with MRCISD

+Q. To assess the shape of surfaces generated by coupled cluster

models, the nonparallelity value is computed for the S0 and S1 sur-

faces for all paths. The nonparallelity value is given by,

ΔEmax�ΔEmin ð1Þ

where ΔEmax and ΔEmin is the maximum and minimum energy differ-

ence for a potential energy surface computed in two different man-

ners, respectively. Nonparallelity values are in Sections 2.2.1–2.2.3

used to evaluate the shape of the coupled cluster surfaces relative to

the benchmark results. In Section 2.2.4, we use nonparallelity values
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to evaluate how coupled cluster surfaces change upon changing the

basis set.

2.2.1 | BLA path

In this section, we consider results for the BLA path using 6-31G*.

CC2, CCSD, and CC3 results are plotted in Figure 2 together with

the MRCISD+Q benchmark results of Reference 27, and energies

are relative to cis-PSB3. Additionally, nonparallelity values of the

coupled cluster models relative to MRCISD+Q are presented in

Table 1. From Figure 2, we first of all see that CCSD cannot

describe the BLA path. The deviation in vertical excitation energies

relative to MRCISD+Q is found to vary between 0.13 and 0.28 eV.

The conical intersection cannot be seen for the CCSD surfaces, as

it is shifted beyond TSDIR and outside the range of the plot. How-

ever, the nonparallelity values for the S0 and S1 surfaces for the

BLA path computed with CCSD are only of 0.02 eV and 0.01 eV

(see Table 1), so the shape of the S0 and S1 surfaces are similar to

those from the MRCISD+Q benchmark results. This is consistent

with EOM-CCSD results from Reference 54, where the non-

parallelity values for the S0 and S1 surfaces where 0.02 eV and

0.01 eV, respectively. CC2 energies are closer to the MRCISD+Q

reference values than CCSD, as is seen from both Figure 2 and by

comparing vertical excitation energies. The conical intersection for

CC2 is shifted closer to that of the MRCISD+Q relative to CCSD,

although still beyond TSDIR and outside of the plot. With respect

to the vertical excitation energies, the CC2 results deviate

between 0.02 and 0.11 eV from the MRCISD+Q results, which is

smaller than the deviations for CCSD. However, the nonparallelity

values are larger for CC2 than for CCSD, with a value of 0.04 eV

for the S0 surface and 0.03 eV for the S1 surface. We see from

Figure 2 that the CC3 results for the S0 and S1 surfaces appear to

be quite similar to the MRCISD+Q results, except that they are

shifted downward in energy by approximately 0.07 eV. The CC3

vertical excitation energies differ by only 0.01–0.03 eV compared

to the MRCISD+Q results and the nonparallelity values are small,

with a value of 0.03 eV for S0 and 0.01 eV for S1. Hence, the CC3

surfaces are similar to the MRCISD+Q surfaces, also with respect

to the position of the conical intersection. CC3 also performs simi-

larly to EOM-SF-CCSD(dT) from Reference 54, as can be seen from

the nonparallelity values given in Table 1. CC3 shows a slightly

better agreement for the S0 surface, while for the S1 surface the

agreement depends on whether the nonparallelity value of EOM-

SF-CCSD(dT) with or without kinks is used (see Reference 54).

Small differences are also seen when comparing CC3 vertical exci-

tation energy of TSCT and TSDIR with either EOM-SF-CCSD(dT) or

EOM-SF-CCSD(fT) from Reference 54. For TSCT the vertical

excitation energy is 0.45 eV, 0.48 eV, and 0.43 eV, for CC3, EOM-

SF-CCSD(dT), and EOM-SF-CCSD(fT), respectively. For TSDIR, the

vertical excitation energy is 0.05 eV, 0.03 eV, and 0.03 eV, for

CC3, EOM-SF-CCSD(dT), and EOM-SF-CCSD(fT), respectively.

Hence, we see that accurate results may be obtained without using

a well-behaved high-spin triplet reference.

2.2.2 | CT path

In this section, we consider results for the CT path using 6-31G*.

CC2, CCSD, and CC3 results are plotted in Figure 3 together with the

MRCISD+Q benchmark results of Reference 27, and energies are rel-

ative to cis-PSB3. From Figure 3, we see that CCSD provides too large

excitation energies, as was the case for the BLA path. The difference

in vertical excitation energies between CCSD and MRCISD+Q is in

the range 0.23–0.28 eV, which is similar to that of the BLA path

(0.13–0.28 eV). However, CCSD is doing a worse job reproducing the

F IGURE 2 S0 and S1 energies for BLA-path relative to cis-PSB3
computed with CC2, CCSD and CC3 with 6-31G*. MRCISD+Q with
6-31G* benchmark results from Reference 27 are included for
comparison

F IGURE 1 Schematic representation of the CT and DIR path,
which are minimum energy paths in the cis ! trans isomerization, and
the BLA path, which is a path that interpolates the transition states of
the CT and DIR paths
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shapes of the S0 and S1 surfaces than for the BLA path, as can be seen

from the nonparallelity values (see Table 1). The nonparallelity values

of the CT path with CCSD are one order of magnitude larger than for

the BLA path for both surfaces. Considering the CC2 surfaces, we see

from Figure 3 that CC2 provides a better agreement with MRCISD+Q

for some of the vertical excitation energies than CCSD, with devia-

tions ranging from 0.06 eV (close to CT coordinate 0.0) to 0.26 eV at

CT coordinates ±0.08 Å�amu1/2. CC2 has a nonparallelity value for the

S0 surface of 0.03 eV, whereas the nonparallelity value for S1 surface

is 0.22 eV. Hence, CC2 can reproduce the shape of the ground state,

but not the first excited state. The improved performance of CC2 rela-

tive to CCSD for the S0 surface is most likely due to error cancella-

tions, since CC2 is an approximation of CCSD. CC3 yields results that

are consistent with MRCISD+Q. As can be seen from Figure 3, both

the S0 and S1 CC3 surfaces are close to the MRCISD+Q surfaces. The

vertical excitation energies differ from the MRCISD+Q results by

0.01–0.03 eV, which is significantly less than the deviations for CCSD

(0.23–0.28 eV) and CC2 (0.06–0.26 eV). The nonparallelity value of

CC3 for the CT path is also small, with values of 0.03 eV for S0 and

0.04 eV for S1. Based on the nonparallelity value, CC3 performs

slightly worse than EOM-SF-CCSD(dT) from Reference 54 for both

states, but the nonparallelity values are still the same order of

magnitude.

2.2.3 | DIR path

The results for the DIR path for CC2, CCSD and CC3 using 6-31G*

are plotted in Figure 4 together with the MRCISD+Q benchmark

results of Reference 27, and energies are relative to cis-PSB3.

From Figure 4 we see that the CC2, CCSD, and CC3 results for the

DIR path show much of the same characteristics as the CT path.

CCSD displays too large vertical excitation energies, deviating

between 0.22–0.28 eV, and surfaces, which deviate from the

shapes of the MRCISD+Q surfaces (see Table 1). The CC2 S0 sur-

face has approximately the same shape as the MRCISD+Q S0 sur-

face, whereas larger deviations are found for the S1 surface. The

deviation for CC2 vertical excitation energies relative to MRCISD

+Q varies between 0.08 eV (close to DIR coordinate 0.0) to

0.27 eV at DIR coordinates ±0.08 Å�amu1/2. CC3 shows small devi-

ations in excitation energies, between 0.02 and 0.04 eV, compared

to MRCISD+Q, as well as small nonparallelity values for both

TABLE 1 The nonparallelity values
for CC2, CCSD, CC3 for the S0 and S1
states along the DIR, CT and BLA paths,
given in eV

Method DIR S0 CT S0 BLA S0 DIR S1 CT S1 BLA S1

CC2 0.06 0.03 0.04 0.22 0.22 0.03

CCSD 0.16 0.14 0.02 0.11 0.10 0.01

CC3 0.06 0.03 0.03 0.03 0.04 0.01

EOM-SF-CCSD(dT) 0.06 0.02 0.06 (0.04) 0.03 0.02 0.04 (0.01)

Note: The nonparallelity values are computed relative to the MRCISD+Q/6-31G* benchmark results

from Reference 27. Nonparallelity values for EOM-SF-CCSD(dT) are reproduced from Reference 54,

where the values in parentheses are calculated by ignoring the kinks along the BLA path. The EOM-SF-

CCSD(dT) used a restricted open shell Hartree–Fock reference state.

F IGURE 3 S0 and S1 energies for CT-path relative to cis-PSB3
computed with CC2, CCSD and CC3 with 6-31G*. MRCISD+Q with
6-31G* benchmark results from Reference 27 are included for
comparison

F IGURE 4 S0 and S1 energies for the DIR-path relative to cis-
PSB3 computed with CC2, CCSD and CC3 with 6-31G*. MRCISD+Q
with 6-31G* benchmark results from Reference 27 are included for
comparison
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surfaces. The nonparallelity values of CC3 and EOM-SF-CCSD

(dT) from Reference 54 are equal for both surfaces.

2.2.4 | Basis set considerations

Most results presented for PSB3 in the literature are generated using

6-31G*. In the previous sections, we presented the performance of

CC2, CCSD, and CC3 relative to MRCISD+Q, all using 6-31G*. We

note that basis set effects for MRCISD+Q was explored in Reference

27 for the BLA path using Pople basis sets. In this section, we study

the basis set dependence for coupled cluster calculations. We choose

to extend from using 6-31G* to the correlation consistent basis set

aug-cc-pVDZ rather than staying within the Pople basis set hierarchy,

since Dunning's correlation consistent basis sets are seen to converge

faster with respect to correlation energy than the Pople basis sets.67

In Figures 5–7, we present the 6-31G* coupled cluster results from

Figures 2–4 together with results generated using aug-cc-pVDZ. The

effects of increasing the basis set on the CT path (Figure 5) and

the DIR path (Figure 6) are similar. The excited state is shifted to

lower energies at large absolute coordinates, whereas the ground

state is shifted to lower energies around coordinate 0.0 Å�amu1/2. For

CC2 the largest shift is found close to 0.0 Å�amu1/2, with the ground

state being shifted 0.08 eV for the CT path and 0.10 eV for the DIR

path. For the BLA path (Figure 7), the change of basis to aug-cc-pVDZ

shifts the ground state energy (relative to cis-PSB3) for all three

methods by 0.08–0.11 eV. For the excited state, the shift is smaller,

as seen from Figure 7. In Table 2, the nonparallelity values of the aug-

cc-pVDZ calculations relative to the 6-31G* coupled cluster calcula-

tions are presented and demonstrate how much the shape of the sur-

face is affected by choice of basis set. We see from Table 2 that,

although the ground state is lowered in energy, the shape of the gro-

und and excited state for the BLA path is least affected by change of

basis. The effect is similar for all coupled cluster models used, with the

nonparallelity values being 0.03 eV for the ground state and 0.02–

F IGURE 5 S0 and S1 energies for the CT path relative to cis-PSB3
computed with CC2, CCSD and CC3 with the 6-31G* and aug-cc-
pVDZ basis sets

F IGURE 6 S0 and S1 energies for the DIR path relative to cis-
PSB3 computed with CC2, CCSD and CC3 with the 6-31G* and aug-
cc-pVDZ basis sets

F IGURE 7 S0 and S1 energies for the BLA path relative to cis-
PSB3 computed with CC2, CCSD and CC3 with the 6-31G* and aug-
cc-pVDZ basis sets

TABLE 2 The nonparallelity values for CC2, CCSD, CC3 for the S0
and S1 states along the DIR, CT and BLA paths, using aug-cc-pVDZ.

All energies are given in eV

Method DIR S0 CT S0 BLA S0 DIR S1 CT S1 BLA S1

CC2 0.07 0.05 0.03 0.10 0.11 0.03

CCSD 0.07 0.06 0.03 0.08 0.09 0.02

CC3 0.08 0.06 0.03 0.06 0.06 0.02

Note: The nonparallelity values are computed relative to the CC2, CCSD,

and CC3 results using 6-31G*.
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0.03 eV for the excited state. This is also what is seen for MRCISD+Q

results in Reference 27. The ground and excited states for CT and DIR

paths are more affected by the choice of basis than the BLA path, as

seen from Figures 5 and 6 and the nonparallelity values.

2.3 | Exploring vertical excitation energies for
ground state equilibrium cis- and trans-azobenzene

In this section we investigate how choice of coupled cluster method

and basis set, as well as accounting for solvent, affects computed

S0!S1 and S0!S2 vertical excitation energies for the azobenzene

molecule (see Figure 8). CC2 and CC3 vertical excitation energies are

computed for two sets of cis and trans equilibrium structures to also

illustrate the effect the molecular geometry has on the vertical excita-

tion energies. The structures used are the 5SA-CASSCF(6,6)/6-31G

optimized structures from Reference 32 (denoted cisa and transa) and

MP2/aug-cc-pVDZ optimized structures (denoted cisb and transb).

CC2 results are computed using cc-pVDZ, aug-cc-pVDZ, cc-pVTZ and

aug-cc-pVTZ, whereas CC3 results are computed using cc-pVDZ and

aug-cc-pVDZ. For calculations using aug-cc-pVDZ and aug-cc-pVTZ

augmentation is only added to non-hydrogen atoms (using cc-pVDZ

and cc-pVTZ on hydrogen). The vertical excitation energies are pres-

ented in Table 3 together with experimental UV–VIS results.60 A dis-

cussion in connection to the experimental results is provided at the

end of this section.

We first compare CC2 and CC3 results. The absolute difference

between CC2 and CC3 S0 ! S1 excitation energies when the same

basis set is used is 0.00–0.02 eV, whereas the absolute difference

between CC2 and CC3 S0!S2 excitation energies is 0.04–0.10 eV.

The slightly larger difference between CC2 and CC3 for the S0!S2

transition relative to the S0!S1 transition, may be due to the S2 state

having a lower fraction of single amplitudes and hence CC3 provides

a better description. The fraction of singles in the CC3 calculations for

cisa and transa are listed in Table 4 (together with fraction of singles

for the rotational path discussed in Section 2.4). However, the differ-

ences between CC2 and CC3 are still small for the structures studied

in this section, and this is consistent with available benchmark

literature.62

From Table 3, we see that the choice of basis set impacts excita-

tion energies for S0!S1 differently than S0!S2 for both sets of struc-

tures. Improving the basis set from cc-pVDZ to aug-cc-pVDZ lowers

both excitation energies for all structures and methods. For CC2, the

S0!S1 excitation energies are lowered by between 0.04 eV (for

transa) and up to 0.06 eV (for cisb). Changes in S0!S1 excitation ener-

gies for CC3 when improving from cc-pVDZ to aug-cc-pVDZ are seen

to be in the same range (0.02–0.06 eV). In contrast to the S0!S1 exci-

tation energies, the S0!S2 excitation energies are seen to change

significantly upon improving the basis set from cc-pVDZ to aug-cc-

pVDZ. The largest change for CC2 is 0.22 eV (for transa and transb)

and the largest change for CC3 is 0.23 eV (transb). Improving the basis

set from cc-pVDZ to cc-pVTZ also lowers the excitation energies for

all structures. The S0!S1 excitation is lowered in the range 0.06–

0.07 eV, whereas the S0!S2 excitation energy is lowered in the range

0.13–0.17 eV. Hence, cc-pVTZ lowers the S0!S1 transition more and

S0!S2 transition less than does aug-cc-pVDZ. We see from the CC2

results that increasing the basis set from aug-cc-pVDZ to aug-cc-

pVTZ lowers the S0!S1 excitation energies by 0.03–0.05 eV, whereas

the S0!S2 excitation energies are lowered by 0.01–0.04 eV. In con-

trast, increasing the basis set from cc-pVTZ to aug-cc-pVTZ, the

S0!S1 excitation energy is lowered by 0.02–0.04 eV, whereas

the S0!S2 excitation energy is lowered by 0.06–0.09 eV. Hence,

S0!S1 and S0!S2 excitations seems to have different basis set

requirements, with S0!S2 excitations being more sensitive to the

inclusion of diffuse functions.F IGURE 8 Cis (left) and trans (right) isomers of azobenzene

TABLE 3 CC2 and CC3 vertical
excitation energies calculated for cis- and
trans-azobenzene structures optimized
with CASSCF/6-31G32 (superscript a)
and cis- and trans-azobenzene structures
optimized with MP2/aug-cc-pVDZ
(superscript b). All energies are given
in eV

Structure Transition

CC2 CC3

UV–VIS60
DZ aDZ TZ aTZ DZ aDZ

Cisa S0!S1 2.78 2.73 2.72 2.70 2.77 2.73 2.88

S0!S2 4.71 4.52 4.58 4.51 4.62 4.48 4.43

Transa S0!S1 2.72 2.68 2.66 2.64 2.72 2.70 2.80

S0!S2 4.56 4.34 4.39 4.30 4.61 4.42 3.92

Cisb S0!S1 3.18 3.12 3.11 3.08 3.17 3.11 2.88

S0!S2 4.61 4.45 4.47 4.41 4.55 4.41 4.43

Transb S0!S1 2.94 2.89 2.87 2.84 2.94 2.91 2.80

S0!S2 4.20 3.98 4.03 3.94 4.30 4.07 3.92

Note: The basis set used for CC2 are cc-pVDZ, cc-pVTZ, aug-cc-pVDZ and aug-cc-pVTZ (cc-pVDZ and

aug-cc-pVDZ for CC3). In addition, energies from UV–VIS spectroscopy performed in methanol60 for cis-

and trans-azobenzene are presented.
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From the results in Table 3 we can also discuss excitation ener-

gies for two different cis- and trans-geometries, that is, 5SA-CASSCF

(6,6)/6-31G ground state optimized structures from Reference 32

(cisa and transa) and MP2/aug-cc-pVDZ ground state optimized struc-

tures (cisb and transb). A notable difference between the cis-structures

is the CNNC dihedral angles, which is 9.5
�
for cisa and 6.0

�
for cisb.

For the trans structures a notable difference is the NNC bond angles,

which are 117.9
�
and 118.2

�
for transa and 113.3

�
for both angles for

transb. For simplicity, we only discuss CC2/aug-cc-pVTZ results, but

we note that the trends observed for CC2/aug-cc-pVTZ is seen for all

basis sets and also for CC3 results. For cisa and cisb, the differences in

excitation energies are 0.38 eV for S0!S1 and 0.10 eV for S0!S2. For

the transa and transb structures, the differences in excitation energies

are 0.20 eV for S0!S1 and 0.36 eV for S0!S2. The differences

between the sets of cis- and trans-structures are, therefore, signifi-

cant. When we proceed to discuss and compare against experimental

results we will only consider the MP2/aug-cc-pVDZ structures (cisb

and transb). We expect MP2/aug-cc-pVDZ optimized structures to be

more representative gas phase ground state structures than the ones

generated using 5SA-CASSCF(6,6)/6-31G (cisa and transa) due to the

inclusion of dynamical correlation and the use of a larger basis set.

Here, we compare computed results against absorption maxima

from UV–VIS spectroscopy in methanol taken from Reference 60,

which are also presented in Table 3. When comparing the computed

vertical excitation energies to absorption maxima, we keep in mind

that an absorption maximum does not necessarily represent a vertical

transition, depending on how fast nuclear rearrangement occurs. We

make a rough estimate at what can be considered good agreement

with experiment by considering available literature. A study con-

ducted by Bai et al.68 showed an average deviation of 0.11 ± 0.08 eV

between CC2 vertical excitations and absorption maxima computed

using a nuclear ensemble approach at the CC2 level for a set of

28 molecules (60 transitions) to account for nuclear rearrangement.

Based on this, as well as errors related to the methods used,62 we dis-

cuss the results based on the assumption that a deviation of 0.10 eV,

or less, relative to the absorption maximum constitutes reasonable

agreement with experiments. However, we further note that the

experimental results are obtained in solution and hence both direct

solvent effects and geometry will impact the results. The comparison

with absorption maxima will be made for the theoretically best results,

that is, CC2/aug-cc-pVTZ and CC3/aug-cc-pVDZ calculations for the

cisb and transb structures. The CC2/aug-cc-pVTZ results show good

agreement for both transition of transb, overestimating the S0!S1

transition by 0.04 eV and overestimating the S0!S2 transition by

0.02 eV. The agreement is worse for the cisb S0!S1 transition, which

is overestimated by 0.20 eV, while the cisb S0!S2 transition is in good

agreement, being underestimated by 0.02 eV. It should be noted that

there are differences observed when comparing our results to the

CC2/aug-cc-pVTZ results presented in Reference 39. For example,

their S0!S1 excitation energy for cis-azobenzene overestimates the

absorption maximum by 0.12 eV. These difference can be explained

by structural differences, as the CNNC dihedral angle of their cis-

azobenzene structure deviates by 1.3
�
compared to the cisb. This fur-

ther illustrates the effect structure has on vertical excitation energies.

Comparing CC3/aug-cc-pVDZ results to absorption maxima, the

S0!S1 transition of cisb is overestimated by 0.23 eV, while the S0!S2

transition of cisb is underestimated by 0.02 eV. For transb, the S0!S1

transition is overestimated by 0.11 eV, while the S0!S2 is over-

estimated by 0.15 eV. Thus, CC3/aug-cc-pVDZ shows a similar agree-

ment with absorption maxima as CC2/aug-cc-pVTZ for cisb, while the

agreement for transb is worse. The worse agreement for the S0!S1 of

transb appears to be mainly due to the basis set effect, since

CC2/aug-cc-pVDZ and CC3/aug-cc-pVDZ results only differ by

0.02 eV. However, the S0!S2 transition of transb can only be

explained by inherent differences between CC2 and CC3, since

CC2/aug-cc-pVDZ and CC3/aug-cc-pVDZ results differ by 0.09 eV.

Another factor which must be considered when comparing verti-

cal excitation energies with UV–VIS absorption maxima is the solvent

effect. In Table 5, we present results for CC2/cc-pVDZ, CC2/aug-cc-

pVDZ, and CC3/cc-pVDZ where methanol solvent effects are incor-

porated through PCM (see Section 2.1). The effect of including PCM

TABLE 4 Fraction of singles amplitudes, jR1j/jRj, for the first and
second excited states calculated with CC3/cc-pVDZ for the
CASSCF/6-31G azobenzene structures from Zhu et al.32

Dihedral angle (degrees) S1 S2

9.5 (cisa) 0.96 0.92

30 0.96 0.91

50 0.96 0.68

70 0.96 0.38

90 0.95 0.05

110 0.93 0.13

130 0.96 0.44

150 0.95 0.91

180 (transa) 0.95 0.93

TABLE 5 CC2 and CC3 vertical excitation energies calculated
with cc-pVDZ and aug-cc-pVDZ, where methanol solvent effects are
accounted for by the PCM model (see Section 2.1 for PCM
specifications). All energies are given in eV

Structure Transition

CC2 CC3

DZ aDZ DZ

Cisa S0!S1 2.90 2.85 2.90

S0!S2 4.72 4.54 4.63

Transa S0!S1 2.78 2.74 2.78

S0!S2 4.51 4.28 4.58

Cisb S0!S1 3.26 3.18 3.25

S0!S2 4.55 4.36 4.51

Transb S0!S1 2.98 2.93 2.98

S0!S2 4.16 3.93 4.26
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for these methods and basis set, is that the S0!S1 energies increase by

0.04–0.08 eV, while the S0!S2 transitions are lowered by 0.04–0.09 eV.

The inclusion of solvent effects through PCM, therefore, does not appre-

ciably improve the agreement between the computed vertical excitation

energies and absorption maxima.

2.4 | Coupled cluster results for a rotational path
of azobenzene including an excited state with doubly
excited character

In this section, we discuss CC3 results for a cis to trans CNNC-

rotational path obtained from Zhu et al.32 The path consists of the cis

and trans ground state structures, a twisted minimum energy struc-

ture optimized for the second excited state (rot-S2), all optimized with

5SA-CASSCF(6,6)/6-31G, and structures generated by linear interpo-

lation of internal coordinates (LIIC) with respect to these three struc-

tures (for details see Reference 32). In Figure 9, CC3 results using the

cc-pVDZ basis set are presented for selected structures along

the described rotational path for the ground state and the states

corresponding to the two lowest singlet vertical excitation energies.

The maximum of S0 corresponds to the aforementioned rot-S2 struc-

ture. To describe these states accurately, either cc-pVTZ, aug-cc-

pVDZ or a bigger basis set should ideally be used, as can be seen from

the basis set study of cis- and trans-azobenzene presented in Sec-

tion 2.3. However, cc-pVDZ is sufficient to evaluate whether CC3 can

describe these states.

Comparing to the results of Reference 32, it is seen that CC3 and

5SA-CASSCF(6,6) are in qualitative agreement for the ground

and lowest excited state. However, for S2, we see from Figure 9 that

the CC3 results yield an energy barrier when going from the trans-

isomer (180
�
dihedral angle) toward rot-S2. The barrier is absent in

the CASSCF results of Zhu et al. Further, CC3 results for S2 are

reasonably flat in the region from a dihedral angle of 9.5
�
(cis-isomer)

to between 30 and 50
�
before it rapidly decreases toward the mini-

mum at rot-S2. The 5SA-CASSCF(6,6) results of Reference 32 predict

an even decrease of the S2 energy from cis to rot-S2. Investigating the

amplitudes of the CC3 calculations shows that in the region between

30–50
�
and 130–150

�
dihedral angle, the ππ* state and the n2π*2 state

switch ordering. At equilibrium structures the second excited state is

the ππ* state and in a broad region (approximately from 50 to 130
�

dihedral angle) around rot-S2, the n2π*2 state is the second excited

state. The significant doubly excited character of the second

excited state in this region is seen from the relative importance of sin-

gles amplitudes in the CC3 calculation. In Table 4 the fraction of sin-

gles amplitudes (jR1j/jRj) is shown for the first and second excited

state throughout the rotational path. As ππ* and n2π*2 switch ordering,

Table 4 shows a clear drop in fraction of singles amplitudes for the

second excited state. Hence, for a qualitatively correct result for

the second excited state in this region, triple excitations must be

accounted for. In regions around the ground state equilibrium struc-

tures (cis and trans regions), the fraction of singles amplitudes is large,

and lower levels of theory such as the CC2 model are sufficient as

seen in Section 2.3. These results are consistent with the results in

Reference 30 where nπ*, ππ* and n2π*2 are computed at the multistate

CASPT2 level along a rotational path for azobenzene. The results in

Reference 30 show a crossing of ππ* and n2π*2 at approximately 35
�

and 130
�
dihedral angle.

3 | CONCLUSIONS

The results for PSB3 showed that vertical excitation energies computed

with CC2 and CCSD deviated from MRCISD+Q results by 0.02–0.27 eV

and 0.13–0.28 eV, respectively. The nonparallelity values also showed

that CCSD generally gave deviation in the shape of the surfaces relative

to MRCISD+Q, and while the nonparallelity values were small for the

CC2 ground states, larger nonparallelity values were found for the CC2

excited states. Contrary, CC3 provided excellent agreement with

MRCISD+Q, with vertical excitation energies differing by 0.01–0.04 eV.

As a consequence, the nonparallelity values for all ground and excited

states were low. The performance of CC3 was similar to EOM-SF-CCSD

(dT) presented in Reference 54, where it was seen that triples corrections

are necessary. However, it appears that the use of a well-behaved triplet

reference state was not required for the PSB3 surfaces explored here.

For equilibrium geometries of cis- and trans-azobenzene, a study

of S0!S1 and S0!S2 vertical excitation energies computed by

coupled cluster models was conducted. It was shown that the molecu-

lar geometry had the largest impact, yielding significant variations for

vertical excitation energies and shifting the energy of S1 and S2 rela-

tive to each other. Further, a basis set of sufficient quality was

required to describe these states. Both cc-pVTZ and aug-cc-pVDZ

were shown to significantly change the vertical excitation energies

relative to cc-pVDZ. However, aug-cc-pVDZ was shown to be the

better choice of the two, since the inclusion of diffuse functions was

found to be important to correctly describe S0!S2 transitions.

F IGURE 9 Ground state (S0) and the two lowest excited singlet
states (S1, S2) calculated with CC3 using cc-pVDZ, for a selected set
of azobenzene structures along the rotational path from Reference 32
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Conversely, the differences between CC2 and CC3 results were

shown to be small. By comparing computed vertical excitation ener-

gies to UV–VIS absorption maxima, CC2/aug-cc-pVTZ results were

found to agree well for all excitations, except the S0!S1 transition of

cis-azobenzene. The computed vertical excitation energies were seen

to be sensitive to molecular geometry, and this could in part explain

the discrepancy between experimental and computational results. In

the case of the CNNC rotational path from Reference 32, we pres-

ented the S0, S1, and S2 surfaces using CC3. The CC3 S0 and S1 sur-

faces were in qualitative agreement with the CASSCF surfaces, while

the S2 surface differed significantly since ππ* and n2π*2 switched

ordering. This was seen from the onset of significant doubly excited

character of the S2 state in regions of the path. Hence, CC2 and CCSD

would not be able to describe the region of the S2 surface surrounding

rot-S2, where n2π*2 was the second excited state.

Thus, the article has demonstrated that the coupled cluster

models, despite being predominantly single-reference, constitute valu-

able tools for preliminary and simple black box studies of photo-

switchable systems.
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Abstract
In this paper we illustrate the advantage of addressing size-intensive properties of tar-
get regionswithout first converging the ground-state energy of that region.Weuse local
occupied and virtual orbitals to separate the orbital space ofNH3 clusters into an orbital
space for the target region (a central NH3 molecule) and for the remaining cluster. Con-
vergence characteristics of theHartree–Fock (HF) energy and, indirectly, the electronic
density of the target region are shown. The calculations illustrate that although the
energy of the target region will not converge with cluster size, the electronic density
will. The convergence of the electronic density of the target region is subsequently
exploited to obtain HF dipole moments and CC2-in-HF vertical excitation energies.
For these properties convergence is seen upon the inclusion of approximately three
shells beyond the target region. This shows that local size-intensive properties of a
target region can be investigated without converging the energy.We further show that a
minimal basis description of the outer shells are sufficient to capture the correct inter-
action with the target region. The possibility of computing size-intensive properties
for a target region using a converged electronic density, without requiring convergence
in the energy itself, is currently an underexploited feature.
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1 Introduction

In 1996 Kohn [1] introduced the term “nearsightedness” of electrons in many-atom
systems. This feature describes that local electronic properties, such as the electronic
density, depend significantly on the effective external potential only at nearby points.
The convergence of the electronic density for a local region has also been discussed
by others [2–5]. The feature has been exploited to develop numerous linear-scaling
electronic structure models and embedding schemes. However, unlike the electronic
density, the ground-state electronic energy is not nearsighted. Hence, for systems such
as molecular crystals, the energy of a target region requires the infinite surroundings
to be taken into account, thus motivating the use of periodic boundary conditions. A
target region may be a unit cell, single molecule or group of molecules in the crystal.
Since the constituents of molecular crystals are molecules, wave function models
originally developed for single molecules have therefore been extended to periodic
codes. Notable examples are the plane wave periodic MP2 method [6] implemented
in VASP, the periodic divide-expand-consolidate MP2 method developed by Pedersen
et al. [7], the periodic MP2 and CCSD developed by McClain et al. [8], and the local
MP2 method [9] available in the Cryscor program.

To achieve linear-scaling wavefunctions for molecular systems, local molecular
orbital (MO) spaces are often used. Explicit localization of occupied MOs has been
a popular topic for many decades, with seminal contributions such as the widely
used Edmiston-Ruedenberg [10], Foster-Boys [11], and Pipek-Mezey [12] localiza-
tion functions. In addition to explicit localization, several approaches for generating
local virtual spaces exist such as projected atomic orbitals (PAOs) [13], pair-natural
orbitals [14–16] and correlated natural transition orbitals [17]. However, for the infi-
nitemolecular crystals orbital space locality faces two challenges (i) orthogonalization
tails and (ii) near-linear dependencies.

Orthogonalization tails compromise compactness of the description, since for a
given region in space, local MOs outside the region will be required to have com-
ponents inside the region due to the orthogonality requirement. Using high-quality
atomic orbital (AO) basis sets, there is a large number of MOs centered far outside
the given region which must have components inside the region. Parts of the orbital
space in a given region is therefore spanned byMOs centered outside the region. These
components may cause the correlation energy to converge slowly in local correlation
approaches relative to when non-orthogonal orbitals such as the PAOs are used. This is
seen in the results presented by Werner and collaborators [18] and is explicitly shown
by Hansen et al. [19]. The results of Hansen et al. indicate that some issues concerning
orthogonalization tails may be circumvented by using PAOs rather than local virtual
MOs (or Wannier orbitals).

With respect to near-linear dependencies, AOs are per construction designed to
describe atoms in free space, and for large or dense systems the concerted effect of
AOs on different atomic centers greatly enhances near-linear dependencies.

Near-linear dependencies will not appreciably affect the locality of the occupied
space, but the virtual space will be severely affected [20]. Dealing with near-linear
dependencies in a periodic framework may compromise the basis set quality, since
removingAOs from the unit cell will removeAOs from all unit cells.While near-linear
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dependencies can be avoided by using plane wave basis sets, there are other problems
with this approach, such as the need for a high energy cut-off to achieve accurate
results.

When targeting local size-intensive properties of molecular crystals, the nearsight-
edness of electrons may allow the use of cluster models. Cluster models enables
different basis sets to be used in different regions of the cluster. Hence one may use
smaller basis sets outside a target region. The problems of orthogonalization tails
and near-linear dependencies may therefore be alleviated by using cluster models.
Further, cluster models allows for any molecular wave function based scheme to be
used for its description. Due to the nearsightedness of the electronic density, local
size-intensive properties in a target region may be converged with cluster size. The
traditional approach would be to first compute the converged energy, however, the
energy of the target region will not be converged for reasonably sized clusters. There-
fore, if one does not aim to converge the energywith cluster size, any existing fragment
or orbital based correlated wave function models [21–42] can be used to compute size-
intensive properties of the target region.

In this paper, we illustrate that one may obtain converged size-intensive properties
of a target region without converging the energy of the target region. Cluster models of
various sizes gives us the opportunity to show how electronic properties converge with
increasing cluster size. Furthermore, the clustermodels allowsus to explore howchoice
of basis set outside the target region affects the computed properties. One possibility
being to choose a high-quality basis set in and around the region of interest, while
low-quality basis sets (such as minimal basis) may be used further out in the cluster
model. A minimal basis does not exhibit flexibility to describe accurate molecular
properties, but it may adequately describe long-range effects between the electronic
density of the targeted region and the electronic density far away. The aim of this
paper is therefore not to obtain accurately computed electronic properties, but rather
to illustrate fundamental concepts related to the convergent nature of the electronic
density and how it may be exploited.

The paper is organized as follows. In Sect. 2 we provide a theoretical background on
how to partition the energy in terms of a target region and the remainder of the cluster,
as well as an argument from an optimization vantage point for why the electronic
density should converge with cluster size. In Sect. 3 we present computational details
and describe the cluster models of an NH3 molecular crystal, and in Sect. 4 we present
numerical illustrations using these clustermodels.A summary and concluding remarks
is given in Sect. 5.

2 Theoretical background

In this sectionwe present equations and background for the partitioning of theHartree–
Fock electronic energy in terms of a partitioning of a fully optimized Hartree–Fock
density matrix for the cluster. The density and energy partitioning used was introduced
by Høyvik et al. [43] for multilevel Hartree–Fock.We note that the partitioning is used
to illustrate the convergence behaviour of the energy. The partitioning used here is not
a requirement for computing size-intensive properties of a target-region, as one may
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use any existing fragmentation or orbital space partitioning approach for this. The
only requirement is that the approach allows for the effective interaction of the target
region with the rest of the cluster. After presenting the partioning of the energy, we
discuss why it is reasonable to assume that the electronic density of a target region
will converge with cluster size by analyzing the optimization procedure from a local
perspective rather than a canonical (diagonalization based) perspective.

2.1 Energy partitioning

We consider a cluster model of a molecular crystal where the total electronic density
for the cluster is given by D = Dt +Dr . Dt is the density of the target region, and Dr

is the remainder of the density. The total densityD is the Hartree–Fock density matrix
for the full cluster. All three densities, D, Dt and Dr satisfy the trace, symmetry and
idempotence criteria of density matrices representing Slater determinants, i.e. Dt and
Dr can be viewed as constructed from separate subsets of orthogonal MOs describing
the full density matrix D. The electronic energy (excluding nuclear repulsion) for the
target region described by Dt , interacting with the rest of the cluster described by Dr

is given by,

Et = Tr[hDt ] + 1

4
Tr[DtG(Dt )] + 1

2
Tr[DtG(Dr )]

≡ E1-el
t + E2-el

t + E int
t ,

(1)

where we have defined E1-el
t , E2-el

t and E int
t as the one-electron, two-electron and

interaction contributions, respectively. Two-electron and interaction terms are defined
through the G matrix which in the MO basis is defined through elements

G(M)i j =
∑

kl

(2gi jkl − gilk j )Mkl , (2)

where we have introduced two-electron integrals in the Mulliken notation

gi jkl =
∫ ∫

φ∗
i (r1)φ j (r1)

1

r12
φ∗
k (r2)φl(r2)dr1dr2. (3)

The electronic part of the Hartree–Fock energy (nuclear repulsion excluded) of the
full cluster is given by

E = Et + Tr[hDr ] + 1

4
Tr[DrG(Dr )], (4)

i.e., the energy for the target region, Et , plus the contributions which only depend on
Dr . Note that all two-electron interactions between the target region and the rest of
the cluster is included in Et .

As is well-known, the energy of a target region in an infinite (or similarly, large)
system, is not a local quantity even if the target density matrixDt is localized in space.
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The reason for this is long-range interactions between the local target density and
nuclei and between the local target density and the electron density of the rest of the
system. Hence, the energy of the target region Et will not converge appreciably for
finite cluster sizes. This is well recognized and part of the motivation behind periodic
treatments of infinite systems. However, an important point here is that the lack of
convergence of the energy with system size does not necessarily reflect a lack of
convergence for the electronic density in the target region. In the next section we
present an optimization viewpoint of why the electronic density of a target region in
a finite cluster of a molecular crystal converges with cluster size.

2.2 Density convergence

For the optimization of a Hartree–Fock state, diagonalization (Roothaan–Hall) based
schemes are widely used. However, the diagonalization based schemes impose extra
restrictions on theMOs to generate a diagonal Fockmatrix (through canonical orbitals)
whereas the optimization condition only requires a block-diagonal Fock matrix. To
investigate the effect on the target electronic density by the increasing cluster size,
it is instructive to consider an optimization based scheme which does not enforce a
canonical basis. Hence, we look at a scheme based on an exponential parametrization
of MO coefficients [44, 45], where in each iteration new orbitals are generated by a
unitary transformation,

C̃ = C exp(κ). (5)

The anti-symmetric parameter matrix κ contains only non-redundant parameters, i.e.,
only the occupied-virtual blocks of κ are non-zero for a closed-shell state. A quadratic
model of the total energy for the cluster can then be constructed, giving a linear-
equation Newton based optimization scheme where in each Hartree–Fock iteration,
we solve the linear equation

Hκ = −G. (6)

Therefore, the solution in each iteration formally is given by,

κ = −H−1G, (7)

although the equations are usually solved in an reduced space (iterative) manner. H
and G are the electronic Hessian and gradient, respectively. In the (non-canonical)
orbital basis the electronic Hessian is [46]

Hai,bj = 4(δi j Fab − δabFi j + 4gaibj − gabi j − gajib), (8)

where Fpq are elements of the MO Fock matrix, and the electronic gradient is [46]

Gai = −4Fai . (9)
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Exploiting that the electronic Hessian is diagonally dominant, wemaywrite the orbital
rotation parameters approximately as

κai ≈ −H−1
ai,aiGai = 4H−1

ai,ai Fai . (10)

The diagonal Hessian elements are Hai,ai = 4(Faa − Fii +4gaiai −gaaii −gaiia) and
their magnitude is therefore dominated by the difference Faa − Fii . Hence, H

−1
ai,ai will

not be a divergent term for systems with non-vanishing HOMO–LUMO gaps, since
Faa − Fii will for such systems always be of a reasonable size. Close to convergence
of the Hartree–Fock state, the occupied-virtual Fock matrix element Fai will be small
since these are gradient terms, but far from convergence (in the initial Hartree–Fock
iterations), Fai will generally have a significant size.

For illustrative purposes, we now assume that in each Hartree–Fock iteration we
have an orbital basis of local occupied and virtualMOs. Formolecular systems (includ-
ing cluster models of molecular crystals) with non-vanishing HOMO–LUMOgaps we
know that such a basis exists, and in principle we can for each iteration use redundant
orbital rotations to generate such a basis. In each iteration the resulting new occupied
orbital i can be written as

C̃μi = Cμi +
∑

a

Cμaκai + O(κ2) (11)

Hence, for each iteration in the energy optimization, an orbital i in the target region
will get an amount of virtualMO amixed in, weighted (to first order) by themagnitude
of κai . Hence, if an occupiedMO i (and hence, the electronic density) is to be changed
by a virtual orbital a centered far away, κai must be of a significant size. If we look
at Eq. (10), we see that the size of κai will be determined by the size of Fai . For local
orbitals i and a centered far away from each other Fai exhibits a rapid decay [47]
and therefore the MOs of the target region (and thus the density of the target region)
will at some point be unchanged when increasing the cluster size. The use of local
MOs in this analysis is convenient from a conceptual point of view since local MOs
also enable a partitioning into a target density which is local. However, the density
is invariant with respect to redundant rotations, and the convergence properties of a
local part of the density with cluster size is indifferent to choice of basis.

3 Methodology

In this section we present computational details, description of the NH3 molecular
clusters used and how the active excitation space for CC2-in-HF calculations are
chosen.

3.1 Computational details

LSDalton [48] was used for the Hartree–Fock calculations and subsequent localization
of the occupied orbitals. For the Hartree–Fock calculation, the screening threshold for
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the integral evaluation was set to 10−10 and convergence threshold was set to 10−8.
The localization of the occupied orbitals is done by using the second power of the
second centralmoment localization function [49]. CC2-in-HF excitation energieswere
computed in eT [50], by using the local orbitals obtained from LSDalton. For CC2-in-
HF the CC2 wave function is constructed in a subset of the full orbital space whereas
interaction with the inactive space (frozen Hartree–Fock orbitals) enters through the
Fock matrix. For details see Ref. [50]. The frozen core approximation was used for all
CC2-in-HF calculations. The decomposition of the electron repulsion integrals [51]
threshold was set to 10−5. The energy and residual thresholds for the coupled cluster
ground state were set to 10−7, and the residual threshold for the coupled cluster excited
states were set to 10−3.

3.2 Description of NH3 molecular clusters

In this paper we look at cluster models of crystalline NH3 (crystal structure obtained
from Ref. [52]). Clusters comprised of 13, 40, 143, 324, 579 and 953 molecules are
used and the models represent a target region (central NH3 molecule) with a certain
number of shells. The clusters are depicted in Fig. 1, as well as how the cluster is

Fig. 1 The ammonia clusters used, with the regions where different basis set can be used colored. The target
region (green) is the central NH3 molecule, shell 1 (blue) is the first shell of 12 molecules, shell 2 (red) is
the second shell of 27 molecules, while shell 3+ (grey) is any shells beyond the second shell. In the target
region aug-cc-pVTZ is always used, the basis sets of shell 1 and shell 2 are variable, and STO-3G is always
used for shell 3+ (Color figure online)
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divided into regions where different basis sets may be used. In the target region we
always use the aug-cc-pVTZ basis set [53], while for shell 1 and shell 2 we vary the
choice of basis set. For shells beyond shell 2, hereby termed shell 3+, STO-3G [54] is
always used. When augmented basis sets are used, augmentation is only included for
nitrogen atoms, and the non-augmented version of the basis set is used on hydrogen
atoms.

3.3 Orbital space partitioning

We use local occupied MOs generated by a trust-region minimization [55] of the
second power of the second central moment [49] localization function. The occupied
orbital space is partitioned based on the centers, defined by the expectation value of
the orbital position vector (

〈
φi | x̂ | φi

〉
,
〈
φi | ŷ | φi

〉
,
〈
φi | ẑ | φi

〉
), of the local MOs.

An occupied MO φi belongs to the region (target, shell 1, etc.) to which it is situated
closest to, as defined by the l2 norm of the difference between the orbital position
vector and the atomic positions. For the virtual space, we use the projected atomic
orbitals (PAOs) generated for the virtual active region of the cluster (see Sect. 3.4).

3.4 The excitation space for CC2-in-HF calculations

The vertical S0 → S1 excitation energies presented here are computed using a fixed
occupied CC2 active space, where only occupied orbitals centered in the target region
is included. To be able to investigate the convergence of the excitation energies with
an increasing virtual space, in addition to cluster size, we define two different CC2
active virtual regions; target + shell 1 and target + shell 1-2. The inclusion of a larger
occupied space would allow for relaxation effects in the occupied space yielding lower
excitation energies. However, the purpose of this study is to explore the effect of cluster
size and basis set for the excitation energies. We note that the target region approach
is only useful for size-intensive (local) properties.

4 Numerical illustrations using NH3 clusters

In this section we use the NH3 clusters described in Sect. 3.2 to illustrate effects of
cluster size on the energy and the electronic density in the target region (the central
NH3 molecule). The convergence of the electronic density will indirectly be illustrated
through presenting results for the Hartree–Fock electric dipole moment and CC2
S0 → S1 vertical excitation energies for the target region. Further, we will explore
how these properties depends on the quality of the basis set outside the target region
(shell 1 and shell 2).
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4.1 Effect of cluster size

4.1.1 Target region energy versus target region electronic density

In this section we present Hartree–Fock calculations on clusters comprised of 13, 40,
143, 324, 579 and 953 NH3 molecules where an orbital space partitioning (see Sect.
3.3) of the Hartree–Fock orbital space is used to divide the system into a density for
the target region and the remainder density. The basis sets used are aug-cc-pVTZ in
the target region (central NH3 molecule), aug-cc-pVDZ for shell 1, STO-3G for shell
2 and STO-3G for shell 3+, see Sect. 3.2 for a description of the clusters.

We present the differences in energy contributions (see Sect. 2.1) to the target region
energy for increasing cluster size. I.e., we present results for

�E(m, n) = Em − En (12)

where Em is an energy (E1-el
t , E2-el

t , E int
t or Et from Eq. (1)) for a cluster containing

m molecules and En is an energy for a cluster containing n molecules. The results
are presented in Table 1. We first consider results for the one-electron contribution,
E1-el
t , to the target region. We see that the one-electron energy contribution to the

target region energy is increasing in magnitude (but is negative), due to the long-range
interaction between the electrons in the target region and all nuclei of the cluster.
For the two-electron interaction between the electrons in the target region and the
electrons outside the target region, E int

t , we see the same long-range effects, except
that here the energy contributions are increasing in magnitude and are of a positive
sign. Hence, these energy contributions do not converge with cluster size. However,
we see that �E1-el

t and �E int
t have similar values, except with opposite signs. Hence,

they nearly cancel each other out. This is seen from the total energy of the target
region Et , where we see that �Et is small, but not converged. On the other hand, we
see from Table 1 that E2-el

t is converging with cluster size. We see that the sign of
�E(m, n) for �E2-el

t switches e.g., between �E(40, 13) and �E(143, 40) and that
they are of similar order of magnitude. The same is seen for �E2-el

t of �E(324, 142)
and �E(579, 324). Furthermore, the absolute value �E(579, 324) for �E2-el

t is seen
to be larger than that of �E(324, 142) (0.00037 a.u. versus 0.00019 a.u.). However,
considering the increase in number of molecules, the energy differences in terms of
change per molecule is of the same size. Looking at�E2-el

t for the cluster sizes of 953
and 579 molecules, we see that the difference is down to 0.000008 a.u. This implies
that, beyond a given cluster size, Dt is not significantly affected by extending the
cluster further. This is a numerical illustration of the theoretical discussion in Sect.
2.2.

4.1.2 Effect of cluster size on dipole moment

In this section we investigate how the cluster size affects the Hartree–Fock electric
dipole moment of the target region (central NH3 molecule). The dipole moment of
the target region is computed using the trace of Dt and the dipole operator. The aug-
cc-pVTZ basis set is used in the target region, aug-cc-pVDZ for shell 1, STO-3G for
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Table 1 Energy differences Eq. (12) of the energy contributions, E1-el
t , E2-el

t and E int
t from Eq. (1) as well

as their sum, Et , for ammonia clusters of different sizes

Cluster sizes �E1-el
t �E2-el

t �E int
t �Et

�E(40, 13) − 243.29175 − 0.00252 243.73391 0.43964

�E(143, 40) − 632.16812 0.00242 632.30466 0.13896

�E(324, 142) − 798.07264 − 0.00019 798.07633 0.00349

�E(579, 324) − 896.23328 0.00037 896.20599 − 0.02692

�E(953, 579) − 1102.70560 0.000008 1102.70167 − 0.00392

The clusters are described using aug-cc-pVTZ in the target region (central NH3 molecule), aug-cc-pVDZ
for shell 1, STO-3G for shell 2 and STO-3G for shell 3+, see Sect. 3.2 for a description of the clusters. All
values are in a.u

Table 2 Hartree–Fock electric
dipole moments (given in
Debye) for the target region
(central NH3 molecule),
computed for cluster sizes from
13 to 953 ammonia molecules

Cluster size Dipole moment [D]

13 2.25

40 2.06

143 2.14

324 2.12

579 2.14

953 2.14

The clusters are described using aug-cc-pVTZ in the target region
(central NH3 molecule), aug-cc-pVDZ for shell 1, STO-3G for shell 2
and STO-3G for shell 3+, see Sect. 3.2 for a description of the clusters

shell 2 and STO-3G for shell 3+. The computed dipole moments are given in Table
2. Increasing the cluster size from 13 molecules to 40 molecules reduces the dipole
moment by 0.19 D, and increasing the cluster from 40 to 143 molecules increases it
by 0.08 D. Increasing the cluster size from 143 to 324 molecules reduces the dipole
moment by 0.02 D, and further increases of cluster size gives the same value for the
dipole moment as the cluster with 143 molecules. Considering that the mean absolute
error in Hartree–Fock dipole moments for molecules is found to be 0.16 D [56], these
variations are negligible. Hence, the electric dipole moment of the target region is
converged at 143 molecules (target region + 3 shells). This convergence is expected
as the results in Table 1 indicate a converged target electronic density matrix.

4.1.3 Effect of cluster size on CC2-in-HF vertical excitation energies

In Table 3 we present CC2-in-HF excitation energies for NH3 clusters containing 143,
324 and 579 molecules, with the occupied active space restricted to the target region
(central NH3 molecule) and the virtual active restricted to the target region + shell 1
(see Sect. 3.4). The basis set for the target region is aug-cc-pVTZ, whereas the basis set
for shell 2 and beyond is STO-3G. For shell 1 we present results using both STO-3G
and aug-cc-pVDZ, to see whether the choice of basis in the active virtual region yield
different convergence characteristics with cluster size.
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Table 3 CC2-in-HF S0 → S1
excitation energies (eV)
obtained for clusters of 143, 324
and 579 molecules

Basis (shell 1) 143 324 579

STO-3G 9.26 9.24 9.26

aDZ 9.03 9.01 9.03

All calculations are performed with the target region as the active
occupied region and the virtual active region set as the target region +
shell 1. The basis sets used for the target region is aug-cc-pVTZ and
the basis set for shell 2 and beyond is STO-3G

We first consider results where STO-3G was used for shell 1. From Table 3 we
see that increasing the cluster size from 143 to 324 molecules the excitation energy is
decreased from 9.26 to 9.24 eV. Increasing the cluster size further to 579 molecules
changes it back up to 9.26 eV. Using aug-cc-pVDZ for shell 1 we see that the excitation
energy is lowered as expected, since more flexibility is added in the active virtual
region. However, we see the same convergence behavior as for the calculations where
only STO-3G was employed beyond the target region. Hence, for cluster sizes beyond
143 molecules we see that excitation energies oscillates somewhat, but the change is
of only 0.02 eV. Considering the intrinsic errors in the CC2 model, the effect on the
excitation energy by increasing the cluster size beyond 143molecule can be considered
negligible. In particular, the change in excitation energy of 0.02 eV (= 0.0007 a.u.)
should be considered in contrast to the non-converged local region Hartree–Fock
energy Et of the ground state (see Table 1). The absolute differences in Et for cluster
sizes of 143, 324 and 579 molecules are 0.00349 a.u. and 0.02692 a.u. Hence, we see
that excitation energies for local excitations may converge with cluster size, even if the
ground state energy for the target region does not converge. It is important to note that
this does not mean that the presented excitation energies are converged with respect
to the chosen active occupied and virtual space. In Sect. 4.2 a study on choice of basis
sets is carried out.

4.2 Effect of basis set

4.2.1 Effect of basis set on the Hartree–Fock electric dipole moment

In this section we present how the choice of basis set for shell 1 and 2 affects the
dipole moment of the target region (central NH3 molecule), for a cluster containing
143 molecules. The basis sets of shell 1 and 2 are varied, while for the target region
and shell 3+ are kept to aug-cc-pVTZ and STO-3G, respectively. The results are
presented in Table 4. If we first consider the results where STO-3G is used for shell
2, Table 4 contain results for using STO-3G, cc-pVDZ, cc-pVTZ, aug-cc-pVDZ and
aug-cc-pVTZ. All computed dipole moment values for these basis sets in shell 1 are
2.14–2.15 D. Hence, the target electronic density is not appreciably affected by the
choice of basis in shell 1. We next consider the calculations where the basis set of shell
2 is cc-pVDZ, and the basis sets of shell 1 are cc-pVDZ, cc-pVTZ and aug-cc-pVDZ.
All calculations result in a dipole moment of 2.17 D, which is 0.02–0.03 D higher
than that of the STO-3G in shell 2 calculations. We further see that changing the basis
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Table 4 Dipole moment for the target region (central NH3 molecule) computed for a cluster containing
143 molecules, using different basis sets for shell 1 and 2

Basis (shell 1) Basis (shell 2) Dipole moment [D]

STO-3G STO-3G 2.14

cc-pVDZ STO-3G 2.15

cc-pVTZ STO-3G 2.15

aug-cc-pVDZ STO-3G 2.14

aug-cc-pVTZ STO-3G 2.14

cc-pVDZ cc-pVDZ 2.17

cc-pVTZ cc-pVDZ 2.17

aug-cc-pVDZ cc-pVDZ 2.17

cc-pVTZ cc-pVTZ 2.17

aug-cc-pVDZ aug-cc-pVDZ 2.16

The basis sets used for the target region and shell 3+ are aug-cc-pVTZ and STO-3G, respectively

set in shell 2 to cc-pVTZ and aug-cc-pVDZ, the computed dipole moment stays at
2.16–2.17 D. Considering the mean absolute error in Hartree–Fock dipole moments
for molecules is found to be 0.16 D [56], these variations are negligible. Hence, it can
be concluded that the the basis sets used in shell 1 and 2 has a negligible effect on the
dipole moment of the target region. This should be seen in context with the reasonably
large basis set (aug-cc-pVTZ) used for the target region. The large basis set of the
target region ensures that we do not rely on a large basis set in shell 1 to improve the
description of the target region.

4.2.2 Effect of basis set on CC2-in-HF vertical excitation energies

In this section we explore how changing the basis set of shell 1 and 2 affects CC2-in-
HF excitation energies, as well as the effect of increasing the active virtual space to
also include shell 2. In contrast to the Hartree–Fock dipole moment which only relies
on the electronic density in the target region, the excitation energies further requires
an active virtual space which extends beyond the target region. Hence, basis set effects
is expected to be important here.

Results for how the excitation energies are affected by varying the basis set of shell
1 and 2 is presented in Table 5. The excitation energies are computed for the cluster
containing 143 molecules, with aug-cc-pVTZ being used for the target region (central
NH3 molecule) and STO-3G being used for shell 3+ (see Sect. 3.2). The occupied
active region is set to the target region, while the virtual active region is set to either
the target region + shell 1 or the target region + shell 1–2 (see Sect. 3.4).

We first consider the results for which STO-3G is used for shell 2. We see that
calculations using target + shell 1 and target + shell 1-2 as active virtual region yields
identical results with respect to varying the basis set of shell 1. Increasing the basis
set of shell 1 from STO-3G to cc-pVDZ reduces the excitation energy by 0.20 eV.
Increasing the basis set of shell 1 from cc-pVDZ to cc-pVTZ, however, does not
change the excitation energies. Increasing the basis set of shell 1 to aug-cc-pVDZ and
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Table 5 CC2 S0 → S1 excitation energies (eV) showing the effect of varying the basis set of shell 1 and
2, using either the target region + shell 1 or the target region + shell 1–2 as the virtual active region

Virtual active region
Basis (shell 1) Basis (shell 2) Target + Shell 1 Target + Shell 1–2

STO-3G STO-3G 9.26 9.26

DZ STO-3G 9.06 9.06

TZ STO-3G 9.06 9.06

aDZ STO-3G 9.03 9.03

aTZ STO-3G 9.03 9.03

DZ DZ 9.07 9.06

TZ DZ 9.07 9.05

aDZ DZ 9.05 9.04

TZ TZ 9.07 9.05

aDZ aDZ 9.05 9.03

All calculations are performed for the cluster containing 143 molecules, with the target region set as
the occupied active region and aug-cc-pVTZ and STO-3G being used for the target region and shell 3+,
respectively

aug-cc-pVTZ yields an excitation energy 0.03 eV lower than when using cc-pVDZ
to cc-pVTZ in shell 1. We therefore see that the basis set of shell 1 one must be of
sufficient size, but that increasing the basis set of shell 1 beyond cc-pVDZ gives only
modest changes in the excitation energies.

We next consider the results which go beyond STO-3G in shell 2. As seen from
Table 5 the excitation energies are increased by between 0.00 and 0.02 eV relative
to the results where STO-3G is used in shell 2. This is the case both when the active
virtual region is target + shell 1 as well as when the active virtual region is target +
shell 1–2. From this we see two main points; (1) the basis set quality in shell 1 is
of greater importance than the quality of the basis set in shell 2, and (2) increasing
the virtual region beyond shell 1 is of little importance even when using reasonably
large (aug-cc-pVDZ) basis sets in shell 2. It therefore appears that the smaller virtual
active region (target and shell 1) is sufficient to obtain converged excitation energies
with respect to the virtual space. Note that since only the occupied space for the target
region is included, no occupied relaxation effects are taken into account.

5 Conclusion

In this paper we use local occupied and virtual orbital spaces for cluster models of
a NH3 crystal to show the convergence characteristics of the Hartree–Fock energy
and electronic density in a small target region (single NH3 molecule). The size of
the cluster models ranges from 13 to 953 NH3 molecules. The calculations illustrate
that although the energy of a target region will not converge with cluster size, the
energy contribution which only depends on the electronic density of the target region
will. Based on this it can be concluded that the electron density of the target region
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converges and as a consequence local size-intensive properties may be computed. The
convergence of the target electronic density with respect to cluster size yields the
possibility to evaluate how the density (and hence properties) is affected by basis set
choices in shells around the target region. The properties used for these numerical
illustrations are the Hartree–Fock electric dipole moment of the target region, which
only relies on the electronic density matrix and local CC2-in-HF vertical excitation
energies, which also relies on the virtual space.

Since the electronic density converges with cluster size, so do the target region
Hartree–Fock dipole moments. Converged values are obtained using approximately
three shells around the central NH3 molecule. We further show that the effect of
quality of the basis set used in the shells outside the target region is negligible for the
dipole moment calculations. Using a minimal basis seems to be sufficient to capture
the long range effects of the shells on the electronic density of the target region. The
lowest singlet CC2-in-HF vertical excitation energies are also seen to converge with
cluster size and basis set, despite the fact that the ground state Hartree–Fock energy
does not converge with cluster size. Excitation energies using occupied and virtual
spaces spanning the target region and the target region + shell 1, respectively, show
convergencewith cluster sizewith only small variations beyond three shells. Increasing
the virtual space beyond shell 1 is seen to effect the excitation energies in the order of
0.00–0.02 eV. Unlike for the dipole moment, the excitation energies requires that the
basis set of shell 1 is of sufficient size, but the quality of the basis set for shells beyond
has little effect. For the vertical excitation energies presented, it is important to note
that the occupied space only comprise of the occupied space of the target region (the
central NH3 molecule). Including a larger occupied space would result in relaxation
effects which would lead to lower excitation energies. However, the intention of this
study is not to obtain quantitative accuracy in the lowest local excitation of the NH3
crystal, but rather to illustrate the cluster and basis set dependencies of the excitation
energies.

The paper thus demonstrates fundamental aspects relating to the convergence of
electronic density of a target region, and hence local size-intensive properties, with
respect to cluster size. It is therefore not necessary to require an infinite system and
converged energy to compute size-intensive properties for a target regionof amolecular
crystal using the electronic density.We further see that although the cluster needs to be
of a given size to obtain a converged electronic density in the target region, a minimal
basis description of the outer shells are sufficient to capture the correct interaction
with the target region. The concepts illustrated in this paper are attainable using any
fragmentation or orbital space partitioned based approach, as long as it contain the
effective interaction between the target region and the rest of the cluster.
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