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Abstract

In recent years, lidars have seen major technological improvements to deliver
ever-increasing point cloud resolution. In addition to the capability of measur-
ing range to objects in the scene, most high-end lidars also output the intensity in
the reflected signal. Some lidars can also measure the ambient lighting from the
environment. This enables the lidar to act as a 360◦ imaging sensor, though at a
relatively low resolution compared to what can be expected by a normal camera.
Recent research has showed promising results in artificially increasing the resol-
ution of an image by deep learning-based methods. Motivated by this, the work
in this thesis has explored if it is possible to increase the apparent resolution of
real lidar images by applying such methods, which are known as super resolution
methods.

Additionally, it has been studied if the intensity and ambient lidar images
can be used in combination for visual place recognition by a bag-of-words-based
method. To facilitate the collection of real sensor data, a handheld multi-modal
sensor rig has been built. The thesis therefore also serves as documentation for
the development process of this sensor rig, which will likely be useful for future
research within robotic perception.

The results of using ambient and intensity lidar images for place recognition
in urban environments are promising, even during reverse revisits and when op-
erating over extended periods of time. The results of applying super resolution
methods on real lidar images seems to give reasonable results for range images,
though extending it to intensity and ambient images proved to be less effective,
which is likely a result of a high degree of noise present in the images.

As a possible way forward to improve the super resolution results, a pipeline
has been proposed that can generate realistic looking lidar images with arbitrary
resolution based on multiple point clouds, but with lower image noise. The aim
for this pipeline is to generate a better lidar image dataset, which can be used to
train an improved neural network for the lidar image super resolution problem.
The results from testing the image generation pipeline shows promising results
for lidar intensity images, which potentially can be used to train a more effective
intensity super resolution network in the future.
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Sammendrag

I de senere årene har lidarteknologi gjort store fremskritt, som har resultert i stadig
høyere punktskyoppløsning. I tillegg til å kunne måle avstanden til objekter, så kan
mange høykvalitetslidarer også måle intensiteten i reflekterte signaler. Noen lid-
arer har også mulighet til å måle omgivelsesbelysningen i et område. Dette gjør at
lidaren kan brukes som et 360◦ kamera, men med en relativt begrenset oppløsning
sammenlignet med hva man kan forvente av et vanlig kamera. Nyere forskning
har vist lovende resultater i å kunstig øke oppløsningen til et bilde ved hjelp av
metoder basert på dyp læring. Motivert av dette, har denne masteroppgaven ut-
forsket om det er mulig å kunstig øke oppløsningen til lidarbilder ved hjelp av
slike metoder, som er kjent som superoppløsningsmetoder.

I tillegg til dette, har det blitt undersøkt om lidarintensitetsbilder og lidarom-
givelsesbelysningsbilder kan brukes sammen for visuell plassgjenkjennelse ved
hjelp av en sekk-med-ord-basert metode. For å samle inn sensordata til å teste met-
odene, har en håndholdt multimodal sensorplattform blitt bygget. Oppgaven dok-
umenterer dermed også utviklingsprosessen for denne håndholdte sensorplattfor-
men, som kan bli nyttig for fremtidig forskning innen robotpersepsjon.

Resultatene av å bruke lidaromgivelsesbelysningsbilder og lidarintensitetsb-
ilder for visuell plassgjenkjenning i urbane områder er lovende, selv når man
kommer tilbake til samme område i motsatt retning av den man opprinnelig kom
fra og når systemet opererer over lengre tid. Resultatene av å bruke superoppløs-
ningsmetoder på ekte lidarbilder gir rimelige resultater for avstandsbilder, men
fungerte ikke like godt på lidarintensitetsbilder og lidaromgivelsesbelysningsb-
ilder. Dette er sannsynligvis en konsekvens av at lidarbildene inneholder mye støy.

Som en mulig vei videre for å forbedre superoppløsningsresultatene, har det
blitt foreslått en pipeline som kan lage realistiske lidarbilder med vilkårlig oppløs-
ning basert på flere punktskyer, men med mindre bildestøy. Målet med denne
pipelinen er å kunne lage et bedre lidarbildedatasett, som kan brukes til å trene et
forbedret nevralt nettverk for å oppskalere lidarbilder. Resultatene fra denne lid-
arbildegenerende pipelinen er lovende for lidarintensitetsbilder og kan potensielt
brukes til å trene et forbedret superoppløsningsnettverk for lidarintensitetsbilder
i fremtiden.
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Chapter 1

Introduction

1.1 Motivation

In the domain of autonomous robotics, light detection and ranging (lidar) sensors
are often a core part a robot’s perception system. A lidar is an optical sensor that
leverages lasers to measure the distance to objects in the scene. By using mul-
tiple rotating lasers at varying heights, a high-end lidar can output a fairly de-
tailed point cloud as shown in Figure 1.1. Also, many lidars do not only output

Figure 1.1: Example of a point cloud from a lidar.

the detected range, but also the intensity in the reflected signal, which is highly
correlated with the reflective properties of the object it reflected from [1]. Quite
recently, Ouster [2] introduced a lidar that is not only able to measure range and
intensity, but also the ambient lighting from external sources such as the sun, ef-
fectively making the lidar act as 360◦ camera [3] as shown in Figure 1.2. To a
human observer it would be easier to identify the location based on a combina-
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(a) Intensity image

(b) Ambient image

(c) Range image

Figure 1.2: The intensity, ambient and range image outputted by an Ouster lidar.

tion of the images, but most robotic perception systems today, only use the range
information from the lidar. This poses the question if this additional information
can be leveraged by a robot for improved place recognition.

However, it is apparent that the vertical resolution of the images is not com-
parable to what you would expect from a normal camera. The reason is that the
vertical resolution of the images is limited by the number of lasers, called chan-
nels, for the given lidar. This makes it harder to perceive the environment, both
in terms of recognizing the location, but also to distinguish the smaller structures.
Buying a lidar with a higher channel-number can also be a rather expensive en-
deavour, usually costing several thousand dollars.

In recent years there has been active research within deep learning to convert
low resolution images into higher resolution images, a problem known as Image
Super Resolution (ISR). Some neural networks designed to tackle this problem
have shown very promising results in areas such as medical and surveillance ima-
ging [4, 5]. A key question is if these advancements can be extended further to
the lidar domain.

1.2 Focus Topics

Motivated by the new measurement capabilities of lidars and the developments in
deep learning for the image super resolution problem, the work to be presented
here has focused on the following topics:

• Use both the intensity and ambient images from a lidar to attempt to im-
prove robotic place recognition.

• Applying neural networks to explore the possibility of increasing the appar-
ent resolution of the range, intensity and ambient image from a real lidar.
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1.3 Thesis Structure

The thesis is structured in the following way. Chapter 2 presents the theory which
is used as a baseline for the rest of the thesis and it is divided into two parts. The
first half covers the place recognition problem, in particular the visual place recog-
nition problem. The second half of the chapter covers the super resolution prob-
lem, where we mainly focus on the image super resolution problem. Chapter 3
is the methodology, which begins by covering a new lidar place recognition al-
gorithm. Then, the chapter presents a pre-existing lidar super resolution pipeline,
which the work in this thesis has built upon. Afterwards, the chapter goes into
detail about how the lidar super resolution pipeline has been adapted to range, in-
tensity and ambient lidar images. Subsequently, the chapter covers a new method
for generating lidar images, that can be used to train a super resolution network.
Then the chapter covers the development process of a sensor rig, which has been
built, tested and used to collect data for the thesis. The end of the chapter covers
the experimental testing procedure of the place recognition algorithm, lidar super
resolution pipeline and the lidar image generation pipeline. Chapter 4 covers the
results of the experiments from Chapter 3, with a discussion of the results. Finally,
Chapter 5 lists some concluding remarks and recommendations for future work.





Chapter 2

Background

This chapter will go into detail about two different topics related to lidar-based
robotic perception: place recognition and super resolution. The chapter begins
with a common background related to lidars and their adaption in robotic systems.
Starting from Section 2.3, the chapter is divided into two parts. The first half
of the chapter covers the place recognition problem and some theory related to
performance evaluation of place recognition algorithms using GPS. The second
part of the chapter, starting at Section 2.7, covers theory related to deep learning-
based super resolution. The theory presented here should be detailed enough so
that a reader without specific knowledge about the place recognition problem and
super resolution, can be able to follow it.

2.1 Lidars in Robotics

Within the last decade there has been large advancements within 3D lidar techno-
logy, offering improved resolution, precision and significant cost reductions [6].
This has resulted in 3D lidars being adapted for a multitude of robotic systems,
including legged robots [7, 8], flying drones [9] and unmanned ground vehicles
[10]. Yet, long range 3D lidar is still a relatively expensive technology, which has
restricted their use in consumer products. On the other hand, 2D lidar has in the
recent years also seen considerable price reductions and can at the time of writing
be bought for less than $100 dollars [11]. This has made the lidar sensor starting
to find its way into robotic household products, like robot vacuum cleaners [12],
but the adaption in the consumer market is still in its infancy. In this thesis we will
though restrict our focus to long range 3D lidar.

2.2 Ouster Lidar

As mentioned in Section 1.1, most lidars on the market today are capable of out-
putting both range and intensity measurements. However, the definition of in-
tensity varies both within the scientific community and in the industry but can
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broadly be defined as the strength in the returned signal [1]. In order to more
precisely understand the properties of the range, intensity and ambient images,
here defined as the raster bands of the lidar, we will narrow down our focus to
one specific series of commercial lidars, which is the OS0 by Ouster1. This is also
because the ambient image is only available for this series of lidars. Note that
since this is a proprietary technology, we will have to base the description based
on what Ouster have published on their website2.

The Ouster lidar is a semiconductor-based lidar, where all the laser beam de-
tectors are placed on single chip. These detectors are able to count individual
photons at the 850 nm operating wavelength of the lidar. Since there are other
significant noise factors at this wavelength, in particular the sun, the detectors
will measure a combination of photons originating from the lidar itself and ex-
ternal sources as illustrated in Figure 2.1. The photons that the lidar estimates
to originate from itself, is what the Ouster lidar leverages to generate the intens-
ity image. Meanwhile, the photons that the lidar believes originate from other
sources, are used to create the ambient image. To generate the range image, the
lidar works on the principle of time-of-flight. By measuring the time it takes from
a lidar pulse is emitted to when it is received, the distance can be calculated, since
electromagnetic waves travel at the speed of light [13].

Figure 2.1: The relation between intensity and ambient data for the Ouster lidar.
The intensity data corresponds to the photons originating from the lidar itself,
while the ambient data corresponds to photons from external sources. By emitting
a laser pulse at time t0 and measuring the time it takes until it returns at time t1,
the distance can be calculated. Figure adapted from [14].

1https://ouster.com/products/scanning-lidar/os0-sensor/
2https://ouster.com/blog/how-multi-beam-flash-lidar-works/
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A challenge with the ambient images, is that since they are dependent on
external lighting, they become very susceptible to poor illumination conditions
as can be seen in Figure 2.2. Meanwhile, since the intensity image is based on
laser beams from the lidar itself, this image would be virtually unaffected by such
conditions.

(a) Ambient image in the shadow of a building.

(b) Ambient image indoor.

Figure 2.2: Examples where the ambient image from an Ouster lidar becomes
noisy due to inadequate external lighting.

On the other hand, when there are good lighting conditions, the ambient im-
ages can be relatively feature rich. This can for instance be seen in Figure 2.3,
where buildings in the far background are clearly more visible in the ambient
image than in the intensity image.

(a) Ambient image

(b) Intensity image

Figure 2.3: An example where the ambient image (a) provides more details than
the intensity image (b) in good lighting conditions.

2.3 Place Recognition

In the domain of robotic perception, place recognition is the problem of identifying
when a previously seen location is revisited [15]. Place recognition is an essential
part of the Simultaneous Localization And Mapping (SLAM) problem, which is
one of the most researched topics within the robotic community. The task to be
solved in SLAM, is for a robot to build a map of an unknown environment and



8 Chapter 2. Background

localize itself in this map at the same time [16]. A core challenge with SLAM is to
mitigate drift in the estimate. Here is where place recognition, also known as loop-
closure detection, plays a vital role. By detecting a loop-closure, the accumulated
drift can be identified and compensated for [17]. However, place recognition can
be challenging, especially due to perceptual aliasing, where different locations
appear visually similar. To make matters worse, even a single incorrectly identified
loop-closure can be detrimental if it is used in a SLAM algorithm [15].

Many methods have been proposed to tackle the place recognition problem
and most of them can be put into one of two categories; visual-based methods
and point cloud-based methods [15, 18]

2.4 Visual-Based Place Recognition

Visual Place Recognition (VPR) is the task of identifying a previously visited loc-
ation based on images. It has received great attention within the academic com-
munity due to the general availability of cameras and the feature richness of im-
ages [15]. VPR can be extremely difficult, as it has to account for multiple different
factors, including changes in lighting, different viewpoints and changing weather
conditions [19]. Yet, since many state-of-the-art SLAM methods use cameras as
the primary sensor [20–22], visual-based place recognition is an essential task
that needs to be solved.

There is also a large variability in the assumptions made by the different VPR
methods. In a pure appearance-based VPR method, the algorithm will typically
search for potential loop-closures among all previously visited locations [15]. The
advantage of the pure appearance-based methods is that they can detect loop-
closures even if the estimated robot position has drifted significantly, which can
be the case e.g. when operating in large-scale environments [23].

A potential problem with the appearance-based VPR methods, is that the search
space can in some cases become so large that it becomes challenging to meet real-
time demands [24]. In this case, a geometric or hybrid VPR method might be more
suitable, where the VPR algorithm also make use of an estimated position of the
robot and only searches for potential loop-closures locally. Another advantage is
that leveraging an estimate of the position of the robot can often improve the
place recognition accuracy, given that the estimated position has not drifted too
much [25].

2.4.1 Feature Detectors and Descriptors

A principal component of most VPR algorithms is that images can often by broken
into a set of points of interest, or keypoints. This is an essential idea across the
computer vision domain, and an algorithm that can find these keypoints is called
a feature detector [26–28]. Many of the feature detection algorithms, such as the
Features from Accelerated Segment Test (FAST) detector [29], actively seek for
corners in an image, since these are usually easy to track.
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Feature detectors are seldom used without combining them with a feature
descriptor, which can describe the keypoints [30–32]. Feature descriptors can be
placed into one of two categories, floating-point descriptors and binary descriptors.
Floating-point descriptors, such as the widely popular Scale-Invariant Feature
Transform (SIFT) descriptor [33], often shows superior results in terms of ac-
curacy, but at a cost of usually being more computationally expensive [26].

Binary descriptors such as the Binary Robust Independent Elementary Features
(BRIEF), usually operate directly on individual pixel intensities in patches of an
image and encodes them into binary sequences [34]. However, even though BRIEF
is efficient to compute, it is sensitive to both changes in scale and image rotations.

A popular binary descriptor based on BRIEF, which attempts to alleviate these
issues, is the Oriented FAST and Rotated BRIEF (ORB) descriptor [35]. The ORB
descriptor leverages the FAST keypoint detector to rotate the BRIEF descriptors,
so that they become invariant to in-plane rotations. To address the problem with
scale, ORB uses an image pyramid with multiple levels, where the first level cor-
responds to the original image and the succeeding levels are created by down-
sampling the image from the previous layer by a given factor. This effectively
simulates viewing the same scene at multiple different scales. By detecting fea-
ture points at each of these levels, the ORB detector becomes partly invariant to
changes in scale [35]. A major advantage of the binary descriptors is that they
can be efficiently compared with each other by simply counting the number of
differing bits between their binary sequences, a metric known as the Hamming
distance [26].

2.4.2 Bag of Visual Words

Many visual place recognition methods leverage a technique known as bag-of-
words [23, 36–38]. In the domain of computer vision, bag-of-words is also re-
ferred to as Bag of Visual Words (BoVW). The central idea is that by extracting
feature descriptors from an image, the descriptors can be converted into a more
abstract representation known as visual words. How a visual word is found from
a feature descriptor, vary between different BoVW methods, though one of the
most common approaches is to compute feature descriptors on a large set of rep-
resentative images that have been collected in advance. The feature descriptors
can then be grouped into clusters using e.g. the K-means algorithm [39], which is
illustrated in Figure 2.4. The K-means algorithm seeks to iteratively separate a set
of unlabelled points into K clusters and retrieve a set of K means corresponding
to the center of each cluster.

After training the K-means model on the set of feature descriptors, these will
constitute a visual vocabulary. The visual vocabulary is what defines what the
visual word for a given feature descriptor is, by assigning it to the nearest mean
value in the K-means model. By counting the number of feature descriptors that
are assigned to each visual word, a histogram that describes an image can be
generated. The number of bins in the histogram will correspond to the number
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Figure 2.4: Example of the K-means algorithm, where the goal is to separate a set
of unlabelled points (grey) into K clusters. The outcome of a successful execution
of the algorithm is a set of "means", here represented by cross-marks (yellow),
corresponding to the center of each cluster.

of means in the K-means model. The histograms, which are usually represented
as vectors, can then be compared with the histogram of other images to search
for similarity [36]. A simplistic example of the visual word process is given in
Figure 2.5.

However, some visual words will inevitably appear more often and are there-
fore less distinctive for a given scene. To compensate for this, a function that
weights each bin in the histogram is used, where the most used weighting func-
tion is the Term Frequency–Inverse Document Frequency (TF-IDF). In TF-IDF a
bin x i is assigned a weight t i , which is computed as

t i =
nid

nd
log(

N
ni
), (2.1)

where nd and nid are the total number of visual words in image d and the number
of occurrences of visual word i in the image respectively, N is the total number of
images and ni is the number of occurrences of the visual word i in all the images
[36]. This effectively increases the weight of visual words that appear frequently
in a given image, but rarely occur in the rest of the images.

Binary Bag of Visual Words

Even though BoVW has become a popular choice for loop-closure detection, it
can be both computationally costly and require a significant amount of storage.
In order to alleviate these problems, a binary descriptor-based BoVW method,
DBoW, was proposed by Gálvez-López et al. [40]. In DBoW, the visual vocabulary
is built up as a tree structure as shown in Figure 2.6. In the same way as before, we
begin by extracting binary feature descriptors from a representative set of images.
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Figure 2.5: Example of the bag of visual words approach. Features from an in-
put image are first extracted using a feature detector and a feature descriptor.
The extracted features are then converted into visual words by leveraging a pre-
computed visual vocabulary. The frequency of each visual word is counted to
convert the bag of visual words into a visual word histogram, which can be used
to search for similar images.

Starting at the top of the tree at the root node, we cluster the feature descriptors
into K bins by using the K-medians algorithm [41], which is a variation of K-means.
The number of bins K corresponds to the branching factor of the tree.

After the initial clustering, feature descriptors that ended up in the same bin
are further clustered into K new bins, which creates a new layer in the tree. The
number of times this process is repeated is the depth level of the visual vocabulary
tree. The nodes at the final layer of the tree, which are called leaf nodes, will
correspond to the visual words of the vocabulary [40].

To convert a binary feature vector v1 into a visual word using the binary vocab-
ulary, we start at the root of the vocabulary tree and select the bin which minimizes
the Hamming distance. This procedure is repeated at each layer of the vocabulary
tree until we arrive at a leaf node, in which case the visual word is determined.

To estimate the similarity between two binary feature vectors v1 and v2, Gálvez-
López et al. propose to use a scoring function defined as

s(v1, v2) = 1−
1
2

�

�

�

�

v1

|v1|
−

v2

|v2|

�

�

�

�

, (2.2)

where s(v1, v2) is called the L1 score and | · | denotes the L1 norm [40].
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Branching factor

Root

Depth levels

Figure 2.6: Example of a tree data structure. The number of nodes that are con-
nected to the same node one level up in the hierarchy is called the tree’s branching
factor. The depth level of the tree is the same as the longest path from a node in
the bottom of the tree to the root node at the top of the tree. Image adapted from
[40]

2.4.3 Lidar Images

Since cameras have been the dominant sensor for high-resolution imagery, VPR
has often implicitly been referring to camera images. Nevertheless, with the re-
cent advancement with increased lidar resolution, some researchers have started
to investigate using traditional VPR methods for lidar intensity images [42]. In
[43] Shan et. al proposed a new VPR method specifically for lidar intensity im-
ages. By using conventional image feature descriptors for lidar intensity images,
combined with a BoVW approach, their method can retrieve potential loop clos-
ure candidates. To reduce the number of false positive loop-closures, Shan et. al
leverage the raw point clouds to validate the potential loop-closure candidates.

2.5 Point Cloud-Based Place Recognition

Compared to VPR, place recognition based on point clouds is still a relatively unex-
plored field. One of the reasons for this, is that point cloud-based place recognition
is extremely challenging. However, point cloud-based place recognition has in the
the recent years garnered increasing amount of academic attention [18, 44–47].
This comes from the fact that one of the most common 3D point cloud sensors,
the lidar, has some very desirable characteristics for the place recognition prob-
lem. One of these factors is that, if we make an exception for the ambient data,
the lidar point clouds are virtually unaffected by changes in illumination. Lidars
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usually also have a much larger field of view than their camera counterpart, which
reduces the likelihood of having non-overlapping frames between revisits to the
same location [48].

Some point clouds-based place recognition methods attempts to perform global
place recognition by encoding specific points, such as the highest visible points
[48], or points with a large intensity reading [47], into a unique place signature.
Meanwhile, some of the newer methods for global point cloud-based place recog-
nition leverages deep learning-based methods to extract local features from the
point clouds, which are then clustered into global descriptors [18, 49]. However,
deep learning-based methods usually requires a lot of training data and can be
too computationally expensive to be used in real-time setting.

Many point cloud-based place recognition algorithms that are actively used
today, only search for loop closures in a local area. These methods are usually
dependent on an estimated position and point cloud map from a SLAM pipeline,
where they try to align the current point cloud with the map at the current position
estimate [50, 51]. However, how this point cloud alignment is performed, varies
between the different methods.

2.5.1 Point Cloud Alignment

Local Methods

A widely used algorithm for aligning two point clouds is the Iterative Closest Point
(ICP) algorithm [52]. One of the requirements for ICP, is that it is given an initial
estimate of the transformation that aligns the two point clouds, which categorizes
ICP as a local point cloud registration method. ICP works by leveraging the initial
transformation to match the closest points in each of the two point clouds and cal-
culating a new transformation that minimizes a cost function, typically the sum of
squared differences, with respect to these matches. The resulting transformation
is used to find a new set of point cloud matches that have to be optimized. By
repeating this procedure of matching and optimization, ICP can often result in a
highly accurate point cloud alignment, if the initial transformation is sufficiently
close to the solution and if the underlying problem is sufficiently constrained.

Global Methods

A commonly faced challenge when using local registration methods such as ICP,
is that they are usually highly dependent on a good initial transformation to avoid
becoming stuck in a local minimum. Therefore, there have been proposed multiple
methods that seek to perform point cloud alignment without any prior knowledge
about the initial transformation, which are called global point cloud registration
methods. Many of the global point cloud registration methods works by extract-
ing and matching features between the point clouds [53, 54], but these methods
are usually highly reliant on the accuracy in the feature matching, which can be
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a problem when operating under high noise conditions. Also, these methods usu-
ally only utilize the range information in the point cloud, while other sources of
information, like intensity and ambient, remains unused.

Quite recently, a new global point cloud registration method called PHASER
was proposed in [55] by Bernreiter et al., which seeks to alleviate the problems
with robustness by utilizing the additional lidar information. To enable this, the
authors leverage the Fourier transform to fuse the information from different mod-
alities, such as range, intensity and ambient.

Still, global point cloud registration methods usually do not result in as tight
alignment as a well-initialized local method. For this reason, the resulting trans-
formation from a global registration method is in practise often used as an initial
transformation for a local method to further refine the alignment [56].

2.6 Place Recognition Verification

A challenge with evaluating place recognition and SLAM algorithms, is how the
ground truth can be found. In public datasets that are captured in outdoor en-
vironments, it is common to rely on satellite-based positioning using the Global
Navigation Satellite System (GNSS) for this purpose [57, 58]. GNSS is a techno-
logy that was first developed for military applications in the 1960-70s. Today there
are several independent satellite systems in operation, such as Galileo, GLONASS,
BeiDou and the most commonly known, the Global Positioning System (GPS)
[59].

2.6.1 Differential GNSS

A common problem with pure satellite-based GNSS positioning is that the there
are several noise factors that can deteriorate the accuracy of the position estim-
ate. These include for instance small errors in the internal clocks of the satellites
and their estimated position. Another significant factor is that the electromagnetic
waves from the satellites can be slowed down when travelling through the atmo-
sphere. This limits the accuracy of the standard GNSS positioning to a few meters,
which can be insufficient for some applications [60].

One way to improve the accuracy of the GNSS positioning, is to use differ-
ential GNSS. For differential GNSS to be possible, a separate GNSS receiver with
a known position - a reference station, is needed [61]. The basic premise of dif-
ferential GNSS is that some of the noise factors are slowly varying and remain
relatively similar within a given area. Since the position of the reference station
and the satellite is known, the reference station can compare the true range to
the satellite with the perceived range based on the GNSS signals to estimate the
range error. Since other GNSS receivers in the area are likely subject to similar
noise conditions as the reference station, it is reasonable to assume that they will
experience a similar ranging error to the same satellite. Thus, by broadcasting the
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estimated range error for each satellite from the reference station to the GNSS
receivers in the area, it is possible to reduce the positioning error [61].

2.6.2 Real-Time Kinematic

Real-Time Kinematic (RTK) positioning is one form of differential GNSS, but there
are a few differences from the classical differential GNSS approach. In the domain
of RTK positioning, the reference station is referred to as a base station, while the
GNSS receiver that receives the corrections is called a rover [62]. Unlike classical
GNSS, the distance to each satellite is not calculated based on the data encoded
in the GNSS signal itself. Instead RTK GNSS leverages that the carrier wave for
a given GNSS satellite operates at a known frequency, i.e. a GPS satellite in the
L1 band has a carrier wave frequency of 1575.42 MHz [63]. We know that the
relation between wavelength and frequency of a periodic wave is given by

λ= v/ f , (2.3)

where λ is the wavelength, v is the phase speed of the wave, while f is the wave’s
frequency. Since GNSS signals are electromagnetic waves, they propagate at the
speed of light, c = 300,000 km/s, so the wavelength of the carrier wave can be
calculated as

λ= c/ f =
300,000 km/s
1575.42 MHz

≈ 19cm. (2.4)

As the electromagnetic wave travels from the satellite to the GNSS receiver, the
wave will have completed N whole wave cycles and one partially completed cycle
corresponding to the phase of the carrier wave,φ. If we can determine the number
of completed cycles N and measure the carrier wave phase φ, then the distance
to the satellite can be calculated as N ·λ+φ ·λ, since the wavelength λ is known.
The problem is that determining the number of completed cycles N is not trivial,
and it is known as the integer ambiguity resolution problem [64].

However, if a base station measures the phase of the carrier wave, then the
number of completed cycles can be determined. This comes from the fact that the
location of the base station and the satellite is known and therefore also the range
to the satellite. By sending the measured carrier phase shift from the base station
to the rover, together with the position of the base station itself, it may be possible
for the rover to calculate the number of completed cycles N . One assumption for
this to be possible, is that the rover and base station have at least five satellites in
common. If the solution is found, it is referred to as a fixed solution, and it usually
has an accuracy better than 1-2 cm [65].

2.6.3 Network Real-Time Kinematic

An obvious disadvantage of RTK compared to classical GNSS, is the requirement
of having access to a base station in close vicinity and being able to communicate
reliably with it. A popular solution to the former problem is Network Real-Time
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Kinematic (NRTK), where a user can gain access to a large network of base stations
that the rover can communicate with over the internet [66]. In a NRTK system, the
internet connection is used as a two-way communication link between the base
and the rover. This enables the rover to inform the GNSS correction service about
its current position, so that the closest base station(s) can be assigned to the rover,
while also making it possible to improve the correctional data by mathematical
modeling of distance dependent noise errors [67].

2.7 Super Resolution

The term super resolution was first coined by Gerchberg in 1974 to describe the
goal of recovering signals with a higher resolution than the theoretical limit in
an optical system, which is known as the diffraction limit [68]. In later literature,
super resolution is divided into two different categories; optical super resolution
and geometrical super resolution, where optical super resolution is what Gerch-
berg originally referred to [69]. Meanwhile, geometrical super resolution is to
increase the resolution of an image beyond the resolution imposed by a given di-
gital detector array, which is the super resolution definition we will be using here
[70].

The super resolution problem has a long history within the domain of medical
imaging, where high-resolution images is often necessary to generate accurate 3D
models for adequate diagnosis and treatment. However, acquiring high-resolution
medical images is usually very time consuming and expensive or not possible at all,
which has resulted in the adaptation of super resolution techniques to artificially
increase the apparent resolution of the images [71]. Super resolution has also
become an essential tool in surveillance imaging analysis, where the typically low
image resolution can make object detection extremely challenging [72].

Although super resolution is most commonly associated with the problem of
super-resolving images, the term super resolution covers a much wider number
of problems. One of these problems, which is particularly relevant for lidars, is
the point cloud super resolution problem [73, 74]. We will therefore start here
by going through the point cloud super resolution problem and how it can be
connected to the problem of super-resolving images.

2.7.1 Point Cloud Super Resolution

The point cloud super resolution problem is the task of acquiring a High-Resolution
(HR) point cloud from a Low-Resolution (LR) input cloud as illustrated in Fig-
ure 2.7. This problem has received a lot of attention by the academic community,
due to point clouds often being sparse in nature [74, 75]. Early attempts on solv-
ing this problem were usually optimization-based and often made explicit assump-
tions on the structure of the underlying point cloud [76, 77]. However, with the ad-
vancements in deep learning, there has been a general trend towards data-driven
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methods, leveraging deep neural networks for the point cloud super resolution
problem [73, 74, 78]

Figure 2.7: Illustration of the point cloud super resolution problem, where the
goal is to recover a high-resolution point cloud from a low-resolution input point
cloud.

Although some of the deep-learning based methods have demonstrated re-
markable results for super-resolving point clouds, they will usually not preserve
sensor specific characteristics, e.g. the ring-pattern that is present in most lidar
point clouds, like the one we saw in the introduction in Figure 1.1. One of the
few methods that specifically attempts to address the problem of super-resolving
lidar point clouds, while still preserving this ring-pattern is presented by Shan et
al. in [79]. Here the authors propose to project the point cloud onto a 2D image to
generate a range image. Then instead of super-resolving the point cloud directly,
the authors propose to super-resolve the range image and project it back into 3D
space to retrieve a densified version of the original lidar point cloud. In order
to super-resolve the range image, the authors leverages techniques from one of
the most well known super resolution problems, which is the single image super
resolution problem.

2.7.2 Single Image Super Resolution

Single Image Super Resolution (SISR) is the problem of recovering a HR image
from a single LR image [80]. The main challenge with SISR is that there are mul-
tiple HR images that could originate from the same LR image, so the solution is
not unique [81]. The reason for this can be explained by the well-known Nyquist-
Shannon sampling theorem. This states that it is possible to recreate a signal given
that the sampling frequency fs is at least twice as high as the highest frequency
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(a) Original (b) Oversampled (c) Undersampled

Figure 2.8: Illustration of the aliasing effect in 2D. The original image of a 2D sine
wave (a) is sampled at above the Nyquist frequency (b) and below the Nyquist
frequency (c). When sampling below the Nyquist frequency, the image becomes
clearly distorted with patterns that were not present in the original image.

component fc in the signal
fs ≥ 2 fc = fN , (2.5)

where the minimum sampling frequency fN is known as the Nyquist frequency
[82]. If this criterion is not met, then the recreated signal will be subject to ali-
asing, which is illustrated in Figure 2.8. Since the LR images for a given super
resolution problem do in general not fulfill the Nyquist criterion, they will be sub-
ject to aliasing, which causes information to be lost [83].

Degradation Model

The reverse operation of SISR, that is going from a HR image to a LR image, is
also an important topic. A model that defines a mapping from the HR image to the
LR image is called a degradation model. An illustration of how the degradation
model is linked to the SISR problem is shown in Figure 2.9. If the SISR method
assumes that the degradation model is known a priori, then it is categorized as a
non-blind method, while in the opposite case it is categorized as a blind method
[84]. For a non-blind SISR method to generalize to real data, it is crucial that the
selected degradation model matches the degradation in the real data well.

A well-known degradation model is to apply bicubic downsampling on the
high-resolution image [85], but this degradation model has proved to usually be
too unrealistic, which often results in poor generalization to real images. A more
commonly used degradation model, which aims to better represent the degrada-
tion that can be expected in real images, is defined by

LR= (HRþK) ↓S +N , (2.6)

where a HR image is first convolved with a blur kernel K and downscaled by a
factor s by the downsampling operator ↓S . Finally Gaussian noise N is added to
produce the LR image [84]. Although this model can in some cases result in better
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generalization to real images than a bicubic degradation, it still requires that the
selected blur and noise levels properly represents what can be expected in the real
data [84].

Figure 2.9: Illustration of the Single Image Super Resolution (SISR) problem.
The low-resolution image is assumed to originate from a higher resolution image
that has been transformed to a low-resolution image by a degradation model.
Recovering the high-resolution image from the low-resolution image is known as
the SISR problem. Figure adapted from [81].

2.7.3 Image Super Resolution Metrics

A challenge with image super resolution, is how to quantitatively evaluate the
reconstruction quality. One of the most commonly used metrics is the Peak-Signal-
to-Noise Ratio (PSNR) metric, where for an image pair (x , y) with dimensions
N ×M , the PSNR value is given as

PSNR= 10 log10

�

(MAX n − 1)2

MSE(x , y)

�

, (2.7)

where MAX n is the maximum value for an n bit image and

MSE(x , y) =
1

N M

N
∑

i=1

M
∑

i= j

(x i, j − yi, j)
2, (2.8)

where MSE is the mean squared error [86]. One challenge with this metric, is that
it assumes that that the original HR image is noise free, and it is commonly criti-
cized for being unable to properly represent the structure and visual quality of the
image. To address the two latter issues, Wang et al. [87] proposed the Structural
Similarity Index Measure (SSIM) which models the perceived distortions by three
different comparison factors calculated over various patches of the image pairs.
These three comparison factors are called the luminance l(x , y), contrast c(x , y)
and structure s(x , y).
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Let µ represent the average pixel intensity (luminance) of a given image patch,
then the luminance comparison is defined as

l(x , y) =
2µxµy + C1

µ2
x +µ2

y + C1
, (2.9)

where C1 is a small non-zero constant which is added for numerical stability. Let
σx and σy be the covariances of the corresponding patches of image x and y
respectively, then the contrast comparison is defined as

c(x , y) =
2σxσy + C2

σ2
x +σ2

y + C2
, (2.10)

where C2 is a small non-zero constant. Before calculating the structure compar-
ison, the corresponding patches of image x and y first have to be standardized by

x̂ =
x −µx

σx
(2.11a)

ŷ =
y −µy

σy
, (2.11b)

where x̂ and ŷ are the standardized image patches. The structure comparison of
the corresponding standardized images is then defined as

s(x , y) =
σx y + C3

σxσy + C3
, (2.12)

where again C3 is small non-zero constant and

σx y =
1

N − 1

N
∑

i=1

(x i −µx)(yi −µy). (2.13)

The SSIM is then defined as weighted product of these terms as

SSI M(x , y) = [l(x , y)]α · [c(x , y)]β · [s(x , y)]γ , (2.14)

where α, β and γ are weighting exponents which can be tuned [87]. Usually, we
have that α= β = γ= 1 and C3 = C2/2, where the SSIM can be simplified to

SSI M(x , y) =
(2µxµy + C1)(2σx y + C2)

(µ2
x +µ2

y + C1)(σ2
x +σ2

y + C2)
. (2.15)

2.8 Single Image Super Resolution Networks

Multiple different Artificial Neural Network (ANN) architectures have been pro-
posed to tackle the SISR problem. Two of the most common approaches are the
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LR Image Super Resolution Network HR ImagePre-upsampling

Figure 2.10: Example of the pipeline for a pre-upsampling based super resolu-
tion network. Initially, the low-resolution (LR) image is upscaled, by for instance
bicubic interpolation, before it is passed through the rest of the super resolution
network to produce the high-resolution (HR) image.

pre-upsampling and post-upsampling based networks [85, 88, 89]. In a pre-upsampling
based network, the low-resolution image is initially upscaled to the same size as
the high-resolution image using e.g. bicubic interpolation, before it is fed into the
rest of the network [85] as shown in Figure 2.10.

However, a problem with pre-upsampling the image is that the computational
cost in a neural network usually increases drastically with the input dimensions.
This can therefore result in significant constraints on the depth of the network
architecture [90, 91].

To address this issue, methods leveraging post-upsampling were proposed,
where the low-resolution image is used directly as the input [92]. The network will
then only upscale its internal feature representation of the image to the same size
as the high-resolution image at the end of the network as shown in Figure 2.11.
The key enabler for most post-upsampling networks, is an upsampling operation
called pixel shuffling [91]. Although it is not a common problem, a limitation of
pixel shuffling is that the upscaling factor must be the same in the vertical and
horizontal direction.

2.8.1 Common Components

Although there exists many different super resolution networks, there are a few
components that are often present. Here we briefly cover some frequently used
network components, though we will mainly focus on those that have been used
in this thesis.

Convolutional Layer

The convolutional layer is most commonly associated with the Convolutional Neural
Networks (CNNs) and the layers consist of multiple filters. A filter in this setting
is a collection of 2D matrices called kernels with weights to be learned [93]. In
a convolution layer, the kernels are slided along an input matrix to produce an
output consisting of the sum of the element-wise product between the kernel and
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LR Image Super Resolution Network HR Image

Figure 2.11: Example of the pipeline for a post-upsampling based super resolu-
tion network, where the low-resolution (LR) image is used directly as the input,
while the final high-resolution (HR) image is created by only upscaling at the end
of the network.

the matrix as shown in Figure 2.12. Technically this operation is called 2D cross-
correlation, but in the deep learning domain this term is often used interchange-
ably with the convolution operation, as they only differ by a 180◦ rotation of the
kernel [94]. Since the weights of the kernel are parameters to be learned, the
distinction between these operations are for practical purposes not relevant.

1 3 2 1
0 1 0 2
1 3 2 4
0 1 0 2

∗
1 0 1
0 1 0
1 1 0

= 8 9
4 6

Figure 2.12: Illustration of a convolution operation between a 4x4 input matrix
and a 3x3 kernel.

Transpose Convolutional Layer

The transpose convolutional layer is (usually) used in order to upsample an in-
put to a higher spatial dimension and are commonly found in super resolution
network architectures [95]. Transposed convolution is sometimes also referred to
as deconvolution, although this is an inaccurate use of terminology, since trans-
posed convolution is not an inverse convolution operation [94]. Transposed con-
volution layer differs from classical interpolation-based upsampling methods, like
for instance bicubic interpolation, in that the upsampling parameters are train-
able. This is enabled by leveraging kernels with learnable weights similar to the
convolutional layer [95]. An example of the transpose convolution operation can
be seen in Figure 2.13, where a 3x3 kernel is rotated 180◦ and slided along an
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input matrix to generate an output matrix with a higher spatial dimensionality.
In the figure, the kernel is moved only a single row/column at a time along the
input, which is called a (1,1) stride, while a higher stride corresponds to moving
the kernel multiple rows or columns at a time [94].

1 1 3 1

1 2 1 0

5 0 1 1

4 1 2 1

1 1 3

0 1 2

2 1 1

1 2 7 7 10 3

1 4 9 12 10 2

7 9 28 13 10 4

6 15 30 10 11 5

10 9 16 7 7 3

8 6 9 5 3 1

Input
Kernel

Output

Figure 2.13: This example shows a transpose convolution operation between a
4x4 input matrix and a 3x3 kernel using a (1,1) stride. The highlighted cell in
the output matrix is computed as the sum of the element-wise product between
the color coded entries in the input matrix and the kernel. Here there have been
implicitly added zeros along the boundary of the input matrix to calculate the
output in the regions, where there is only partial overlap between the input and
the kernel, which is called zero padding [94].

Pooling Layer

A pooling layer is used to shrink the size of the input, while attempting to preserve
the most important information. This is done to reduce the number of parameters
in the network and the computational requirements [93]. The most used pooling
layers are the max and average pooling layers. In a max pooling layer, the input
is split into patches and then the maximum value within each patch is extracted
[96]. Similarly, in an average pooling layer the average of each patch is extracted.

Fully Connected Layer

In a fully connected layer, each node in one layers is connected to every node in
the next layer as shown in Figure 2.14. One of the major challenges with this layer,
is that the computational complexity grows quickly with the number of inputs and
outputs of the layer [96].

Activation Layer

In an activation layer, a nonlinear function called an activation function is applied
to each element in the input. One of the most widely used activation functions is
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Figure 2.14: A fully connected layer where each node in the previous layer is
connected to every node in the next layer.

the Rectified Linear Unit (ReLu) [97], which is given as

f (x) = max(0, x) (2.16)

for an input x . Two of the major advantages of ReLu are that it is both compu-
tationally inexpensive and that it can mitigate a common challenge with training
deep network architecture known as the vanishing gradient problem, where the
early layers in the network are prevented from training effectively [98]. However,
one problem with ReLu is that it can become "stuck" in a state where it only out-
puts zeros if the input is always negative, which is called the dying ReLu problem
[99]. There does exist variations of ReLu such as the leaky ReLu, which seeks to
alleviate this issue by modifying the gradient to be slightly positive for negative
input values [100].

2.8.2 Training

Training an ANN like a super resolution network successfully, is known to be chal-
lenging [101]. Knowledge about the training procedure and the existing tech-
niques is therefore essential in order to able to train a neural network effectively.
We will therefore go through some of the commonly used methods to train a
neural network.

Optimization

One of the most common methods to train a neural network, is to iteratively op-
timize a predefined cost function on a training set by incrementally adjusting the
weights in the network. An algorithm that is responsible for the weight adjust-
ments is called an optimizer and they are usually based on some variation of the
(stochastic) gradient decent algorithm [96]. A very popular gradient decent based
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optimization algorithm for deep neural networks, is the Adam optimizer, since it
often performs relatively well without much parameter tuning [102].

Regularization

A commonly faced challenge when training a deep neural network architecture,
is that the model can overfit to the training set, so that it fails to generalize to new
data. Multiple techniques have therefore been proposed in order to alleviate this
problem, which are called regularization methods.

One way to increase the generalization performance of the network is to ac-
quire more training data. However, collecting more training data can be both time
consuming and expensive. A cheaper and well-known regularization method, is
to artificially increase the training set by modifying the training data using a real-
istic set of transformations, e.g. randomly rotating or flipping an image, which is
called data augmentation [96].

Before training a neural network, we will almost always split the dataset into
three different subsets, which are called the training set, the validation set and the
test set [96]. The test set is as the name suggests, only used to assess the generaliz-
ation performance of the final network and must therefore be kept completely out
of the training phase. Meanwhile, the training set is what the network is training
on. However, in order to estimate when the network is starting to overfit to the
training set, we can periodically evaluate the network on the validation set. If the
performance on the validation set is starting to decrease, then it is a typical indic-
ation that the network is starting to overfit to the training data. Training past this
point will often result in worse generalization, so a commonly used method is to
stop the training process when the performance on the validation set is degrading,
which is a regularization method called early stopping [96].

An often-used regularization method for deep network architectures, is to ran-
domly disable some of the nodes in the network during training. This method is
called dropout and the proportion of nodes that are disabled at the same time is
called the dropout rate. The main idea behind dropout it is that it forces the nodes
in the network to become less reliant on other specific nodes. This can result in the
individual nodes becoming more robust to bad inputs and it can be an effective
tool to reduce overfitting [103].

A challenge with training deep network architectures, is that the distribution
of the inputs to a layer may change significantly when the weights in the network
are updated, which can destabilize the training process. A popular approach to
mitigate this problem is to apply batch normalization [104], where the input to
each layer in the network is normalized using the mean and variance of the current
batch. A batch in this setting is a set of samples from the training set that are used
for a single update of the weights in the network and the number of samples
in a batch is called the batch size. Empirical results have also shown that batch
normalization can introduce regularization effects, which can result in improved
generalization [104].





Chapter 3

Methodology

This chapter covers the approach that was taken to solve the research problems
presented in Section 1.2. The chapter is organized as follows: First a new lidar-
based place recognition algorithm is presented in Sections 3.1 and 3.2. Then in
Section 3.3, a pre-existing lidar super resolution pipeline is covered. Sections 3.4
to 3.6 goes through how the pre-existing lidar super resolution pipeline was lever-
aged to super-resolve range, intensity and ambient lidar images. Section 3.7 cov-
ers a new approach to generate lidar images with an arbitrary resolution, that can
be used to train a lidar super resolution network. Section 3.8 goes through the
development process of a sensor rig that has been built as part of the thesis, while
Section 3.9 covers the data collection using the sensor rig. Finally, Sections 3.10
to 3.12 goes the experimental procedure to test the methods presented in the
chapter.

3.1 Lidar-Visual Place Recognition

The first focus topic for the thesis presented in Section 1.2 was to use both the
intensity and ambient images from a lidar, to attempt to improve robotic place
recognition. Therefore, in Section 3.2, a new place recognition pipeline that lever-
ages both the intensity and the ambient image from a lidar, is presented. However,
before we go through the pipeline, we will cover some of the relevant challenges
of using these images for place recognition and how the problem to be solved was
restricted.

As we saw in Figure 2.2, lidar ambient images are highly dependent on the
lighting conditions of the scene within the near-infrared spectrum. Using ambient
images for place recognition therefore poses a challenge in terms of potentially
having a high degree of noise and changing illumination conditions when revis-
iting a location. Meanwhile, lidar intensity image is for the most part unaffected
by changing illumination conditions, but as we saw in Figure 2.3, it can be chal-
lenging to distinguish structures that are far from the lidar. This can potentially
make it difficult to differentiate relatively open areas. As we have also seen, both
images have a relatively low resolution and quality when compared to regular
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cameras. Since the ambient image is usually dominated by noise when the lidar
is in low-light environments, we limit the place recognition problem to outdoor
environments during daytime, which still poses a challenge in terms of changing
illumination conditions and shadows.

3.2 Place Recognition Pipeline

A flowchart showing the main steps in the proposed place recognition algorithm
is shown in Figure 3.1, and in Sections 3.2.1 to 3.2.5 we cover each step of the
pipeline. The algorithm uses a BoVW-based approach, which as mentioned in Sec-
tion 2.4.2, is widely used in visual place recognition and hence draws inspiration
from prior BoVW-based methods [35, 40, 43]. In particular, the algorithm is in-
fluenced by the lidar-VPR algorithm by Shan. et al. [43], which was mentioned
in Section 2.4.3. However, their method did not leverage ambient lidar images,
which differs from the algorithm that is presented here. Another important note, is
that the algorithm presented here is a purely appearance-based place recognition
algorithm, which does not depend on any full-scale SLAM pipeline. The reason
for this choice is a combination of two factors. The first factor is that it is meant as
a proof-of-concept for combining intensity and ambient images for place recogni-
tion. The second factor is that this enables the algorithm to be used as part of a
re-localization fallback, if it is later integrated into a full SLAM pipeline.

3.2.1 Initialization

The proposed place recognition algorithm is based on a BoVW approach. For this
purpose, we use the open-source BoVW library DBoW3 [105], which is a later it-
eration of the original DBoW library described in Section 2.4.2. Using DBoW3, we
create two different databases during the initialization of the algorithm, DBAmb
and DBInt , corresponding to the ambient and intensity lidar images. These data-
bases will always be synchronized in the sense that pairs of ambient and intensity
images will always be added at the same time. A necessary prerequisite to ini-
tialize the databases using DBoW3, is that we have access to a visual vocabulary
for each of the databases that has been trained offline. Therefore there have been
trained two individual visual vocabularies, one for the ambient images and one
for the intensity images, which is addressed in Section 3.10.1.

3.2.2 Feature Detection and Description

Assume now that a new ambient and intensity lidar image pair (IAmb, Iint) has
been received by the place recognition algorithm. The first step of the algorithm
is to detect and extract features from the two images. Here we specifically use
the ORB descriptor [35] from the OpenCV computer vision library [106]. This
descriptor was chosen due to its properties of being computationally efficient,
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Figure 3.1: Flowchart of the place recognition algorithm.
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invariant to in-plane rotations, having partial scale-invariance and that is has been
demonstrated to work well for VPR [22].

Using ORB, we detect and extract NF ORB descriptors from each image. Let
FAmb and FInt denote the resulting sets of ORB descriptors extracted from IAmb
and Iint respectively. We then transform IAmb and Iint into the DBoW bag-of-words
vectors VAmb and VInt , by using the respective ambient and intensity vocabularies
from the initialization described in Section 3.2.1.

3.2.3 Image Retrieval

In the next step we use VAmb and VInt to perform a query to their respective data-
base to retrieve the Ns highest scoring images, that are at least Tmin seconds back
in time. We then extract pairs of ambient and intensity images by finding the inter-
section between IDs of the retrieved ambient and intensity images. As mentioned
in Section 3.2.1, the databases DBAmb and DBInt are always synchronized, which
implies that if the image IDs are the same, then the images are from the same time
instance. The ID intersection therefore works as a voting mechanism that reduces
the likelihood of false positives.

3.2.4 Score Thresholding

To further reduce the number of false positives, we introduce two thresholds αA
and αI , for the ambient and intensity images respectively. If the score for either the
ambient image or the intensity image in a retrieved image pair is lower than their
respective threshold, then it is not considered as a loop-closure candidate. If there
are any image pairs remaining in the intersection set after the score filtering, we
extract the pair that has the highest weighted score as a loop-closure candidate.
In the current implementation, the ambient and intensity scores are weighted
evenly, but other weighting functions are possible. Finally, irrespective of whether
we found a loop-closure candidate pair, we check if there has been at least τ
seconds since we last added an intensity-ambient image pair to the databases. If
this condition is fulfilled, then the intensity-ambient image pair is referred to as a
keyframe, where we add the ambient and intensity image to the databases DBAmb
and DBInt respectively.

3.2.5 Loop-Closure Verification

If a loop-closure candidate was found in the preceding step, then we need to fur-
ther validate it to limit the number of false positives. If the loop-closure candidate
is indeed a true positive, then it is likely that the following frames will also have
a large score for the same image. A voting-based temporal consistency check is
therefore used, where if the M next ambient and intensity pairs also have a score
more than αA and αI for the same image, then it is classified as a loop-closure.
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3.3 Lidar Super Resolution

We now shift to the second focus topic of the thesis described in Section 1.2, which
was to explore applying neural networks to increase the apparent resolution of the
range, intensity and ambient images from a real lidar. As we saw in Figure 1.2, the
main challenge with the lidar image resolution, is the vertical image resolution,
since this is restricted by the channel-number of the given lidar. Meanwhile, the
horizontal resolution is usually only restricted by the sampling frequency. The
focus was therefore narrowed down to attempt to increase the apparent vertical
lidar image resolution, while the horizontal resolution should be preserved.

The method to be presented builds upon the work by Shan et al. in [79]
where they present a lidar super resolution pipeline, which was mentioned in
Section 2.7.1. We will therefore start off in Section 3.3.1 by covering the key com-
ponents of their method in greater detail, and then in Sections 3.4 to 3.7 we go
through the approach that was taken in this thesis.

3.3.1 Simulation-Based Lidar Super Resolution

In the lidar super resolution paper by Shan et al. [79], they seek to increase the
apparent channel-number of a given lidar with respect to the range information.
To achieve this, Shan et al. uses a simulation-based deep learning approach. We
will here start off by explaining their data generation process, since this will be ne-
cessary to understand how the super resolution pipeline works, and how it differs
from the work in this thesis.

Data Generation

In the method proposed by Shan et al. [79], they assume that the lidar we want to
increase the resolution of is known in advance, so that the lidar’s channel-number
C , vertical field of view Fv and horizontal field of view FH can be identified. They
also assume that it is known by which factor X we seek to increase the lidar res-
olution with. Given this information, they simulate a lidar with the same charac-
teristics as the original lidar, except that they set the channel-number to C × X .
They then use spherical projection to convert the lidar point cloud into a 2D im-
age, which results in an image similar to what we have seen up until now as the
range image from the Ouster lidar. The range image is then decimated by extract-
ing every X -th row from the image, which simulates the range image that would
be perceived by the original lidar as shown in Figure 3.2. The pre-decimated and
post-decimated range image pair (IHR, ILR) will then constitute a high-resolution
and low-resolution image pair that can be used to train a neural network.

Network Architecture

After extracting the high and low-resolution image pairs, Shan et al. [79] takes
inspiration from the SISR problem and propose to use a neural network that
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(a) High-resolution range image with C × X channels.

(b) Low-resolution range image with C channels

Figure 3.2: Example of how the high-resolution range image (a) and low-
resolution image (b) are generated. Initially a lidar with C × X channels is simu-
lated to generate the high-resolution range image. Then every X -th row is extrac-
ted to generate the low-resolution image. In this illustration we have that C = 64
and X = 2.

can learn a mapping from the low-resolution range images to the high-resolution
range images. Since the dimensions of the network is dependent on both the de-
sired upscaling factor and the size of original low-resolution image, we will here
mainly give an outline of the network architecture and focus on the most import-
ant parts of it. For the interested reader, the layers in the network are provided in
Appendix A.1. The network can also be found in the original paper [79] or in the
code by Shan et al., which is openly available on GitHub [107].

An overview of the network architecture proposed by Shan et al. is shown in
Figure 3.3. The network architecture can mainly be broken into two stages. First

Pre-upsampling U-NetInput Output

Transposed 
convolution

Dropout Convolutional
Block

Average
pooling

Convolution

Figure 3.3: Overview of the range image super resolution architecture proposed
by Shan et al. Figure adapted from [79].

the low-resolution image is pre-upsampled to the same resolution as the high-
resolution image. The upsampling is performed with N transposed convolution
layers, where N is given by

N =
log(X )
log(2)

(3.1)

and X is the desired vertical upscaling factor.
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The second stage of the network is a modification of a convolutional neural
network architecture called U-Net, which was originally developed for biomedical
image segmentation [108]. The U-Net architecture consists of two different parts,
which are called the contraction path and the expansion path as illustrated in Fig-
ure 3.4. The contraction path in the modified U-Net by Shan et al. [79] is made

Contraction Path Expansion Path

Figure 3.4: The contraction path (blue) and the expansion path (red) in a U-
Net based network architecture. The aim of the contraction path is to gradually
reduce the spatial dimension while extracting an increasing amount of features,
while the expansion path will try to recreate an image from the features extracted
in the contraction path [108].

up of a series of convolutional blocks and average pooling layers, which are used
to convert the image into a compact feature representation of low spatial dimen-
sionality. The convolutional block in this setting consists of a convolutional layer,
a batch normalization layer and a ReLu activation layer, two times in succession
as shown in Figure 3.5.
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Figure 3.5: A convolution block in the lidar super resolution network by Shan
et al. [79] consisting of a convolutional layer, batch normalization and a ReLu
activation layer, two times in succession.

The expansion path of U-Net-based network by Shan et al. [79] will try to
recreate an image with the same dimensions as the pre-upsampled image, based
on the features extracted in the contraction path. This operation is performed by a
series of convolutional blocks together with transpose convolutional layers, which
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gradually increases the spatial dimension. The final output of the expansion path
is fed to a single convolutional layer, which generates a high-resolution range
image.

The most important modification Shan et al. have made to the original U-Net
architecture, is to add multiple dropout layers inside the network as can be seen
in Figure 3.3. However, before explaining the motivation for adding the dropout
layers, we will cover a core problem addressed in their paper [79].

Noise filtering

One of the main challenges Shan et al. seeks to address in [79] is best illustrated
as shown in Figure 3.6. When a lidar scans along an edge boundary, there will
be hard discontinues in the resulting range image. If this range image is fed into
a neural network containing convolutional layers, then these layers will result in
smoothing along the edge boundaries. If an upscaled range image from the super
resolution network is naively projected to a 3D point cloud, then it will likely
contain point predictions that are "floating" in the air along the object boundaries,
due to these smoothing effects.

Lidar

= Predicted Point

Figure 3.6: Illustration of the point smoothing problem. When convolutional op-
erations are applied in the neural network, the resulting range image will be
smoothed out along edge boundaries. The resulting upscaled point cloud will as
a result contain points which "float" in the air as shown. Image adapted from [79].

The solution proposed by Shan et al. [79] to alleviate this issue, is to leverage
the dropout layers that were added to the U-Net architecture, as we saw in Fig-
ure 3.3. The reason for the addition of dropout, is that this enables the network
to learn an underlying uncertainty distribution for its range estimates [109]. By
keeping the dropout layers in the network during inference, the network will make
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different predictions, even when the same image is fed to the network. This makes
it possible to assess the network’s uncertainty for each individual pixel prediction.
The way this is done is as follows:

Assume that the network has made N predictions on the same image. Let x i,k
be the i-th prediction of the range corresponding to pixel k and let x̄k be the
average predicted pixel value for the N predictions, which is found simply by

x̄k =
1
N

N
∑

j=1

x j,k. (3.2)

The network’s uncertainty estimate for the given prediction is calculated as the
standard deviation of the prediction as

σk =

√

√

√

√

1
N

N
∑

j=1

( x̄k − x j,k), (3.3)

where σk is the predicted standard deviation for the range of pixel k.
Shan et al. now propose to remove the points with the highest uncertainty,

where the main premise is that points that lie on smoothed edge boundaries are
likely to have a high variance [79]. The filtering works by applying a thresholding
scheme, where points that do not fulfill the condition

σk < α x̄k, (3.4)

are removed and where α is a parameter to be tuned. The reason for why they
scale with the mean x̄k, is that the point prediction variances will usually increase
with range, so using an adaptive threshold will be more amendable for points
at different ranges [79]. Finally, the super-resolved point cloud is generated by
projecting the points from the 2D image back to 3D space.

3.4 Lidar Super Resolution - Problem Specification

As described in Section 3.3.1, the lidar super resolution network by Shan et al.
[79] was only trained on lidar range images generated by computer simulation.
A limitation with this approach, is that it does not take other potential lidar raster
bands, such as intensity and ambient information, into account. In this thesis it
was therefore decided to investigate if it would be possible to extend the method
by Shan et. al to these additional lidar raster bands.

A challenge with this, is that simulating intensity and ambient data realistic-
ally is substantially harder than simulating range data [110]. Here the problem
was therefore approached in a different manner, where instead of using computer
simulation to generate the training data, it was decided to use a real lidar. Spe-
cifically, this was an OS0-128 lidar, which is a lidar with 128 channels by Ouster1.
However, this has a few limitations that we need to address.

1https://ouster.com/products/scanning-lidar/os0-sensor/
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3.4.1 Real Lidar Data

A limitation of using a real lidar for the super resolution problem compared to
simulation, is that we are restricted by the number of channels available by the
lidar. Yet, with a lidar with 128 channels available, we can simulate a lidar with
a lower number of channels. An assumption for this to be possible, is that the
number of channels is the only difference between the lidars, so the vertical and
horizontal field of view has to remain the same. We will therefore for the moment
restrict the problem to upsampling to a maximum of 128 channels, where we
specifically focus on upsampling from 32 and 64 channels to 128 channels, since
these are the two other variations of the OS0 lidar series [2]. A potential solution
to how this restriction could be lifted is addressed later in Section 3.7.

Since there to the author’s knowledge does not exist any prior attempts on
increasing the resolution of multiple lidar raster bands, a general outline of the
path to the final solution is given here. A natural question to ask is if it is pos-
sible to use a pre-existing super resolution network intended for RGB images and
change the individual RGB channels with the raster bands of the lidar. A signific-
ant challenge with this approach, is that the pixels values in the range, intensity
and ambient image can be very different. As an example, the range image may
contain "holes" due to the lidar being unable to resolve the depth. Meanwhile, the
intensity and ambient images may be non-zero in this region, since the lidar still
outputs the measured ambient and intensity, despite being unable to determine
the range. These pixel inconsistencies could potentially make it challenging for a
neural network to converge, so combining the upscaling of range, intensity and
ambient images into single network architecture was not pursued.

The method proposed here to extend the lidar super resolution problem to
intensity and ambient data, is to use three different super resolution networks to
upscale each of the individual range, ambient and intensity images individually
as illustrated in Figure 3.7. In Sections 3.5 and 3.6, considerations about these
networks are addressed, where we start with the range image super resolution
network.

3.5 Range Image Super Resolution

To super-resolve the range image, the selected solution was to build upon the
lidar super resolution pipeline by Shan et al. [79]. As explained in Section 3.3.1,
their pipeline leverages a simulation-based approach, where the lidar point cloud
is first projected to a 2D range image. Since the Ouster lidar outputs the range
image directly, this initial step is no longer necessary and is therefore skipped.

3.5.1 Range Image Normalization

In the pipeline by Shan et al. [79], the range images are expected to be normalized
by the maximum range of the lidar, before they are fed into the rest of the network.
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Figure 3.7: Overview of the super resolution pipeline for the intensity, range and
ambient images from an Ouster lidar. Each of the three low-resolution intensity,
ambient and range images are fed into a separate super resolution network to
produce their high-resolution counterpart.

To make the range images from the Ouster lidar compatible with this requirement,
we need to go into a few technical details. The range images from the Ouster lidar
are discretized with 4 mm resolution into 16-bit images. This results in a maximum
possible range of

(216 − 1) ∗ 4 ∗ 10−3m≈ 262m, (3.5)

but the specified max range of the OS-128 is only 50 meters [2]. Normalizing by
the maximum possible distance for the range image is therefore not a suitable
approach, since this will result in improper data normalization. However, even
though the specified max range is 50 meters, the lidar image may contain values
that are higher than this value. To account for this, we convert the measurements
in the range image above 50 meters to 0 m, to indicate that the measurements are
invalid. Finally, the image is normalized by the specified max range of the lidar
of 50 meters, before it is fed to the lidar super resolution network. Note that to
recover the super-resolved range images from the super resolution network, the
images have to be rescaled to the original range.

3.5.2 Range Image to Point Cloud

Even though we are training and performing inference on the range image, it is
considerably easier to qualitatively evaluate the super-resolved range image by
converting it into a 3D point cloud. Here we will therefore go through the process
of how this conversion was done.

The coordinate system of the Ouster lidar [111] is shown in Figure 3.8, where
we have defined the azimuth angle α and elevation angle β of the lidar. An import-
ant thing to note is that the Ouster lidar rotates in the clockwise direction around
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Figure 3.8: Illustration of the lidar coordinate system. The lidar’s field of view is
indicated in blue. The X-axis points in the forward-facing direction of the sensor
while the Z axis points towards the top of the sensor. The indicated angles α and
β corresponds to the lidar’s azimuth and elevation angles respectively, while r is
the range to an arbitrary point p.

the positive Z-axis, which corresponds to a negative angular velocity for α [111].
From Figure 3.8 we also see that the Cartesian coordinates of the point p can be
found as

x = r cosα cosβ (3.6a)

y = r sinα cosβ (3.6b)

z = r sinβ . (3.6c)

Assume now that we are given a range image IR with dimensions m× n. Let
u and v represent the column and row index of IR respectively, as shown in Fig-
ure 3.9. Note that we in the derivation here assume that the image coordinates
u and v are 0-indexed, so that u ∈ [0,1, . . . , n− 1] and v ∈ [0,1, . . . , m− 1]. The

v
u

Figure 3.9: Illustration of the range image coordinate system.

range image from an Ouster lidar is centered in the lidar coordinate system’s pos-
itive x-axis [111]. The connection between the azimuth angle α and elevation
angle β for the lidar can therefore be illustrated as shown in Figure 3.10. Note
that the coordinate vector for α is pointing leftwards, while the coordinate vector
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for u is pointing rightwards, since the image is generated by rotating the lidar in
the clockwise direction.

β
α

v
u

Figure 3.10: Illustration of how the pixel coordinates (u, v) in the image coordin-
ate system relates to the azimuth and elevation angle pair (α,β) for the Ouster
lidar.

To be able to convert the range image into a point cloud, we need to know the
vertical field of view of the lidar. Let FOVup and FOVdown be the maximum and
minimum angle for β respectively as shown in Figure 3.11 and define

FOV = FOVup − FOVdown, (3.7)

where FOV is the total field of view of the lidar.

Z

X

Lidar

𝐹𝑂𝑉𝑢𝑝

𝐹𝑂𝑉𝑑𝑜𝑤𝑛

Figure 3.11: Definition of the maximum and minimum vertical field of view of
the lidar.

For the next step, we need to know how the lidar beams are distributed over
the lidar’s vertical field of view, which is also called the beam configuration. In
the work presented in this thesis, the OS-128 lidar is specified to have lidar beams
that are uniformly distributed over the vertical field of view2. This implies that it
is designed to have a constant vertical angular resolution, which we will assume
is the case for the remainder of the derivation. Since it will be easier to use angles

2https://ouster.com/products/scanning-lidar/os0-sensor/
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that are aligned with the coordinate system of the range image, we define

α̂= π−α (3.8a)

β̂ = FOVup − β , (3.8b)

where α̂ and β̂ has been shifted and rotated to be aligned with the image co-
ordinate system as shown in Figure 3.12. Since the range image covers 360◦ in

β

α

ෝα

β

Figure 3.12: Conversion between (α,β) and (α̂, β̂)

the horizontal direction and has a constant horizontal angular resolution, we see
that α ∈ [−π,π〉 and hence α̂ ∈ [0, 2π〉. The mapping from the range image’s
column and row index (u, v) to (α̂, β̂) can then be found as

α̂=
2π

n− 1
u (3.9a)

β̂ =
FOV
m− 1

v. (3.9b)

By combining Equations (3.6), (3.8) and (3.9) we can for a point (ui , vi) ∈ IR with
range value ri compute its position (x i , yi , zi) in the lidar frame as
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, (3.10c)

which enables us to convert the range image into a point cloud as intended.

3.6 Intensity and Ambient Image Super Resolution

To enhance the resolution of the lidar intensity and ambient images, the initial
idea was to explore the use of a post-upsampling super resolution network, since
these have in many cases showed good results for the SISR problem [92, 112].
A challenge that was faced with this approach, was as mentioned in Section 2.8,
that these networks are usually designed to use pixel shuffling to upsample the
images at the end of the network, which requires that the scaling factor is the same
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in both the vertical and horizontal direction [91]. However, since the horizontal
lidar image resolution is only restricted by the sample frequency of the lidar and
not the channel-number, the horizontal resolution is usually not the main issue.
Downsampling the lidar images in the horizontal direction and then artificially
super-resolving them is also far from optimal, so this initial approach was dropped.

A pre-upsampling network on the other hand, is usually not restricted by this
technicality. This comes from the fact that the input dimensions to the network is
the same as the output dimensions of the high-resolution image [81]. The final
solution was therefore to adopt the super resolution network architecture by Shan
et. al. [79], since this is designed to only perform vertical upscaling and explore
if this could generalize to the other lidar raster bands.

A key difference here, is that for the range images it is crucial to remove as
many outlier points as possible to avoid "floating" points in the point cloud as
described in Section 3.3.1. For the intensity and ambient images on the other
hand, this is not a concern. Since we for the intensity and ambient images do not
need to remove uncertain points, this removes the necessity of performing mul-
tiple passes through the network with dropout during inference for point filtering.
Dropout can on the other hand be used as an effective tool to mitigate overfitting
during training [103]. The approach taken here was therefore to keep the dro-
pout for training and disable it during inference. Also, to normalize the images,
we divide the pixel by the maximum ambient and intensity pixel value, which is
65535, since these are 16-bit images that are scaled to use the entire 16-bit range.

3.7 High resolution image generation

One problem with downsampling real lidar images to create low-resolution im-
ages, is as mentioned in Section 3.4.1, that it is not possible to generate a dataset
with a higher channel-number than what the lidar provides. Super resolution net-
works trained on such images would therefore also be restricted to this maximum
channel-number resolution. Here we specifically address this issue, by proposing
a pipeline with the goal of generating lidar images (either intensity, ambient or
range) with an arbitrary resolution m × n. The principal idea to achieve this, is
to combine multiple point clouds that are captured in close vicinity into a single
densified point cloud and leverage that the raw intensity and ambient data is
available for each point in an Ouster point cloud. The problem to be solved is the
following: Assume that we are given a set of 2N+1 point clouds that are captured
in a small region

C = {Ci−N , . . . , Ci , . . . , Ci+N} , (3.11)

where C j corresponds to point cloud j and C is the total point cloud set. Also as-
sume that an estimate of the relative pose between the point clouds is known and
define point cloud Ci as a reference point cloud. The problem is then to generate
a lidar image Im×n at the location of the reference point cloud Ci , based on the set
of point clouds C.
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An overview of the proposed pipeline that seeks to solve this problem is given
in Figure 3.13 and in Sections 3.7.1 to 3.7.5, each of the steps in the pipeline are
explained.

Figure 3.13: Overview of the proposed pipeline to create high-resolution lidar
images. A reference lidar cloud Ci and the 2N surrounding clouds are extracted to
generate a point cloud set C = {Ci−N , . . . , Ci , . . . , Ci+N}, where an initial estimate
of the relative pose between the clouds is known. In Point Filtering, points within a
given distance from the center of the point cloud are removed to avoid reflections
from e.g. the sensor platform. The filtered clouds are aligned in ICP Refinement
to create an aggregated point cloud C. The aggregated point cloud is projected to
an image in Cloud Projection and the resulting image is post-processed in Image
Enhancement. Holes resulting from missing reflections are filled in Hole Filling to
generate the final range, intensity and ambient images, which are denoted here
as Iout .

3.7.1 Point Filtering

Since there are usually noisy points close to the lidar, e.g., due to reflections from
a person holding the lidar or from the platform the lidar is mounted on, the first
step of the pipeline seeks to filter away these noisy points. Here we apply a cube
shaped distance filter to each point cloud, where the coordinate system of each
cube is aligned with the coordinate system of its respective point cloud. We then
select a given side length L for the cube based on tuning and remove all the points
located within the cube from the corresponding cloud. Note that a radius based
distance filter might be more suitable in some cases, depending on the geometry
of the sensor rig used in the given dataset.

3.7.2 ICP Refinement

The second step of the pipeline is to refine the alignment between the point clouds
in the set C. Here we use the ICP algorithm [52], since this usually results in an
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accurate point cloud alignment, if the initial pose estimate is close enough to the
solution and that the problem is sufficiently constrained. All the point clouds in C,
except Ci , are aligned with the reference point cloud Ci , using the ICP-based point
cloud alignment function pcregistericp in MATLAB. After the alignment, we com-
bine all the point clouds in C into a single aggregated point cloud C as illustrated
in Figure 3.14.

3.7.3 Cloud Projection

After generating the aggregated point cloud C, the next step of the pipeline is to
use spherical projection to project C onto an image of dimensions m × n. Since
projecting from a point cloud to a 2D image is essentially the reverse operation of
the 2D to 3D projection described in Section 3.5.2, we use the same notation and
coordinate systems here. Given the lidar coordinate system defined in Figure 3.8
and Equation (3.6), we see that the spherical coordinates (r,α,β) based on the
Cartesian coordinates (x , y, z) of a point p is given as

r =
Æ

x2 + y2 + z2 (3.12a)

α= atan2(y, x) (3.12b)

β = arcsin
�z

r

�

, (3.12c)

where atan2 is the two-argument arctangent function. To convert the angles α
and β into image coordinates (u, v) as in Figure 3.10, we use the same transformed
angles (α̂, β̂) as in Equation (3.8) and based on Equation (3.9), we see that

u= round
�

n− 1
2π

α̂

�

(3.13a)

v = round
�

m− 1
FOV

β̂

�

, (3.13b)

where we also have applied the rounding operator, since image coordinates can
only be integer values and therefore needs to be discretized. After the image co-
ordinates of each point in the aggregated point cloud C have been found, there
might be some points that map to the same image coordinates. In this case we
choose the median range, intensity and ambient value of the points that map to
the same pixel as the representative value for each of the three different images.

3.7.4 Image Enhancement

As mentioned in Section 3.7, an Ouster point cloud store the raw intensity, ambient
and range value for each point in the point cloud. However, the Ouster intensity
and ambient images do not display the raw measurement values, since this is not
suited for visualization. This implies that if we want to generate lidar images that
look like those by Ouster, we need to apply the same image enhancement meth-
ods on the raw image data as they use. This is possible, since the code used by
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(a) Single reference point cloud

(b) Surrounding clouds

(c) Aggregated point cloud

Figure 3.14: Illustration of the point cloud aggregation procedure. A point cloud
at a given location is selected as a point cloud reference (a). 2N surrounding
clouds (b) are then extracted and aligned with the reference point cloud using
ICP to construct an aggregated point cloud (c). Figures generated based on data
from the Newer College Dataset by Zhang et al. [113].
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Ouster to generate the lidar images is openly available on GitHub3, and therefore
also the image processing. The image processing consists of applying a non-linear
mapping to stretch the raw intensity and ambient data between a range of 0 to
1 and use gamma correction to make the images more suitable for human inter-
pretation. However, since their code is implemented in C++, while the rest of the
pipeline presented here is in MATLAB, the image processing was re-implemented
in MATLAB to make the data compatible. Since this stage of the pipeline is only
meant for visualisation purposes to be able to compare the final images with the
lidar images by Ouster, the code specific details in the image processing by Ouster
is left out here, but can be found in the aforementioned GitHub repository.

3.7.5 Hole Filling

As a result of using point cloud projection to generate the lidar images, it might
occur that none of the points in the point cloud projects to a given pixel in the
image. This could be due the fact that there are no objects at the given location,
for instance when the lidar is looking towards the sky. Another potential reason
is that there are bad reflections from an object at the location, so that the lidar is
not able to determine the range. The latter problem usually results in small holes
in the image, which this stage in the pipeline tries to alleviate by filling them with
plausible values. Note that we do not perform the following hole filling algorithm
on the range image, but only on the intensity and ambient image.

The hole filling algorithm used in this pipeline is largely heuristic, where if
a pixel does not have any point projected to it, the median of the pixels above
and below it is selected, if they contain a valid value. If none of the pixels above
or below contains any valid value, the pixel is set to 0. Specifically, this was im-
plemented using the function fillmissing in MATLAB, using the filling function
movmedian with a window length of 3. After the hole filling operation, we have
reached the end of the pipeline and we are left with the final range, intensity and
ambient images.

3.8 Sensor Rig Development

To be able to test the proposed methods, a requirement is to have access to data.
Based on the presented place recognition algorithm and the super resolution net-
works, we can summarize the data demands as follows:

• Both methods requires ambient images.
• Both methods requires intensity images.
• Lidar super resolution requires range images.
• The place recognition algorithm requires a place verification method.
• The dataset must be large and diverse, so that it can be used to train the

super resolution networks and the place recognition visual vocabularies.

3https://github.com/ouster-lidar/ouster_example/blob/master/ouster_ros/src/img_node.cpp
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Here we will for this purpose go over the development process of a handheld
multi-modal sensor rig, that has been built in collaboration with members of the
Autonomous Robots Lab (ARL) at NTNU. The new sensor rig named Mjolnir can
be seen in Figure 3.15 and it is a new iteration of an earlier handheld sensor rig
at the ARL. A requirement for the handheld sensor rig, was that it should not
only be applicable for data collection for this particular thesis, which is covered in
Section 3.9, but also for a variety of future perception applications. The sensor rig
therefore incorporates multiple different sensor modalities for robotic perception.
Note that the CAD modeling of the sensor rig was not done by the author of this
thesis, but the contributions of the author includes the full assembly and testing
of the sensor rig, as well as selecting and integrating a RTK GNSS sensor, that
could be used to validate the place recognition algorithm. The following sections
therefore have a special focus on the work that has been done to integrate the
RTK GNSS sensor. A note on the development process, is that as a consequence of
long delays in shipping, partly due the COVID-19 pandemic, three of the cameras
that were originally planned to be installed, had to be dropped. However, since
the rest of the system has been prepared for later integration of the cameras, we
will also briefly cover how they can be added.

The sensor rig is presented in the following way. First, Sections 3.8.1 and 3.8.2
covers the hardware on board Mjolnir and how the electronics are connected. Sub-
sequently in Section 3.8.3, some of the design aspects of sensor rig are presented,
to explain particular trade-offs that had to be made for the RTK GNSS sensor. Fi-
nally, in Section 3.8.4 we go into detail about the RTK GNSS sensor and how it
was made compatible with the rest of the system.

3.8.1 Hardware

Here we briefly go over the sensors on board the sensor rig, while a complete list
of the hardware for the sensor rig is given in Table 3.1

Table 3.1: Overview of the hardware on the Mjolnir sensor rig.

Type Model
Computer Intel NUC
Lidar Ouster OS0-128 Gen 2

Cameras
CamBoard pico flexx
ZED 2 Stereo Camera

GNSS Board simpleRTK2B V1
GNSS Antenna u-blox GNSS Multiband Antenna
IMU VN-100
Network Switch USW Flex Mini
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A

C DB

E

F

Figure 3.15: Front side of the Mjolnir sensor rig, where we see: (A) an OS0-128
lidar. (B-D) Slots for three mono cameras . (E) Slot for a ZED 2 stereo camera,
which was installed later. (F) A CamBoard pico flexx depth camera.

Computer

The computer on board the sensor rig is an Intel NUC4 running the Ubuntu op-
erating system. The relatively high computing power and storage space (2 TB) of
the NUC given its small form factor, makes it a good choice for a handheld system.

Lidar

OS0-128 Gen 2 is a multi-beam lidar by Ouster5. The lidar has 128 channels uni-
formly distributed along it’s 90◦ vertical field of view and has a maximum range
of approximately 50 meters.

4https://www.intel.com/content/www/us/en/products/details/nuc.html
5https://ouster.com/products/scanning-lidar/os0-sensor/
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GNSS module

SimpleRTK2B6 is a standalone board by ArduSimple for GNSS and RTK applica-
tions. The simpleRTK2B is based on the u-blox ZED-F9P GNSS module7, which
supports multi-band GNSS and onboard RTK calculations. The ZED-F9P GNSS
sensor is compatible with the four major GNSS constellations GPS, GLONASS,
Galileo and BeiDou. The simpleRTK2B requires an external antenna for GNSS
signal reception, which here is a u-blox GNSS multi-band antenna8.

Inertial Measurement Unit

VN-100 is an industrial grade Inertial Measurement Unit (IMU) by VectorNav9.
The VN-100 can output IMU data up to 800 Hz and runs an onboard state estim-
ation algorithm for gyro drift compensation and orientation estimation.

Stereo Camera

ZED 2 is a stereo vision color camera, which can be used for passive depth per-
ception by triangulation10.

Depth Camera

CamBoard pico flexx11 is a depth camera by pmdtechnologies. The camera works
on the principle of time-of-flight by using active infrared illumination of the sur-
roundings within sensor’s field of view.

3.8.2 Electronics topology

An overview of the electronics onboard Mjolnir and how they are connected is
given in Figure 3.16. As we see in the figure, the simpleRTK2B, pico flexx, ZED 2
and the VN-100 are all connected directly to the NUC computer by USB for data
transmission and power. Since the data rate of the Ouster lidar is substantially
higher than the other sensors, it requires a Gigabit Ethernet (GigE) connection.
However, since three other cameras are later going to be added, which also re-
quire a GigE connection, a network switch was necessary. To make the connection
to the switch work, the Ouster lidar and the NUC computer have both been con-
figured with static IP-addresses on the same subnet. This configuration will make
it relatively easy to later integrate other camera sensors by assigning them to the
same subnet. For power, the Ouster lidar and the network switch have been set

6https://www.ardusimple.com/simplertk2b/
7https://www.u-blox.com/en/product/zed-f9p-module
8https://www.u-blox.com/en/product/ann-mb-series
9https://www.vectornav.com/products/detail/vn-100

10https://www.stereolabs.com/zed-2/
11https://pmdtec.com/picofamily/
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up with individual DC-DC converters to convert from the battery’s supply voltage
to the operating voltage of each device.

Figure 3.16: Overview of the electronics on board the Mjolnir sensor rig. The
black lines represents USB connections, red lines represents wires for power trans-
mission and the purple lines represents Ethernet cable connections.

3.8.3 Exterior Design

The exterior of the Mjolnir sensor rig from all four sides is shown in Figure 3.17.
A goal with the design of the sensor rig, was that it should minimize obstructions
within the field of view of the lidar. In order to accommodate this, the housing of
the sensor rig was designed with angled top corners and an angled back plate, as
can be seen in Figure 3.17. On the back side in Figure 3.17c, the GNSS antenna
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is seen mounted on top of an aluminium metal plate, which is used as a ground
plane for improved signal reception.

Ideally, the GNSS antenna would be mounted in a horizontal rather than
angled position to maximize signal reception. Given that one of the goals for the
design was minimize obstructions in the field of view of the lidar, a trade-off had
to be made for where the GNSS antenna could be placed. Since a large part of the
backwards facing direction of the lidar is already blocked by its connection cable,
mounting it with the given angled position resulted in only a minimal reduction
in the field of view of the lidar.

(a) Front side (b) Right side

(c) Back side (d) Left side

Figure 3.17: Exterior of the Mjolnir sensor rig shown from all four sides.
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3.8.4 GNSS integration

Here we cover how the simpleRTK2B application board with the ZED-F9P GNSS
module, was made to work in RTK mode and integrated into Mjolnir. We will
start off by giving a more technical overview of network RTK and give a brief
introduction to the Robot Operating System (ROS), which the rest of the sensor
rig is built upon, before we go into the GNSS implementation details.

Network Real Time Kinematic Corrections

There are several commercial GNSS correction service providers, but the two ma-
jor ones in Norway are HxGN SmartNet12 and CPOS13 and here the former was
used. There also exists some free community driven base station networks, such as
RTK2GO14, though they can have limited coverage in some areas and are usually
not as reliable as a commercially driven network.

The standard communication protocol for transmission of GNSS correctional
data over the internet is referred to as Networked Transport of RTCM via Inter-
net Protocol (NTRIP) [114]. A full overview of a Network Real-Time Kinematic
(NRTK) system is best explained by an illustration as given in Figure 3.18. In a
NRTK system, the moving receiver is called a rover and has to maintain a NTRIP
client to communicate with the correction service. There are two primary tasks
that the NTRIP client is responsible for. The first is to send the current rover posi-
tion to the correction service. The second task is to listen for incoming correctional
data, called RTCM messages, that are sent by the correction service.

On the other side of the communicating link, the server that the NTRIP cli-
ent communicates with is called a NTRIP caster. The NTRIP caster receives GNSS
data from a base station (or in general multiple base stations) and calculates the
suitable corrections for each satellite to the rover based on its current position
[114].

The Robot Operating System

A detailed overview of ROS is outside the scope of this thesis, but a brief intro-
duction to a few of the concepts is given here to explain the later implementation
details. ROS is an open-source set of software packages and different tools, which
has become de facto standard for development of robotic systems [115]. One of
the most important parts of ROS, is that it defines a (relatively) standardized
communication interface between the users, more specifically called nodes, in the
system. ROS divides the ROS nodes into publishers and subscribers. A ROS pub-
lisher can publish messages of predefined type to a named communication chan-
nel called a ROS topic. Meanwhile, the ROS subscribers can listen to the messages
from the ROS publisher by subscribing to the given ROS topic.

12https://hxgnsmartnet.com/
13https://www.kartverket.no/til-lands/posisjon/hva-er-cpos
14http://rtk2go.com/
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Figure 3.18: Overview of a network RTK system.

Implementation

To integrate the GNSS receiver with the rest of the Mjolnir sensor rig, it had to
be made ROS compatible. For this purpose, an open-source ROS driver by Ku-
mar Robotics15 for u-blox GNSS receivers was used. An important note is that
this ROS driver does not provide a NTRIP client. A challenge with this is that the
simpleRTK2B board only has one USB port for communication with the ZED-F9P
module and that the USB interface does not allow for simultaneous communica-
tion by multiple applications on the same USB port. Setting up an external NTRIP
client that relays the correction data directly to the ZED-F9P module was therefore
not an option, since this would result in collisions with the u-blox driver.

In order to solve this issue, a NTRIP client was made as a separate ROS node
as shown in Figure 3.19. To acquire the position of the rover in the NTRIP client,
the u-blox ROS driver formats the GNSS data from the ZED-F9P module into a
ROS NavSatFix message and publishes it to the "/ublox/fix" ROS topic.

The NTRIP client subscribes to the same topic in order to extract the position
of the rover. Since the NTRIP protocol specifies that the position of the rover must
be sent to the NTRIP caster in the form of a NMEA GGA sentence16, the NTRIP
client converts the data from the NavSatFix message into a NMEA GGA sentence
and sends it to the NTRIP caster over the internet as a HTTP request.

Simultaneously with updating the NTRIP caster about the rovers position, the
NTRIP client listens for incoming GNSS corrections in the RTCM format from the
NTRIP caster. When a RTCM message is received, the NTRIP client converts the
data into a rtcm_msgs ROS message and sends it over a ROS topic named "/rtcm",

15https://github.com/KumarRobotics/ublox
16http://lefebure.com/articles/nmea-gga/
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which the u-blox driver node subscribes to. When a RTCM message is received
by the u-blox driver, the driver will forward the RTCM data to the ZED-F9P GNSS
module, which leverages the data to calculate a corrected position with an internal
RTK solution engine.

Figure 3.19: Overview of the message handling for the RTK GNSS system. A ROS
node, Ublox Driver, communicates with the GNSS module over USB and formats
the incoming GNSS data as a NavSatFix ROS messages containing the rover pos-
ition and sends them to the "/ublox/fix" ROS topic. These messages are received
by a second ROS node, NTRIP Client, which converts the position data into NMEA
GGA message which is sent to the NTRIP caster over the internet. Simultaneously
the NTRIP caster sends back RTCM corrections to the NTRIP client ROS node,
which forwards the RTCM data as a ROS rtcm_msgs message over the "/rtcm"
ROS topic. These messages are received by the Ublox Driver ROS node, which
relays the RTCM corrections to the GNSS module.

3.9 Data Collection

Here we go through the data collection using the Mjolnir sensor rig. As we saw
in Section 3.8, both the place recognition algorithm and one of the super resolu-
tion networks, require ambient images. This resulted in a few hard restrictions on
the environment for where and when the data could be collected, since ambient
images only result in reasonable images in good lighting conditions. To meet this
requirement, the data collection environment was restricted to being outdoors
during the day in clear weather conditions.

One aspect to be noted is that the data collection for the super resolution net-
works and the place recognition algorithm could be split into two parts. The first
part was to collect data to train the super resolution networks and the place re-
cognition visual vocabularies, and this only required the lidar images. The second
part was to collect data to test the super resolution networks and the place recog-
nition algorithm. However, in this case the test set had to include data to verify
the place recognition algorithm. Therefore the place recognition test also required
GNSS data for verification.
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3.9.1 Training data

When collecting the lidar training images for the super resolution networks and
the visual vocabularies, the focus was to gather as varied data as possible. To
accommodate this, the lidar images were collected by walking around with the
lidar mounted on the Mjolnir sensor rig at multiple different locations in the city
of Trondheim. Note that at the time of collection, there were some regions that
were partly covered in snow, but most areas were not.

3.9.2 Testing data

The testing data for lidar super resolution were collected the same day as the
training data, but at different locations in Trondheim city. The weather conditions
throughout the day remained relatively similar. At this point in time, the GNSS
receiver needed to verify the place recognition algorithm was not fully integrated
into the system yet and the place recognition test set was therefore not collected
on the same day.

After the GNSS integration was finished, the place recognition test set was
collected by walking with Mjolnir on a predetermined route in Trondheim, while
recording lidar images at 10 Hz together with GNSS data in a single session. In
total there were four place revisits over 46 minutes, spanning approximately 4
km in urban environments. At the time of collection, there was no snow and more
sun than in the visual vocabulary training set described in Section 3.9.1. For the
remainder of the thesis, we refer to the place recognition test set with lidar and
GNSS data as Trondheim Urban.

3.10 Place Recognition Experiments

Here we will go through the experimental procedure for the VPR method from
Section 3.2. First, in Section 3.10.1 we cover how the visual vocabularies used
in the VPR method were trained. Then, in Section 3.10.2 we go through how
the VPR method was tested on the collected Trondheim Urban dataset. Finally, in
Section 3.10.3, we cover how the performance of the VPR method was assessed.

3.10.1 Visual Vocabulary Training

The two ORB visual vocabularies described in Section 3.2.1, which were used
by the VPR algorithm, were trained on 4936 pairs of ambient and intensity im-
ages. These pairs of images were extracted from the training dataset described
in Section 3.9.1. The parameters for both vocabularies were the same, using a
branching factor of 10 and 5 depth levels, the L1 score from Equation (2.2) as the
score metric and TF-IDF from Equation (2.1) as the weighting function.
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3.10.2 Trondheim Urban Testing

To evaluate the VPR algorithm on the Trondheim Urban dataset, the trained am-
bient and intensity vocabularies described in Section 3.10.1 were loaded into the
two databases DBAmb and DBInt respectively. The selected number of ORB features
to extract was set to N f = 500. The maximum number of images to retrieve when
querying the two databases was set to Ns = 5, which had to be at least Tmin = 60
seconds back in time. The selected score thresholds were set to αA = 0.05 and
αI = 0.04 for the ambient and intensity images respectively, while the parameter
for when a new keyframe should be added was set to τ = 6 seconds. In the tem-
poral consistency check used to validate potential loop-closures, the minimum
number of successive frames fulfilling the scoring criterion was set to M = 5.

3.10.3 Place Recognition Evaluation

To numerically evaluate the performance of the VPR algorithm, the precision
defined as

Precision= 100%×
T P

T P + F P
, (3.14)

was used, where T P is the number of correctly identified revisits and F P is the
number of incorrectly identified revisits. Since we here only seek to detect a revisit
and not the precise position, each detected revisit were manually evaluated to
determine if it was correct or not, rather than a distance threshold. To qualitatively
evaluate the VPR algorithm, the detected revisits were inspected to see where the
algorithm is able to detect a revisit, where it potentially failed to detect a revisit
and where it erroneously reported a detected revisit.

It is also interesting to identify in which cases the method is able to leverage
the combination of the ambient and intensity images, to possibly be more robust
to perceptual aliasing occurring in only one of the images. However, since the
VPR method is based mainly on a voting-based scheme between the ambient and
intensity images to detect or reject a potential revisit, it is not trivial to evaluate
how the method would work with only one of the images, since this would essen-
tially invalidate the basic premise of the method. Here it was therefore evaluated
in which instances either an intensity or ambient image query resulted in a high
similarity score to an image from a different location in their respective database.
One issue with this method, is that the similarity score is dependent on the spe-
cific visual vocabulary that is used when comparing the images, so the score itself
is not a very meaningful number. It was therefore decided to manually evaluate
when the similarity score in a given instance was relatively high compared to what
was observed in the rest of the Trondheim Urban dataset.

3.11 Lidar Super Resolution Experiments

Here we cover the experimental procedure for how the range, intensity and am-
bient super resolution networks described in Sections 3.5 and 3.6, were trained,
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tested and evaluated. The section is organized in the following way. First in Sec-
tion 3.11.1 we go through how the networks were trained and show e.g. which
specific hyperparameters that were used. In Section 3.11.2 we cover the testing
procedure for the lidar super resolution networks. After this, we go through how
the performance of the super resolution performance was evaluated, which is split
into two parts. Section 3.11.3 presents how the range super resolution network
was evaluated. Then in Section 3.11.4, we present the evaluation methods for the
ambient and intensity super resolution networks together. The reason for this sep-
aration, is that the evaluation methods for the range super resolution network are
relatively different from those that are used to evaluate the ambient and intensity
super resolution networks.

3.11.1 Training Procedure

All the super resolution networks (range, intensity and ambient) were trained to
upscale from 32 to 128 channels and from 64 to 128 channels, using the Tensor-
Flow machine learning library [116]. Similar to the lidar super resolution paper
by Shan et al. [79], the networks were trained using the mean of absolute dif-
ferences between the predicted pixel values and the true pixel values as the loss
function. All three networks were trained using the Adam optimizer [102] and ini-
tialized with a learning rate of 10−4. For the range super resolution network, the
learning rate was reduced with an exponential decay rate of 10−5. The ambient
and intensity networks were also trained with the Adam optimizer with an initial
learning rate of 10−4, but unlike the hyperparameters used by Shan et al. [79], the
learning rate was halved after every 2× 105 iterations. Due to constraints on the
available GPU memory, the batch size for all three networks had to be set to 2. The
dropout rate [103] was set to 0.25 for all three networks. The data augmentation
applied to the training data consisted of random horizontal flipping and random
circular shifting of the images, to mimic changes in viewpoint.

For the range super resolution network, the final model was similiar to Shan
et al. [79] selected as the one that had the minimum loss on the validation set.
However, since the ambient and intensity images are more similar to normal cam-
era images, the final ambient and intensity models were selected as the ones that
maximized the PSNR metric from Equation (2.7) on the validation set.

For the range noise filtering described in Section 3.3.1, the number of for-
ward passes during inference was set to 16, while the threshold parameter from
Equation (3.4) was based on tuning set to α= 0.005.

3.11.2 Testing Procedure

To test the super resolution networks, the range, intensity and ambient images
from the collected lidar super resolution test set described in Section 3.9.2, were
used. These images were downscaled from an original resolution of 1024×128 to
a resolution of 1024×64 and 1024×32, by extracting every second and fourth row
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respectively, to simulate two individual lidars with 64 and 32 channels. The down-
scaled images were then used as input to the trained super resolution networks,
which resulted in predicted images with the original 1024× 128 resolution.

3.11.3 Range Super Resolution Evaluation

To quantitatively evaluate the range super resolution network, the original and
predicted range images described in Section 3.11.2 were scaled so that the pixel
values had meters as the unit, similar to what we saw in Equation (3.5). The
pixels with a value above 50 meters, corresponding to the maximum specified
range of the OS0-128 lidar, were set to 0 meters in both the predicted and original
range images, since these were here regarded as invalid values. Similarly, all pixel
values within 1 meter from the lidar were set to 0 meter, since these measurements
mainly corresponded to noisy reflections from the platform the lidar was mounted
on.

Evaluation Metrics

After the former pre-processing steps, the sum of the absolute difference between
the range values x̂ i in the predicted range images and the range values x i in
original range images, were computed. This is mathematically given as

ei = |x i − x̂ i|, i ∈ {1, . . . , N} (3.15)

where ei is the absolute range error for prediction i and N is the total number
of predictions in the test set, but only the range errors where the predicted range
image had valid prediction in the sense that the pixel value was non-zero, were ex-
tracted. Since there could be significant outliers in the range predictions, it might
be that the mean range error is not a well-suited evaluation metric. For this reason,
both the Mean Average Error (MAE) calculated as

MAE =
1
N

N
∑

i=1

ei (3.16)

and the Median Average Deviation (MAD) corresponding to median of all the ab-
solute range errors are reported, since the MAD is known to be robust to outliers.
To evaluate which of these two metrics is best suited to represent the range error
of the super resolution network, histograms of the absolute range error for every
pixel in the range image test set from 32 to 128 channels and from 64 to 128
channels were created, so that the error distribution could be examined.

Single Location Evaluation

To evaluate the range super resolution network from a qualitative standpoint, the
prediction from 32 to 128 channels and 64 to 128 channels using the range super
resolution network at a location in the lidar super resolution test set described in
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Section 3.9.2, was analysed. Although the predictions from the range super res-
olution network are range images, we mainly present the results as point clouds
using the method from Section 3.5.2 for visualization purposes. At this location,
the effects of the uncertainty noise filtering described in Section 3.3.1 was ex-
amined and the overall quality of the filtered point clouds was assessed.

Challenging Location Evaluation

As described in Section 3.3.1, the noise filtering proposed in the lidar super resolu-
tion paper by Shan et al. [79] seeks to remove uncertain points from the predicted
point cloud, e.g. points that are located close to edge boundaries. One would ex-
pect that one of the more challenging scenarios for the range super resolution net-
work would be to make correct predictions for edges in the range image where
there is only a short range gap. In particular, since the range images were only
upscaled in the vertical direction, we would expect that it is especially challen-
ging for the range super resolution to make correct predictions on the boundary
of horizontal edges in the range image. It was therefore evaluated how the range
super resolution network performed for an instance from the test set described in
Section 3.9.2 containing a horizontal edge with a short range gap.

Person Detection Evaluation

To evaluate if the range super resolution network could potentially be used in
e.g. object or person detection, an instance from the lidar super resolution test
set described in Section 3.9.2 containing a walking person was examined. The
downsampled point cloud of the person from 128 channels to 32 and 64 channels
were compared with the upsampled point clouds using super resolution.

3.11.4 Ambient and Intensity Super Resolution Evaluation

To evaluate the performance of the intensity and ambient super resolution net-
works quantitatively, the average PSNR and SSIM on the entire lidar super res-
olution test set described in Section 3.9.2 were computed. Here the PSNR and
SSIM values were calculated using the functions psnr and ssim in MATLAB. The
PSNR and SSIM results of the super resolution networks were compared with up-
sampled images using bicubic interpolation, which were created using the func-
tion imresize in MATLAB. A qualitative evaluation of the super-resolved ambient
and intensity images was also performed and compared with the result of using
bicubic interpolation.

Intensity Colored Point Cloud

Since there is a one-to-one correspondence between the pixels in the range, in-
tensity and ambient images, it was tested to generate a 3D point cloud based on
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a predicted range image using the method described in Section 3.5.2. The one-
to-one correspondence between the range and intensity image was then used to
colorize each point in the point cloud with the values from the predicted intensity
image from the same location. Finally, the overall quality of the intensity colored
point cloud was examined, to evaluate if it would be possible to combine the in-
formation from the super-resolved range and intensity image by this method.

3.12 High Resolution Image Generation Experiments

Here we go through how the lidar image generation pipeline described in Sec-
tion 3.7, was tested. The pipeline was tested on two different datasets from dif-
ferent environments; outdoor and indoor, which is covered in Section 3.12.1 and
Section 3.12.2 respectively.

3.12.1 Outdoor Images - Newer College

The first test was performed on the public dataset Newer College by Zhang et al.
[113], since it provides data from an OS0-128 lidar. The dataset is collected out-
door at walking speed and it also provides a ground truth trajectory with centi-
meter accuracy. In the test, the following operation was performed on multiple
different locations in the dataset: First a point cloud Ci at a given time instance t i
was selected as the point cloud reference. Then the 3 preceding and succeeding
point clouds to Ci were extracted together with Ci so that the total point cloud
set C consisted of 7 point clouds in total, which were used as input to image
generation pipeline. As an initial alignment for the ICP refinement described in
Section 3.7.2, the ground truth trajectory provided by the dataset was used. The
images were selected to have a resolution 1024 × 256, where the vertical res-
olution of 256 is twice the number of channels available by the lidar, while the
horizontal resolution of 1024 is the same as what the lidar images had originally.

3.12.2 Indoor Images - Entrance Hall

The second test was performed on a self-collected dataset from an entrance hall,
where the Mjolnir sensor rig with the OS0-128 lidar, was slowly rotated in the ver-
tical direction, while the translational movement was kept to a minimum. Similar
to the test on the Newer College dataset, a point cloud Ci at a given time instance
t i was selected as the point cloud reference. However, since the relative motion
between each cloud is significantly smaller than in the Newer College dataset,
10 preceding and succeeding point clouds to Ci were extracted, so that the point
cloud set C used as input to the pipeline consisted of 21 point clouds in total. Data
from an IMU was also recorded to provide an initial alignment for ICP, but the
data remained unused since the point cloud registration converged sufficiently by
choosing the initial transformations equal. The lidar images were generated at
two different resolutions, 1024× 256 and 1024× 512, which corresponds to an
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upscaling in the number of channels by 2× and 4× respectively, compared to the
original lidar images.



Chapter 4

Results and Discussion

This chapter covers the results from the experiments in Chapter 3. First, Sec-
tion 4.1 goes through the results of the VPR algorithm and the related Trondheim
Urban dataset. Then, Section 4.2 covers the results of the lidar super resolution
networks. Finally, Section 4.3 covers the results of generating high resolution lidar
images based on multiple point clouds.

4.1 Visual Place Recognition

Here the results of testing the VPR algorithm from Section 3.2 is covered. The sec-
tion is organized as follows: Section 4.1.1 presents the collected Trondheim Urban
dataset described in Section 3.9.2, which was used to test the VPR algorithm. In
Section 4.1.2, the results from testing the VPR algorithm described in Section 3.10
are presented, together with a discussion of the results.

4.1.1 Trondheim Urban Dataset

An overview of the route based on the recorded GNSS data from the collected
Trondheim urban dataset is shown in Figure 4.1. In total, the dataset contains
four place revisits. Each of the four place revisits are highlighted in Figure 4.2
with arrows indicating the direction of the revisit. The indicated numbering of
the four revisits is referred to as location 1, 2, 3 and 4 in the following discussion.
Note that at location 2, the revisit is in the opposite direction, which can be a
challenge for many place recognition algorithms [117].

An important observation for the dataset, is that it turned out to be hard to
maintain the GNSS module in RTK mode, which resulted in some "jumps" in the
GNSS measurements as shown in Figure 4.3, when the GNSS module switched
between standard GNSS positioning and RTK positioning. This is likely due to
high signal blockage from surrounding buildings, since the dataset is collected in
an urban environment, as well as a consequence of the angled placement of the
GNSS antenna on the sensor rig as we saw in Figure 3.17.

61
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Figure 4.1: Map showing the route of the Trondheim urban dataset based on
the recorded GNSS data. The dataset is recorded over 46 minutes, spanning ap-
proximately 4 km. Map tiles by © Stamen Design, under CC BY 3.0. Data by ©
OpenStreetMap, under ODbL.
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Figure 4.2: The four place revisits in the Trondheim Urban dataset, where the
arrows indicate the direction of the revisit, while the numbering corresponds to
the chronological order of the revisits. Map tiles by © Stamen Design, under CC
BY 3.0. Data by © OpenStreetMap, under ODbL.

Figure 4.3: An example from the Trondheim Urban dataset where the GNSS data
"jumps" when the GNSS receiver converts from standard GNSS positioning (red)
to RTK positioning (green). Map tiles by © Stamen Design, under CC BY 3.0. Data
by © OpenStreetMap, under ODbL.
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4.1.2 Place Recognition Results

Here we cover the results of the VPR algorithm using the evaluation methods
described in Section 3.10.3. A summary of the numerical results of the VPR al-
gorithm tested on Trondheim Urban is shown in Table 4.1. As we can see from
the table, the VPR algorithm correctly identified 18 place revisits, while 2 of them
were incorrect, which resulted in a precision of 90%. Note that even though there
are only 4 revisits in the Trondheim urban dataset, there can be multiple detec-
tions of the same revisit, since they last for an extended period. However, the VPR
algorithm was able to detect all four revisits at least once.

Table 4.1: The number of true and false positives for the revisits detected by the
VPR algorithm and the resulting precision on the Trondheim Urban dataset.

True Positives 18
False Positives 2

Precision 90%

Correct Revisit Detection

An example of a correct detection of the reverse revisit from location 2 in the
Trondheim urban dataset is shown in Figure 4.4. Here we see that although there
is a significant horizontal shift between the images, since they are captured when
approaching the same location in opposite directions, the VPR algorithm is able
to detect the revisit. This result is likely due to the 360◦ field of view of the lidar,
combined with the fact that BoVW is based on evaluating the frequency of the
visual words in an image and not their position. We would therefore expect that
the algorithm is largely invariant to these shifts.

Incorrect Revisit Detection

An example where the place recognition algorithm erroneously detects a revisit is
shown in Figure 4.5. Note that the second incorrect revisit detection was located
only a few meters from the one that is shown here, so the following discussion is
relevant for both of them. By observing the images, it seems like the VPR algorithm
detects it as a revisit since there are relatively few structures in the area while the
sun stands out as a prominent point in both the ambient and intensity images.
Also, if we look at a map of the actual location of the lidar and where the VPR
algorithm detected a revisit as shown in Figure 4.6, we see that both locations are
actually in the same region of the map. When combined with the fact that there
are few buildings in the region, the lidar images do likely have a partial overlap
in the perceived horizon. This could therefore be a contributing factor to why it
is detected as a revisit.
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(a) Ambient query image.

(b) Intensity query image.

(c) Retrieved location from the ambient database.

(d) Retrieved location from the intensity database.

Figure 4.4: An example where the place recognition algorithm is able to correctly
identify the revisit of location 2 from the Trondheim Urban dataset. In (a) and
(b) we see the ambient and intensity query images, which the place recognition
algorithm is able to correctly couple with the ambient (c) and intensity (d) images
from their respective database. We can see that even though the revisit is in the
reverse direction, the algorithm is able to detect it, which is likely due to the 360◦

field of view of the lidar. Note that the dark regions at the left and right side of the
intensity images is because of the power cable to the lidar and not the location
itself.

Perceptual Aliasing Robustness

In Figure 4.7 we see an interesting instance from the Trondheim Urban dataset,
where an ambient image query resulted in a similarity score to an image in the
database that was more than three times higher than the ambient score threshold,
even though these images are from two completely different locations. Based on
the images, it seems like they receive a high similarity score since both images con-
tain a building that is partially blocking the sun. However, since the intensity im-
age query and the image from the intensity database at the same locations shown
in Figures 4.7b and 4.7d appears to be clearly different, this was not retrieved
as one of the highest scoring images after performing a query to the database.
The VPR algorithm was therefore able to filter away the spurious ambient match,
since it was not part of the intersection between the sets of retrieved ambient and
intensity images.

Likewise in Figure 4.8 we see the opposite instance, where the intensity query
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(a) Ambient query image.

(b) Intensity query image.

(c) Retrieved location from the ambient database.

(d) Retrieved location from the intensity database.

Figure 4.5: An example where the place recognition algorithm erroneously de-
tects a revisit. In (a) and (b) we see the ambient and intensity query images, which
the place recognition algorithm incorrectly associates with the ambient image (c)
and the intensity image (d) from the databases from another location. Based on
the images, it seems like the algorithm has troubles since there are relatively few
structures at both locations, while the sun stands out as a distinctive point in both
the ambient and the intensity images.

resulted in a similarity score with an image from the database that was more than
three times as high as the intensity score threshold, despite that these images are
from entirely different locations. Based on observation of the images, it is likely
that these images had a high similarity score, since they both contain relatively
open areas. Meanwhile, the ambient images shown in Figures 4.8a and 4.8c from
the same locations are distinctively different, which is likely why these were not
regarded as a match when performing the database query, so that the VPR al-
gorithm could filter it away.

Based on these observations, it seems like the VPR algorithm is able to lever-
age a combination of the ambient and intensity images for increased robustness
to spurious matches in a single lidar image pair. Still, given that the quality of
the ambient image is highly dependent on good lighting conditions and can de-
grade significantly even as a result of cloudy conditions, this does obviously limit
the applicability of the algorithm. In a real situation, it would be unreasonable to
assume that we always operate during daytime in clear weather conditions. Yet,
these results indicate as a proof of concept that the ambient image can be utilized
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B
A

Figure 4.6: In the map we see the real location of the lidar (A) and the location
the VPR algorithm erroneously detects a revisit for (B). The distance between the
two locations is approximately 180 meters. We can observe that although it is
not a revisit in the sense that we have returned to the same location, the detected
revisit is located in the same region of the map. When combined with the fact that
the region has relatively few buildings resulting in partially overlapping horizons,
this could be a part of the explanation for why the algorithm detects a revisit. Map
tiles by © Stamen Design, under CC BY 3.0. Data by © OpenStreetMap, under
ODbL.

in a complementary manner to the intensity image, though a full scale implement-
ation would have to factor in the uncertainty in the ambient image based on the
conditions the algorithm is operating under.

A drawback of this algorithm, is that as a consequence of using voting to de-
termine a revisit, it can potentially be problematic to detect multiple revisits to
the same location. This is due the fact that the algorithm could end up retriev-
ing images from different time instances from the same location from the two
databases. This would result in a non-overlap in the intersection of the retrieved
image sets and therefore would not be regarded as a revisit. One potential solu-
tion to this problem is to group together earlier detected revisits, so that they can
be associated to the same location. Another way to mitigate this effect, could be
to make an assumption for the maximum time until a revisit. This would make it
possible til filter away earlier revisits, which would reduce the probability of this
event occurring.
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(a) Ambient query image.

(b) Intensity query image.

(c) Ambient database image.

(d) Intensity database image.

Figure 4.7: An instance from Trondheim Urban where an ambient query image
(a) appears visually similar to an image from the ambient database (c), which
resulted in a high similarity score after executing a database query. These images
are in reality from two separate locations, which is considerably easier to see in
the intensity query image (b) and the intensity database image (d) from the same
locations as (a) and (c) respectively. As a result, the image (d) was not among
the highest scoring intensity images after executing a database query, so the high
scoring match between (a) and (c) was filtered out by the intersection stage in
the VPR pipeline.
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(a) Ambient query image.

(b) Intensity query image.

(c) Ambient database image.

(d) Intensity database image.

Figure 4.8: An instance from Trondheim Urban where an intensity query image
(b) appears visually similar to an image from from the intensity database (d),
which resulted in a high similarity score after executing a database query. These
images are in reality from two separate locations, which is considerably easier
to see in the ambient query image (a) and the ambient database image (c) from
the same locations as (b) and (d) respectively. As a result, the image (c) was not
among the highest scoring ambient images after executing a database query, so
the high scoring match between (b) and (d) was filtered out by the intersection
stage in the VPR pipeline.
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4.2 Lidar Super Resolution

Here we cover the results of the lidar super resolution network experiments de-
scribed in Section 3.11. The section is organized as follows: First in Section 4.2.1
we go through the results of the range super resolution network based on the
evaluation methods described in Section 3.11.3. Then in Section 4.2.2 we cover
the results of the ambient and intensity super resolution networks based on the
evaluation methods in Section 3.11.4.

4.2.1 Range Super Resolution Results

An overview of the mean and median range prediction error calculated using the
method from Section 3.11.3 on the lidar image test set described in Section 3.9.2,
are shown in Table 4.2. Histograms of the absolute range error calculated on the
same test set, together with the mean and median, are given in Figure 4.9 when
upsampling from 32 to 128 channels and in Figure 4.10 from 64 to 128 channels.

Table 4.2: Mean and median range prediction error, as well as the interquart-
ile range (IQR), for the range image super resolution network from 32 to 128
channels and from 64 to 128 channels.

Upscale Mean Error [m] Median Error [m] IQR [m]

32→ 128 4.2× 10−1 8.4× 10−2 9.2× 10−2

64→ 128 2.1× 10−1 2.4× 10−2 6.0× 10−2

From Table 4.2 we see that the mean range error prediction error from 32 to
128 channels is more than 40 cm, which at first glance seems to be very high.
However, by looking at the histogram of the error distribution in Figure 4.9, we
can observe that the mean is heavily skewed due to outliers. Based on these obser-
vations it seems like the median value of 8.4 cm is a more adequate representation
of the range error, though a median error of almost 10 cm does still seem relat-
ively high, given that the specified precision of the OS-128 lidar is ±[1.5− 5] cm
(depending on the range to the object) [118]. We do nonetheless have to expect
that there will be higher degree of uncertainty in the range values when predicting
the range measurements, compared to using the real sensor data.

From Table 4.2 we see that the range prediction error decreases significantly
when upscaling from only 64 to 128 channels instead of 32 to 128 channels. Like-
wise, by comparing the error histograms in Figure 4.9 and Figure 4.10, we can
observe that the proportion of outliers decreases notably when predicting from
64 to 128 channels instead of 32 to 128 channels. Although it was expected that
the error would become smaller in this case, it is reassuring that it evidently does
decrease.
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Figure 4.9: Histogram showing the relative distribution of the absolute range
error for the super resolution network when upsampling from 32 to 128 channels.
Since the range error can be as high as 50 meters, corresponding to the max range
of the lidar, all range errors above 1 meter are grouped into a single bin. From
the histogram we can observe that the mean is heavily skewed due to outliers,
while the median appears to be a better representation of the distribution.



72 Chapter 4. Results and Discussion

Figure 4.10: Histogram showing the relative distribution of the absolute range
error for the super resolution network when upsampling from 64 to 128 channels.
All range errors above 1 meter are grouped into a single bin. From the plot we
see that that most range errors are close to the median, while the outliers at>= 1
meter causes the mean to become skewed.
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Single Location Evaluation

Here the range image in Figure 4.11a is used to qualitatively evaluate the range
super resolution network as described in Section 3.11.3. However, since it is easier
from a visual standpoint to interpret the range image as a point cloud as in Fig-
ure 4.11b, which is generated by the method explained in Section 3.5.2, we will
for the remainder of the discussion visualize the range image as a point cloud.
In Figure 4.12 we can see the point cloud from Figure 4.11b downsampled to 64
channels and 32 channels, which are used as input to the range super resolution
network.

(a) Range image

(b) Point cloud generated based on the range image

Figure 4.11: The range image (a) that is used as the ground truth for the test loca-
tion and the point cloud (b) we get by projecting range image to 3D space. Since
it is significantly easier to interpret the point cloud, we use that in the follow-
ing discussion for visualization purposes but note that the range super resolution
network actually outputs a range image and not a point cloud.
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(a) Original point cloud downsampled to 32 channels

(b) Original point cloud downsampled to 64 channels

Figure 4.12: The result of downsampling the 128 channels pointcloud from Fig-
ure 4.11b to 32 channels (a) and 64 channels (b) that are used by the range super
resolution network to predict a point cloud with 128 channels.
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In Figure 4.13 we can see the predicted point clouds from the range super
resolution network based on the input shown in Figure 4.12 for both 32 to 128
channels and 64 to 128 channels, prior to applying the uncertainty noise filtering
described in Section 3.3.1. We can clearly see that both predicted point clouds
are dominated by "beams" of noise, which would likely render the point clouds
impractical to use for most purposes. By close inspection of the region around the
center of the point clouds, we can see that there is a lower proportion of outliers
in the predicted point cloud from 64 to 128 channels point cloud in Figure 4.13b
compared to the predicted point cloud from 32 to 128 channels in Figure 4.13a.
However, since both clouds have a significant number of outliers, this difference
becomes hardly noticeable.

In Figure 4.14 we can see the same predicted point clouds as in Figure 4.13
after applying the uncertainty noise filtering described in Section 3.3.1. We can
observe that there is a significant reduction in noise in both the predicted point
cloud from 32 to 128 channels and from 64 to 128 channels. Note that the mostly
empty "tail-like" region is mainly a result of the power cable to the lidar blocking
parts of the lidar’s field of view. However, an interesting detail is that after the
uncertainty filtering, there have been removed more points along this region in
the prediction from 64 to 128 channels shown in Figure 4.14b than in the pre-
dicted point cloud from 32 to 128 channels shown in Figure 4.14a. Intuitively we
would expect that the network would be less uncertain about these points in the
predicted point cloud from 64 to 128 channels than from 32 to 128 channels and
hence fewer points would be removed. However, artificial neural networks can
sometimes be unpredictable, so it is not easy to say why this occurs here. It might
just be a random result from this input to the super resolution network.
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(a) Predicted point cloud from 32 to 128 channels prior to noise filtering.

(b) Predicted point cloud from 64 to 128 channels prior to noise filtering.

Figure 4.13: The predicted point cloud from the super resolution network from
32 to 128 channels (a) and 64 to 128 channels (b) prior to applying the uncer-
tainty noise filtering. We can see that there is a significant amount of outliers in
both point clouds compared to Figure 4.11b, which is especially noticeable in the
center of the point clouds.
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(a) Predicted point cloud from 32 to 128 channels after noise filtering.

(b) Predicted point cloud from 64 to 128 channels after noise filtering.

Figure 4.14: The predicted point cloud from the super resolution network from
32 to 128 channels (a) and 64 to 128 channels (b) after applying the uncertainty
noise filtering. We can see that there has been a substantial reduction in noise
for both point clouds compared to Figure 4.13. An unexpected result is that the
empty "tail-like" region caused by the power able extends further in the predicted
point cloud from 64 to 128 channels in Figure 4.14b, compared to the predicted
cloud from 32 to 128 channels in Figure 4.14a.
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Figure 4.15 shows the same predicted point clouds as in Figure 4.14 from
a bird’s-eye view, together with the original 128 channel point cloud from Fig-
ure 4.11b. We can observe that the predicted point clouds appear to match the
original point cloud relatively well. As expected, we see that the 64 to 128 chan-
nels prediction shown in Figure 4.15b matches the original cloud better than the
prediction from 32 to 128 channels shown in Figure 4.15a. Another important
observation is that the mismatch between the predicted and original point cloud
apparently increases with range. A likely explanation for this, is that the distance
between the "rings" in the point cloud increases with the range from the lidar. As
a consequence there will be a higher degree of uncertainty for where a predicted
intermediate point should be located between two rings further away from the
lidar. Another contributing factor could be that the uncertainty in the real lidar
measurements usually increases with increasing range. We can therefore expect
that some of these variations between the predicted clouds and the original cloud
also can be partly attributed to range dependent sensor noise.

In Figure 4.16 we can see the predicted point cloud of a wall from 32 and
64 channels to 128 channels, compared to the original point cloud. We can see
that close to the left edge of the wall, the predicted point clouds are significantly
sparser than the original cloud. We can also observe that the effect is slightly more
noticeable in the predicted point cloud from 32 to 128 channels in Figure 4.16a
than from 64 to 128 channels in Figure 4.16b. This effect is an expected result of
the uncertainty noise filtering, since points that are located at or close to the edge,
will likely be subject to the highest degree of smoothing in the super resolution
network and hence they are more susceptible to the uncertainty filtering. Still, it
seems like the predicted point clouds align relatively well with the original point
cloud further away from the edge of the wall.
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(a) Super resolution prediction from 32 to 128 channels

(b) Super resolution prediction from 64 to 128 channels

Figure 4.15: The original 128 channels point cloud (purple) from a bird’s eye
view, compared to the predicted point cloud (green) using super resolution from
32 to 128 channels (a) and from 64 to 128 channels (b). We can see for instance
on the left side, that as we get further away from the point cloud center, the
predicted point cloud from 64 to 128 channels is significantly closer to the original
point cloud compared to the predicted point cloud from 32 to 128 channels.
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(a) Super resolution from 32 to 128 channels (b) Super resolution from 64 to 128 channels

Figure 4.16: The original 128 channels point cloud (purple) of the edge of a wall,
compared to the predicted point cloud (green) using super resolution from 32 to
128 channels (a) and from 64 to 128 channels (b). We can observe that there are
slightly fewer points along the left edge of the wall in the predicted cloud from
32 to 128 channels than in predicted cloud from 64 to 128 channels.

Challenging Location

In Figure 4.17, a point cloud of the entrance to a building can be seen. An import-
ant detail is that the entrance is located slightly closer to the lidar than the rest
of the building, which results in a relatively narrow horizontal gap in the point
cloud at the top of the entrance. This is as mentioned in Section 3.11.3 a scenario
which is likely to be challenging for the range super resolution network. The pre-
dicted point clouds from 32 to 128 channels and 64 to 128 channels of the same
entrance can be seen in Figure 4.18.

We can observe that the predicted point clouds have noticeable artifacts in the
point cloud gap, with free-floating intermediate points between the edges of the
entrance and the rest of the building. This effect is especially noticeable in the
predicted point cloud from 32 to 128 channels in Figure 4.18a. This result can
most likely be explained by the fact that the building behind the entrance causes
a less sharp discontinuity in the range image along these edges. As a consequence,
it will be harder for the network to distinguish the entrance from the rest of the
building and hence it becomes more challenging to remove these outliers using
the uncertainty filtering. This undesirable effect could potentially be reduced by
lowering the uncertainty threshold, so that more points are removed, but this
would of course come at the cost of removing more points elsewhere in the point
clouds as well.
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Figure 4.17: The original 128 channel point cloud of the entrance to a building.
Notice that there is a relatively narrow gap in the point cloud along the edges of
the entrance.
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(a) Predicted point cloud from 32 to 128 channels.

(b) Predicted point cloud from 64 to 128 channels.

Figure 4.18: In (a) we see the predicted point cloud from 32 to 128 channels of
the entrance to a building, while point cloud (b) is the predicted point cloud from
64 to 128 channels. We can see that there are significant artifacts along the edges
of the entrance, which is particularly noticeable in the predicted point cloud from
32 to 128 channels.
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Person Detection

Here the results of the person detection evaluation test described in Section 3.11.3
are covered. In Figure 4.19 we can see the point cloud of a person at the full 128
lidar channel resolution, its downsampled counterpart to 32 and 64 channels and
the corresponding predicted point clouds using super resolution. We can observe
that in the point cloud that has been downsampled to 32 channels shown in Fig-
ure 4.19c, it is relatively difficult to determine that the point cloud originates
from a walking human. If we compare this to the point cloud that has been up-
sampled from 32 to 128 channels using the super resolution network shown in
Figure 4.19e, then it is considerably easier to see that the super-resolved point
cloud is of a person.

This result can also partly be observed in the upsampled point cloud from 64 to
128 channels shown in Figure 4.19d compared to the downsampled 64 channels
point cloud shown in Figure 4.19b. However, the effect is not as noticeable as in
the previous case, since the 64 channels resolution seemingly is high enough to
be able to differentiate the person from the rest of the point cloud. We can also
observe that the prediction from 64 to 128 channels in Figure 4.19d preserves
the contour of the person slightly better than the 32 to 128 channel prediction in
Figure 4.19e.

From a practical standpoint, it appears like the super resolution network from
32 to 128 channels could potentially make it easier for an object detection al-
gorithm to detect the human compared with the low resolution 32 channels point
cloud. However, in the predicted point cloud from 64 to 128 channels, it seems
like the potential detection improvements are a bit more modest. There is also a
potential trade-off that has to be made in terms of lower depth accuracy in the
detection when using the super-resolved point cloud, compared to the original
low resolution point cloud.
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(a) High Resolution - 128 channels

(b) Low Resolution - 64 channels (c) Low Resolution - 32 channels

(d) Super Resolution from 64 to 128 chan-
nels

(e) Super Resolution from 32 to 128 chan-
nels

Figure 4.19: In (a) a person walking is observed at the full lidar resolution of 128
channels. The decimated low resolution images of the same person are seen in
(b) and (c) at resolutions of 64 and 32 channels respectively. The resulting clouds
using the super resolution network are shown from 64 to 128 channels in (d) and
from 32 to 128 channels in (e). We can observe that it is difficult to see that it
is a person when only having access to 32 channels as in (c). However, with the
super resolution network from 32 to 128 channels, it is significantly easier to see
that it is in fact a person.
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4.2.2 Ambient and Intensity Super Resolution Results

Here the results of the intensity and ambient super resolution networks are presen-
ted and discussed, based on the evaluation methods described in Section 3.11.4.
The results are presented as follows: First the quantitative results of super-resolving
ambient and intensity images are covered. Then a qualitative assessment of the
super-resolved intensity and ambient images is performed. Finally, we go through
the results of coloring a 3D point cloud using predicted intensity images.

An overview of the PSNR and SSIM of the upscaled intensity and ambient im-
ages using the super resolution networks compared to bicubic interpolation are
given in Table 4.3. The super resolution networks outperforms bicubic interpola-
tion for these metrics in all cases, except in the case of the ambient image from
64 to 128 channels, where bicubic interpolation has slightly better results.

Table 4.3: Average PSNR [dB] / SSIM values (higher is better) for the super resol-
ution network compared to bicubic interpolation on 16-bit intensity and ambient
images.

Intensity PSNR/SSIM Ambient PSNR/SSIM

Channel upscale 32→ 128 64→ 128 32→ 128 64→ 128

Super Resolution 20.2/0.58 24.0/0.78 18.5/0.39 20.5/0.57
Bicubic Interpolation 17.5/0.36 20.6/0.60 17.8/0.33 20.7/0.59

We can also see that the difference between super resolution and bicubic in-
terpolation with respect to PSNR and PSNR is significantly larger for the intensity
image compared to the ambient image. However, the PSNR value for 16-bit im-
ages is typically considered high when it is larger than 60 dB [119], while here
all the PSNR values are less than 25 dB. Given that not only the super resolu-
tion networks, but also bicubic interpolation have extremely low PSNR values,
this indicates that PSNR is not a reliable metric in this case. The most probable
explanation for this, is that the assumption in the PSNR metric that the original
high resolution image is noise free, is far from valid for real lidar images.

Qualitative Assessment - Intensity Image

Figure 4.20 and Figure 4.21 shows the result of upscaling an intensity image from
32 to 128 channels and from 64 to 128 channels respectively, compared to bicubic
interpolation. We can observe that the super-resolved intensity image from 32 to
128 channels in Figure 4.20d seems to be too smooth compared to the original
image in Figure 4.20a. This is a common problem for many super resolution meth-
ods, when the low resolution image has been subject to severe aliasing due to high
downsampling like here [120]. On the other hand, the predicted intensity image
from 64 to 128 channels shown in Figure 4.21d looks sharper than the result of
bicubic interpolation seen in Figure 4.21c.
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(a) High Resolution - 128 channels

(b) Low Resolution - 32 channels

(c) Bicubic interpolation from 32 to 128 channels

(d) Super Resolution from 32 to 128 channels

Figure 4.20: Comparison between super resolution and bicubic interpolation
from 32 to 128 channels on a lidar intensity image. We can see that the super-
resolved image (d) is a lot smoother than the result of bicubic interpolation (c).
By inspection of the top edge of the building on the right, we see that bicubic
interpolation results in a more uneven boundary than the super-resolved image.
This indicates that super resolution network might preserve the structure in the
image better.

By close inspection of the edge along the top of the building in Figures 4.20
and 4.21, it appears like the intensity super resolution network images preserve
the edge boundary slightly better than bicubic interpolation. This result is also
supported by the higher reported SSIM in Table 4.3, since higher SSIM usually
corresponds to a better preservation of the underlying structure [86]. Better edge
preservation could be useful if the super resolution networks should be used in
e.g. object segmentation. Though, it is not easy to determine if the super-resolved
image from 32 to 128 channels shown in Figure 4.20d is any better (or worse) than
applying standard bicubic interpolation for this purpose. However, the prediction
from 64 to 128 channels in Figure 4.21d seems to resemble the original high
resolution image a bit better than bicubic interpolation in Figure 4.21c, although
the difference is not that large. It is likely that this small difference is not worth the
extra computational complexity of using the super resolution network compared
to standard bicubic interpolation for most purposes.

A likely explanation for why super resolution does not yield better results here,
is that the original high resolution image contains a relatively high degree of noise,
which was also indicated by the low PSNR values in Table 4.3. Since these images
were used as ground truth during training, this likely made it challenging for the
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(a) High Resolution - 128 channels

(b) Low Resolution - 64 channels

(c) Bicubic interpolation from 64 to 128 channels

(d) Super Resolution from 64 to 128 channels

Figure 4.21: Comparison between super resolution and bicubic interpolation
from 64 to 128 channels for a lidar intensity image. We can observe that the
super-resolved image (d) has less "jagged" edges along the top of the building
than bicubic interpolation (c). The super-resolved image also seems sharper than
the image from bicubic interpolation.

network to converge to a better solution. Applying super resolution methods on
non-synthetic images is known to be very challenging [121], so this was not an
unexpected result.

We can also observe that both in the predicted images from 32 to 128 channels
in Figure 4.20d and from 64 to 128 channels in Figure 4.21d, there is a notice-
able repeating horizontal line pattern. The effect is most noticeable in the darker
regions in the predicted intensity image from 32 to 128 channels in Figure 4.20d.
This result can almost certainly be explained by the fact that these lines corres-
pond to the same channels as those that are available in the low resolution image
and hence the network will likely have a higher confidence in these predictions.
One method that would likely have reduced this effect, is to add blurring in the
degradation model when creating the low resolution images from the full 128
channel intensity images. However, this degradation model is not realistic in the
sense that the only difference between the images should be the number of meas-
ured lines, since we are only simulating a reduction in the channel number. If we
introduce blurring into the degradation model, then we have essentially applied
a low pass filter to the high resolution images, which would reduce the amount of
aliasing in the downsampling process [84]. Although this would perhaps yield a
more visually pleasant result here, the final model would not be of any practical
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use, since the degradation model would not reflect reality.

Qualitative Assessment - Ambient Image

In Figure 4.22 and Figure 4.23, we see the result of upscaling an ambient image
from 32 to 128 channels and from 64 to 128 channels respectively. We can observe
that the super-resolved images appear to be overly smoothed compared to the ori-
ginal image shown in Figure 4.22a. This smoothing artifact is a common challenge
when applying SISR methods to real images [81], and here we see that the there
is an undeniable reduction in sharpness in the super-resolved images. As we can
see, the original high resolution image shown in Figure 4.22a is relatively grainy.
A likely explanation for this result is therefore that the ambient images contain
too much noise for the super resolution network to be able to learn a mapping
without these smoothing artifacts. It was also observed during the training phase
that it was significantly more challenging to make the ambient super resolution
network converge to any meaningful result relative to the intensity super resolu-
tion network.

Based on the results we see here, it seems unlikely that the ambient super
resolution network is better than just applying bicubic interpolation. Improving
the results of the super-resolved ambient images would most probably require a
more rigorous handling of the high degree of noise in the original ambient images.
One possible approach could be to take multiple images at the exact same location
and computing the average or median pixel value to generate the high resolution
image, while the low resolution image could be generated based on only one of
the images. This could potentially make the training more stable, since the high
resolution image would contain less white noise, but it would require that the
environment is completely static and that the lidar is not in motion when sampling
the images at a given location.
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(a) High resolution - 128 channels

(b) Low resolution - 32 channels

(c) Bicubic interpolation from 32 to 128 channels

(d) Super resolution from 32 to 128 channels

Figure 4.22: Comparison between the original 128 channel ambient high resol-
ution image (a), downsampled 32 channel low resolution image (b), upsampled
image with bicubic interpolation (c) and the upsampled image using super res-
olution (d). We can see that the bicubic interpolation results in a grainier image
compared to using super resolution, but this comes at a cost of a reduction in the
perceived sharpness in the super resolution image.
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(a) High Resolution - 128 channels

(b) Low Resolution - 64 channels

(c) Bicubic Interpolation from 64 to 128 channels

(d) Super resolution from 64 to 128 channels

Figure 4.23: Comparison between the original 128 channel ambient high resol-
ution image (a), downsampled 64 channel low resolution image (b), upsampled
image with bicubic interpolation (c) and the upsampled image using super resol-
ution (d). We can see that bicubic interpolation results in a grainier image com-
pared to using super resolution, but this comes at a cost of a reduction in sharp-
ness in the super resolution image.
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Intensity Colored Point Cloud Results

Here the results of coloring a 3D range point cloud with predicted intensity im-
ages as described in Section 3.11.4, are covered. In Figure 4.24 we can see a
3D range point cloud from the lidar super resolution test set described in Sec-
tion 3.9.2, which has been colorized using the original intensity image from the
same location.

Figure 4.24: A 128 channel 3D range point cloud that has been colorized using
the intensity image at the same location. We can see that the intensity coloring
results in the door and windows to become more noticeable.

In Figure 4.25 and Figure 4.26, the predicted point cloud using the range
super resolution network, colorized with the predicted intensity image from 32
to 128 channels and 64 to 128 channels respectively, at the same location as the
point cloud in Figure 4.24, are shown. We can see that the intensity coloring
makes it relatively easy to distinguish some structures such as doors and windows
from the rest of the point cloud. We can also see that both the predicted point
cloud and intensity from 32 to to 128 channels in Figure 4.25b and from 64 to
128 channels in Figure 4.25b looks relatively similar to the original point cloud
seen in Figure 4.24. This shows a potential use case for combining the intensity
super resolution network with the range super resolution network for i.e., object
detection or dense mapping. One limitation of this method, is that the Ouster
intensity image does not correspond to the raw intensity information from the
point cloud. Usually, it is the raw intensity information that is used in combination
with a point cloud and not the intensity information after post-processing as we
see here. This limitation could possibly be overcome by training a network on raw
intensity images instead of the post-processed intensity images. The author of this
thesis did also attempt this, but it proved to be challenging to make the training
converge to sensible results, so it would likely require a network architecture that
is designed for raw images.
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(a) Low resolution - 32 channels

(b) Super resolution from 32 to 128 channels

Figure 4.25: A point cloud colored with intensity that has been downscaled from
128 to 32 channels (a) and the super-resolved 128 channel point cloud with in-
tensity (b). We can see that although there are some clearly visible artifacts in the
super-resolved point cloud like bent edges, the super resolution network seems to
be able to reasonably densify the point cloud given how sparse the original point
cloud is.
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(a) Low resolution - 64 channels

(b) Super resolution from 64 to 128 channels

Figure 4.26: A point cloud colored with intensity that has been downscaled from
128 to 64 channels (a) and the super-resolved 128 channel point cloud colored
with intensity (b).
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In Figure 4.27 a closer view of one of the windows in the point cloud from Fig-
ures 4.24 to 4.26, is shown. We can observe that the original point cloud seen in
Figure 4.27a contains significant noise, which is likely caused by the transparent
and reflective properties of the glass in the window, which is a common challenge
faced when using lidars [122]. However, most of the noisy points can from a hu-
man perspective be relatively easily be differentiated from the rest of the window,
based on the colorization from the intensity mapping. Similarly, by inspecting the
super-resolved point clouds shown in Figures 4.27d and 4.27e, we see that it is
possible to differentiate most of the window frame from the noise based on the
distinctive red intensity color of the window frame.

We can also observe that the narrow horizontal red bars in the window frame
are completely removed in the point cloud downsampled to 32 channels in Fig-
ure 4.27c and partially removed in the point cloud downsampled to 64 channels
in Figure 4.27b. As a result, the super-resolved point clouds are unsurprisingly not
able to recover these horizontal bars. However, the wider regions of the window
frame appears to be mostly recovered.
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(a) High Resolution - 128 channels

(b) Low Resolution - 64 channels (c) Low Resolution - 32 channels

(d) Super Resolution from 64 to 128 channels (e) Super Resolution from 32 to 128 channels

Figure 4.27: The original point cloud of a window colored by intensity (a), its
downscaled version to 64 (b) and 32 (c) channels, the super-resolved point clouds
from 64 to 128 channels (d) and from 32 to 128 channels (e). We can see that
there is significant noise in the original point cloud, which also affects the pre-
dicted point clouds. We can also observe that the super resolution network has
problems with predicting the horizontal bars in the window frame, since most of
this is lost in the downsampling.
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4.3 High Resolution Image Generation Results

In this section we cover the results of generating high resolution lidar images
based on multiple point clouds as described in Section 3.12. The section is divided
into two parts. First, in Section 4.3.1 we present the result of generating high
resolution images based on point clouds from the Newer College dataset by Zhang
et al. [113] as described in Section 3.12.1. Then, in Section 4.3.2 we go through
the result of generating high resolution images based on point clouds from a self-
collected dataset from an indoor entrance hall as described in Section 3.12.2.

4.3.1 Outdoor Images - Newer College

In Figure 4.28, 4.29 and 4.30, we see the original range, intensity and ambient im-
age respectively from the same time instance in the Newer College dataset [113],
together with the constructed image with twice as high vertical resolution, using
the pipeline described in Section 3.7.

Range Image

We can observe that the constructed range image shown in Figure 4.28b seems
to be relatively similar to the original range image shown in Figure 4.28a, though
the constructed image contains a few noticeable black stripes due to missing range
measurements. These lines could possibly be removed by applying a hole filling
algorithm, but this could result in either inaccurate depth values at these loca-
tions or potentially filling regions in the image where there in fact are no objects.
A more optimal solution would be to include more point clouds in the construc-
tion of the image. However, since the Newer College dataset is collected while
in motion [113], this can result in artifacts where some points are included in
the constructed image, which are not visible from the location of the original low
resolution image due to occlusion or limited range. This is naturally not ideal,
since this would not be a realistic simulation of a lidar with a higher number of
channels.

Intensity Image

In Figure 4.29a we see an original lidar intensity image together with a construc-
ted intensity image with twice the vertical resolution. One difference we can ob-
serve immediately between the images, is that in the regions where there are no
available range measurements, e.g. in the sky, the constructed image is completely
black. This challenge could possibly be dealt with if these images are used to train
a super resolution network by only training on patches of the image where there
are available measurements. A more optimal solution would perhaps be to limit
the application of the image generation pipeline to confined spaces, to reduce the
number of missing measurements. In the regions where there are available meas-
urements, the images appear similar, but there is a noticeable reduction in white
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(a) Original range image with 128 channels.

(b) Constructed range image with 256 channels.

Figure 4.28: Comparison between the original range image (a) with 128 chan-
nels and the constructed range image (b) with 256 channels. Note that the images
have been re-scaled to fill the entire 16-bit image resolution for visualization pur-
poses. We can observe that although the images look relatively similar, there are
horizontal lines with missing data in the constructed image. Data from the Newer
College dataset [113].

noise in the constructed image. This comes as a result of using the median intens-
ity value of the points that map to the same pixel in the image. Having access to a
less noisy high resolution image than the original intensity images, could possibly
make the training phase of a super resolution network more stable, though this
will require further testing.

We can observe that the hole filling algorithm described in Section 3.7.5 seems
to give reasonable results, since it is relatively hard to notice that the lines of miss-
ing measurements that we saw in the constructed range image in Figure 4.28b,
have been filled in the constructed intensity image in Figure 4.29b. However, there
are some clear artifacts of the hole filling algorithm along the edges of the black
regions at the bottom of the image in Figure 4.29b, though these regions could be
excluded by only training on patches of the image.

Another observation that can be made for Figure 4.29, is that the left edge
of the arc-shaped entrance in the center of the image is a bit more jagged in
the constructed image than in the original intensity image. This is an expected
result due to inaccuracies in the point cloud registration and discretization errors
that are introduced in the point cloud projection. Another likely source of these
inaccuracies, is that the point clouds are partially distorted, since the point clouds
are sampled while the lidar is in motion.

Based on the constructed intensity image that we see here, it could be possible
to train a super resolution network if we have access to enough images. However,
there are some limitations to this approach. First, it is a lot more time consuming
to generate a training set with these images compared to collecting the original
intensity images, partly because we need to ensure the point cloud registration has
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(a) Original intensity image with 128 channels.

(b) Constructed intensity image with 256 channels.

Figure 4.29: Comparison between the original intensity image (a) with 128 chan-
nels and the constructed intensity image (b) with 256 channels. We see that ex-
cept for a few artifacts around the edges at the bottom, resulting from the hole
filling algorithm, the images do look similar. Since the constructed image requires
range measurements in order to fill a pixel, the sky is completely black. This sug-
gests that the algorithm may be more suited for confined spaces. Data from the
Newer College dataset [113].

converged to a valid solution for every image we create. It will also require that
the environment we collect the data in is completely static, since moving objects
like cars, will naturally be detrimental to the image generation process. On the
other hand, an advantage with generating intensity images by this pipeline, is that
rendering realistic intensity images using computer simulation is very challenging
relative to e.g. the range images that we saw in Figure 4.28 [110]. However, it
will require further research to know if the inevitable inaccuracies introduced in
the image generation process are small enough that a super resolution network
trained on these images can be useful.

Ambient Image

Figure 4.30 shows an ambient lidar image from the Newer College dataset [113],
together with the constructed ambient image. We can see that the constructed
ambient image shown in Figure 4.30b contains some very noticeable white stripes,
that are not present in the original image shown in Figure 4.30a. Based on the
result, it seems like that there might be too much noise in the ambient data for
the constructed image to look realistic. The black pixels due to missing range
measurements are also clearly more noticeable here, than what we saw for the
intensity image in Figure 4.29b. It seems unlikely that these constructed ambient
images can be used to train a super resolution network, since they contain a high
degree of noise and do evidently not represent the original images very well. Based
on these observations, it might be better to limit the application of the image
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generation pipeline to range and intensity images.

(a) Original ambient image with 128 channels.

(b) Constructed ambient image with 256 channels.

Figure 4.30: Comparison between the original ambient image (a) with 128 chan-
nels and the constructed ambient image (b) with 256 channels. We can see that
the constructed image is noisy with noticeable white stripes across the image, so
it does not represent the original image very well. Data from the Newer College
dataset [113].

4.3.2 Indoor Images - Entrance Hall

In Figure 4.31 and Figure 4.32 we see the original range and intensity images from
an indoor location compared with the same type of images constructed by the
image generation pipeline, as described in Section 3.12.2. Note that the ambient
image is not of interest here, since we are in an indoor environment, where there
is little near-infrared ambient lighting.

Range Image

We can observe that the constructed range image in Figure 4.31b with twice as
high vertical resolution compared to the original range image in Figure 4.31a, has
significantly fewer black pixels due to missing measurements. This is a clear im-
provement from the constructed range image in Figure 4.28b, which was based
on point clouds from the Newer College dataset. This is of course mainly a res-
ult of having access to more point clouds from the same location captured with
minimal motion and that the point clouds are collected in a smaller environment.
We can see that in the constructed range image in Figure 4.31c with four times
higher vertical resolution than the original image in Figure 4.31a, the black lines
resulting from missing measurements are starting to dominate the image. This
problem could most likely be mitigated by rotating the lidar slower and including
more point clouds in the image generation. Based on these observations, it seems
like the double vertical upscaling seen in Figure 4.31b is the limit for what could
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potentially be used to train a super resolution network with the data collected
here.

(a) Original range image with 128 channels.

(b) Constructed range image with 256 channels.

(c) Constructed range image with 512 channels.

Figure 4.31: Comparison between the original range image (a) and two construc-
ted range images with a vertical resolution that is 2× higher (b) and 4× higher (c)
than the number of channels of the lidar. We can see that the constructed image
with 512 channels (c) appears to have too many missing range measurements,
while the constructed image with 256 channels (b) looks more reasonable.

Intensity Image

In Figure 4.32 we see the original intensity image from the same location as in
Figure 4.31, together with the constructed intensity images with two times and
four times higher vertical resolution. We can observe that the intensity image in
Figure 4.32b is considerably sharper compared to the original intensity image in
Figure 4.32a. The constructed image with four times higher vertical resolution in
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Figure 4.32c does also seem to contain less white noise than the original intensity
image, but there is a noticeable degradation in the image quality from what we see
in Figure 4.32b. This is also in line with what we would expect given the number
of missing measurements that we saw in the range image from the same location
in Figure 4.31c.

Another important observation, is that since this is an enclosed space, the con-
structed images look significantly more realistic compared to what we saw in the
constructed intensity images from the Newer College dataset in Figure 4.29, as we
do no longer have a completely black sky. Although it is not possible to say if these
images can be used to train a super resolution network, the overall reduction in
white noise seems promising, given that this was a major challenge when train-
ing the super resolution networks directly on the original lidar images. However,
creating a large enough dataset that it could be used to train a super resolution
network, will obviously be very time consuming. Due to time constraints, it was
unfeasible to create a large enough dataset using the image generation pipeline
described in Section 3.7, to test if a super resolution network can be trained using
these images. This will therefore require further research.
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(a) Original intensity image with 128 channels.

(b) Constructed intensity image with 256 channels.

(c) Constructed intensity image with 512 channels.

Figure 4.32: Comparison between the original intensity image (a) and two con-
structed range images with a vertical resolution that is 2× higher (b) and 4×
higher (c) than the number of channels of the lidar. The constructed images looks
relatively similar to the intensity image. We can observe that the constructed im-
ages contain less white noise than the original intensity image, though the con-
structed image with 512 channels in (c) seems to have a reduction in sharpness
from (b), due to missing measurements.



Chapter 5

Conclusion

This master thesis has focused on two different research topics related to robotic
perception. The first of these was to attempt to leverage both intensity and ambi-
ent lidar images in combination for improved robotic place recognition. The result
of the work from this master thesis was a proof-of-concept visual place recognition
method using lidar intensity and ambient images, which achieved 90% precision
in an urban dataset spanning 4 km. By qualitative evaluation of the method, it
was demonstrated that the intensity and ambient images can be utilized in a com-
plementary manner to increase the robustness to perceptual aliasing occurring in
one of the images.

The second research topic was to explore applying neural networks to increase
the apparent resolution of the range, intensity and ambient images from a real
lidar. A pre-existing lidar super resolution pipeline, which was originally designed
only for lidar range data, was tested to see if it could be used to super-resolve
each of the three individual lidar images. The tests indicate that the super res-
olution pipeline can be applied to real lidar range images and yield reasonable
super-resolved results. Applying the super resolution pipeline to intensity and am-
bient images gave mixed results. It seems like the super-resolved intensity might
be slightly better than bicubic interpolation, though this is not certain. Applying
the super resolution pipeline to ambient images appears to result in worse per-
formance than bicubic interpolation. The main problem is likely that the intensity
images, and especially the ambient images, contain too much noise, which hinders
the super resolution networks from training effectively.

A pipeline that can generate range, intensity and ambient lidar images based
on multiple lidar point clouds, with a higher vertical resolution than the number
of channels of the given lidar, has also been proposed. The results indicates that
the pipeline can be used to generate realistic looking range and intensity images
in enclosed environments. Generating ambient images did in contrast not yield
satisfactory results. The generated intensity images appear to have a significant
reduction in noise compared to the original intensity images and could there-
fore potentially be used to train an improved intensity super resolution network,
though this will require further research.

103



104 Chapter 5. Conclusion

As part of the thesis, a multi-modal handheld sensor rig has been built, tested
and used for data collection. This sensor rig will hopefully be a useful contribution
to future research in robotic perception.

5.1 Future Work

Some recommendations for future work are the following:

• Incorporating the proposed visual place recognition algorithm into a full-
scale SLAM pipeline.

• Test if the trained range super resolution network can be used for dense
mapping applications and/or for improved object detection.

• Generate a full intensity training set using the proposed image generation
pipeline, to see if it can be used to improve the intensity super resolution
network.

• Testing other super resolution architectures that can potentially work better
on lidar images.

• Training on raw intensity images instead of post-processed intensity images.
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Appendix A

Additional Material

A.1 Lidar Super Resolution Architecture

The full lidar super resolution network architecture by Shan et. al from [79] is
shown in Table A.3, where the "Convolutional block" and "Up-Block" used in the
network are given in Table A.1 and Table A.2 respectively.

Layer Type Parameters
1 Convolutional layer X filters, 3x3 kernel size, "same"-padding
2 Batch Normalization
3 ReLu
4 Convolutional layer X filters, 3x3 kernel size, "same"-padding
5 Batch Normalization
6 ReLu

Table A.1: Overview of the "convolution block" used in the lidar super resolution
network by Shan et al. [79], where X is an input parameter.

Layer Type Parameters
1 Transpose Convolutional layer X filters, "same"-padding, (Y,Z) stride
2 Batch Normalization
3 ReLu

Table A.2: Overview of the "Up-Block" used in the lidar super resolution network
by Shan et al. [79], where X is an input parameters.
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Layer Type Parameters
0∗ Up-Block 64 filters, 2x1 stride.
1 Convolutional Block 64 filters
2 Average Pooling 2x2 stride
3 Dropout 25% dropout rate
4 Convolutional Block 128 filters
5 Average Pooling 2x2 stride
6 Dropout 25% dropout rate
7 Convolutional Block 256 filters
8 Average Pooling 2x2 stride
9 Dropout 25% dropout rate
10 Convolutional Block 512 filters
11 Average Pooling 2x2 stride
12 Dropout 25% dropout rate
13 Convolutional Block 1024 filters
14 Dropout 25%
15 Up-block 512 filters, 2x2 stride
16 Concatenate Layer 10 output and layer 15 output
17 Convolutional Block 512 filters
18 Dropout 25% dropout rate
19 Up-block 256 filters, 2x2 stride
20 Concatenate Layer 7 output and layer 19 output
21 Convolutional Block 256 filters
22 Dropout 25% dropout rate
23 Up-block 128 filters, 2x2 stride
24 Concatenate Layer 4 output and layer 23 output
25 Convolutional Block 128 filters
26 Dropout 25% dropout rate
27 Up-block 64 filters, 2x2 stride
28 Concatenate Layer 1 output and layer 27 output
29 Convolutional Block 64 filters
30 Convolutional Layer 1 filter, 1x1 kernel size, ReLU activation function

Table A.3: Overview of the lidar super resolution network architecture by Shan
et al. [79]. The definition of the convolutional block and the up-block are given in
Tables A.1 and A.2 respectively. *Note that the upsampling in layer 0 is repeated
N times based on the desired upscaling factor as in Equation (3.1).
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