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Sammendrag

Frafall og strykprosent har vært et problem i introduksjonsfag for programmering. Studier antyder at
noen faktorer som bidrar til frafall er mangel på motivasjon og sosialt nettverk. Studier hevder også at
programmering er vanskelig å lære. Dessuten er ensomhet et utbredt problem blant studenter i høyere
utdanning, noe som kan ha implikasjoner for akademisk studie og studentenes velvære. Studier har
antydet at samarbeidslæring kan være nyttig for å øke prestasjoner og sosiale relasjoner. Studier har
også antydet at spillifisering kan fremme motivasjon og læring. Videre så har en kodefullføringsoppgave
kalt Parsons problems blitt anbefalt ettersom den er hevdet til å være mer tidsbesparende og like effektiv
som tradisjonelle programmeringsoppgaver. Parsons problems har hovedsakelig vært en individuell
aktivitet så langt. Forskningsmålet, for dette studiet, er å undersøke om samarbeids Parsons problems
kan kombinere de pedagogiske fordelene av Parsons problems med de sosiale fordelene av samarbeid;
for å gi studenter en effektiv, morsom og sosial måte å lære programmering.

Vi undersøkte eksisterende Parsons problems programvareløsninger, men fant ingen samarbeidsløs-
ninger. Dermed bestemte vi oss for å utvikle et digitalt samarbeids Parsons problems spill. Utviklingen
fulgte en iterativ prosess hvor vi gjennomførte brukertester for å samle tilbakemeldinger på prototypen
vår og dens mulige fordeler. Våre resultater antyder at studentene oppfattet samarbeids Parsons prob-
lems som en lærerik, morsom og sosial aktivitet. Implikasjonene av denne studien er begrenset, etter-
som den ikke tester faktisk læringsutbytte. Fremtidig arbeid bør gjøres for å teste læringsutbyttet av et
samarbeids Parsons problems spill, for studenter som er nybegynnere i programmering; ved å bruke vår
prototype eller lignende løsninger.
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Abstract

Dropout and failure rates have been an issue for introductory programming courses. Studies on course
dropout rates suggest that some of the factors that contribute to dropout are lack of motivation and
social networks. Studies also claim that programming is a difficult subject to learn. Additionally, loneli-
ness is a prevalent issue among students in higher education, which can have implications for academic
study and students’ overall well-being. Cooperative learning has been shown to increase achievement,
as well as social relatedness. Additionally, studies suggest that gamification can promote motivation and
learning. Furthermore, a code completion exercise called Parsons problems has been recommended as
it is claimed to be more efficient and just as effective as traditional programming exercises. However,
Parsons problems have mostly been an individual activity thus far. The research objective for this study
is to investigate whether cooperative Parsons problems could combine the pedagogical advantages of
Parsons problems with the social benefits of cooperation; to provide students with an effective, fun, and
social activity to learn programming.

We reviewed existing Parsons problems software solutions. However, we could not find any cooperative
solutions. Therefore, we decided to develop a digital cooperative Parsons problems game. The develop-
ment followed an iterative process where we performed user tests to gather feedback on our prototype
and how students perceived its possible benefits. Our results suggest that the students perceived co-
operative Parsons problems as an educational, fun, and social activity. A limitation of this study is that
we did not test the actual learning outcome. Further work should be done to test the learning outcome
of a cooperative Parsons problems game for novice programming students; by using our prototype or
similar solutions.
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Terms

• Fun: the feeling of being amused or entertained [1]

• Learning: the alteration of behavior as a result of individual experience [2].

• Parsons problem: a programming exercise where students rearrange a set of code blocks into a
problem solution[3, 4].

• Program: the piece of code the teams are trying to assemble during a game of TPP.

• RQ: acronym for research question.

• Socialization: the process whereby an individual learns to adjust to a group [5].

• TA: acronym for thematic analysis.

• TPP: acronym for Team-based Parsons Problems; the game that is developed in this project. TPP
is also referred to as our cooperative Parsons problems solution.

• Task-creation tool: a separate piece of software that we developed to create tasks and task-sets to
be utilized in TPP.

• Team: a group that plays TPP with a shared goal of solving a set of programming exercises.

• The project: the work that went into the development of TPP and this thesis.
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1 Introduction

Dropout has been an issue for introductory programming courses [6, 8, 7]. For example, the Helsinki
University of Technology reported dropout rates of 30-50% for their introductory programming course
[6]. Studies on course dropout rates suggest that some of the factors that contribute to dropout include
lack of motivation, lack of social network, lack of time, lagging behind, and ineffective study techniques
[6, 7]. Dropout can also be measured at a study program level. Heunlein estimates that 30% of under-
graduate programming students terminate their studies; at German higher education [9]. However, dro-
pout is not the only measurement of struggling students in introductory programming courses. Watson
and Lie claimed that the worldwide failure rates for programming courses were 30% [10]. Bennedsen
and E. Caspersen claim that failure rates are “not alarmingly high” in introductory programming and
warn that a rumor of high failure rates can lead to a declining number of computer science students
[11]. However, passing grades in introductory programming courses might not be satisfactory since
grades in introductory programming courses often predict grades in later programming courses [12].
The following chapter shall go deeper into the background of these issues and lay out the motivation for
our project.

1.1 Background and motivation

This thesis can be seen as a continuation of our student report from December 2021 [13]. There is no
need to read the student report beforehand; since we included relevant content from our student report
in this thesis.

Struggling programming students and Parsons problems

Studies claim that programming is a difficult subject to learn [14, 15, 16, 17] . While there are many con-
tributing factors, some studies have reported syntax and logic to be difficult programming concepts [16,
14, 18]. Morin and Kecskemety theorize that struggling students in introductory programming courses
are linked to traditional programming courses having the students learn syntax and logic simultaneously
[18]. Morin and Kecskemety suggest that one way to separate syntax and logic is through the use of Par-
sons problems. A Parsons problem is a code completion programming exercise where students rearrange
a set of code blocks into a problem solution [3, 4]. We review Parsons problems in more detail in chapter
2.2. Studies have indicated positive effects of Parsons problems, suggesting that it is not just a more
efficient way of practicing programming; but also just as effective as traditional programming exercises,
such as code writing [19, 20, 21, 22].

Morin and Kecskemety explain how they implemented cooperative Parsons problems into their first-
year programming course. The students would move physical strips of paper with lines of code to solve
the Parson problem tasks. However, due to Covid-19, the university had to move its course to a virtual
environment. To address this, they chose to implement a website where students could solve Parsons
problems together. Students would cooperate through telecommunication applications such as Zoom
to solve these tasks as a team [23]. One student would interact with the website at a time. Morin and
Kecskemety reports that the students’ experiences with cooperative Parsons problems skewed positively
[18]. In addition, they claim “[in regards to feedback]... if we could reduce cognitive overload, students
and faculty would be receptive to continued use of these activities in the classroom” [18, p. 9].

Cooperative learning and gamification

Laal et. al and Slavin claim that cooperative learning can result in increased achievement and improved
social relationships [24, 25]. Susan A. Yoon et al. claims that transactivity, the depth of social interac-
tion between participants in cooperative activities, is empirically tied to improved learning outcomes
[26, p. 355]. In addition, studies suggest that gamification can promote learning and motivation [29, 28,
27]. A paper by Morschheuser et al. points to studies that “indicate that cooperative structures can pro-
mote greater efforts than individualistic or competitive approaches” [30, p. 2]. Morschheuser et al. also
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claim that group work scenarios with positive goal interdependence can promote the creation of pos-
itive relationships and support psychological health. However, “gamification approaches that engage
individuals to cooperate and, therefore, to strive toward a shared goal or purpose have been of minor
focus in gamification and game-design thus far” [30, p. 1].

Loneliness and socialization

Loneliness appears to be a prevalent issue among students in higher education. Several universities
have reported that a significant number of their students are feeling lonely, ranging between 27 and 65%
[31, 32, 33, 34]. Additionally, a Norwegian survey from 2021 found that students are feeling increasingly
lonely, with over 54% of participants answering yes to at least one of three questions regarding loneliness
and isolation [35]. Universities UK claims that mental health and well-being can have implications for
academic study and the student’s overall university experience [36]. Kaufmann and Vallade also claim
that loneliness can negatively impact a student’s learning experience [37]. Studies also point to loneli-
ness being a prevalent issue in online education [38, 37, 39]. In fact, Ali and Smith report that online
programming students experience higher levels of isolation compared to students enrolled in campus
courses [38]. Ali and Smith also claim that the feeling of isolation can influence a student’s decision to
withdraw from enrolled courses.

Additionally, the university is a transitional period for many young adults as they move away from fam-
ily and established connections [36, 33, 40]. Many will have to adjust to new environments and people,
and make substantial efforts to create personal connections, which can be difficult for some. Vasileiou
et al. state that this transition is often characterized by an increased risk of loneliness, which can neg-
atively impact mental health [40]. McIntyre et al. found loneliness to be the strongest overall predictor
of mental distress [41]. The study concludes that establishing strong social connections is an important
factor for mediating mental distress. Another study by Özdemir and Tuncay found that 46.9% of the
participants reported that social interaction is an essential need during university education [33].

Vasileiou et al. suggest that universities should develop appropriate structures that can mitigate and
intervene with these psychological issues among students [40]. Morschheuser et al. describe how co-
operative video games can satisfy the need for social relatedness. To quote: “Especially, socializing with
other players, the desire to form meaningful relationships with others, as well as satisfaction from being
part of a group effort have been identified as important motivational gratifications of players in online
games with cooperative features” [30, p. 4].

The need for a digital game

Paper-based cooperative Parsons problems require the students to be physically present. However, the
recent Covid-19 pandemic has shown that physical attendance can be challenging. Even without Covid-
19, a digital implementation will have advantages such as scalability, data gathering, and availability for
online students. Regarding scalability, it could be easier to create many different tasks quickly by not
having to print and cut paper for various tasks. Data gathered from the game, such as how students play
and solve problems, can be used for learning analytics. Learning analytics can provide instructors with
insight into what students tend to struggle with. Kanika et al. recommend developing specialized tools
for teaching programming as it can motivate students [42].

1.2 Problem statement

With the motivation for this project laid out, we started to review existing Parsons problems software
solutions. However, we could not find any cooperative solutions. Therefore, we decided to develop a
multi-player cooperative Parsons problems game; with the intent to:

1. Increase learning outcome by reducing cognitive load and making use of cooperative learning.

2. Increase the use of social school activities.
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In our solution, the players shall be able to solve Parsons problems cooperatively. The code blocks shall
be distributed among the players to encourage communication. The players shall be able to interact
with code blocks in various ways, including drag-and-drop and double-clicking. The game shall also
provide feedback on task submission. We hope to combine the pedagogical advantages of Parsons prob-
lems with the social benefits of cooperation to provide students with an effective, fun, and social activity
to learn to program. This game will, throughout this thesis, be referred to as TPP; Team-based Parsons
Problems.

1.3 Research questions

• RQ1: Can cooperative Parsons problems be a fun and social activity for novice programming stu-
dents?

• RQ2: What are the players’ perceptions of the potential learning outcome from solving cooperative
Parsons problems?

• RQ3: How does a team work together to solve cooperative Parsons problems in a digital space?

• RQ4: How could a cooperative multi-player Parsons problems game be designed?

We formulated these four research questions (RQ) to further explore the effects of Parsons problems
used in a cooperative context. To answer RQ1 and RQ2, we will look at the possible benefits of using co-
operative Parsons problems as a fun, social, and educational learning activity. We will use qualitative re-
search methods to discuss whether cooperative Parsons problems exercises are worth further exploring.
Additionally, to answer RQ3, we will perform multiple user tests to observe how a team works together
to solve cooperative Parsons problems. To perform these user tests, we will need a minimum viable
product; with the necessary functionality for solving tasks cooperatively. Lastly, RQ4 will be answered
by discussing and reflecting on TPP’s design- and implementation choices; based on feedback from the
user testers and our observations.

1.4 Project goals

The project goals are categorized as effect goals and result goals. The result goals are the artifacts the
project shall produce, whereas effect goals are the benefits these artifacts shall bring to the target group.

1.4.1 Result goals

• A game where students can solve cooperative Parsons problems; the game will be referred to as
Team-based Parsons problems (TPP).

• A tool for creating cooperative Parsons problem exercises; referred to as the task-creation tool.

First and foremost, we want to develop a game for solving Parsons problems cooperatively. We also
decided to develop a tool to simplify the creation of Parsons problem exercises.

1.4.2 Effect goals

• Make programming more fun and engaging for novice programming students.

• Increase learning outcomes for novice programming students.

• Help students socialize through school activities.

TPP shall help students to learn programming through code completion exercises. Furthermore, TPP
shall facilitate a cooperative learning environment in order to make programming more fun and enga-
ging. Additionally, TPP shall provide an activity for students to socialize through cooperative work.
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1.5 Project scope

In this project, we shall focus mainly on the game; TPP. We shall use qualitative testing methods to test
whether the game is perceived as a social and fun learning activity. However, measuring the social be-
nefits of this game goes beyond the scope of this project. We shall also focus solely on the programming
language Python; for in-game programming exercises. We chose Python as it is widely taught at our
university, especially in novice programming courses within the natural sciences.

Although we intend that TPP should increase learning outcomes, we shall not test this. Testing this
would require a thorough study comparing different learning methods, involving a great number of par-
ticipants to show statistical significance. Time prevents us from performing such a task. Data gathering
for learning analytics was also a motivation for TPP. However, we did not have the time to implement
such features.

We use Encyclopedia Britannica to define learning, fun, and socialization. Learning is defined to be the
’the alteration of behavior as a result of individual experience’ [2]. Socialization is defined to be ’the
process whereby an individual learns to adjust to a group’ [5]. Finally, fun is defined to be ’the feeling of
being amused or entertained’ [1].

1.6 Target group

The main target group for TPP is novice programming students; in higher education. However, TPP
could just as well be used in other levels of education. Additionally, we want all novice programming
students to benefit from TPP, even though some of our motivation comes from struggling students.

1.7 Reader guide

This thesis is structured as follows: literature review, methodology, results, discussion, and conclusion.
Our literature review in chapter 2 presents the concepts, theory, and research articles relevant to our
research questions and project goals. Chapter 3 describes our methodology; as we worked on the vari-
ous TPP iterations. Each subchapter in chapter 3 represents a software development iteration, which
consists of requirement specification, design, development, and user testing. In chapter 4 we present
our results relating to our four research questions; based on feedback and observations from our user
tests. We discuss our findings and evaluate our project in chapter 5. Chapter 5 also includes our re-
commendations for further work. Lastly, we summarize the thesis and make our conclusions in chapter
6.
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2 Literature review

This chapter presents the concepts, theory, and research articles relevant to our research questions and
project goals. First, we will look at different programming exercises, including Parsons problems. Learn-
ing more about the uses and variants of Parsons problems will help us identify necessary in-game func-
tionality. We will also review some existing Parsons problems software solutions. Next, we will look at
learning and gamification concepts to help us understand how to design TPP; to be an engaging and
cooperative experience that can promote learning. We will also look at the design thinking and design
science approaches; to help us make informed decisions on how to approach the development and
definition of TPP itself. We will also present the design principles of Universal Design, which will act as
guidelines for how to make TPP as accessible and usable as possible. Next, we will look at the peer-to-
peer network architecture, the selected method of communication for our game. To help us perform our
analysis, we will look at System Usability Scale and thematic analysis. Finally, we will look at game- and
software design to guide our design process.

2.1 Different types of programming exercises

In the following two paragraphs, we present two papers that attempt to classify different types
of programming exercises. This classification is included to put Parsons problems into con-
text, which is the relevant programming exercise for this thesis.

Kanika et al. performed a literature study on papers discussing different types of programming exer-
cises [42]. The survey resulted in five classifications for different types of programming exercises: visual
programming, game-based, collaborative programming, robot programming, and assessment systems.
Visual programming is an exercise where students interact with code using a visual programming lan-
guage. The students will drag and drop necessary programming constructs on a canvas representing a
flowchart-like diagram. Kanika et al. claim that visual programming can be used effectively as an intro-
duction for schoolchildren and teachers who lack previous programming experience. However, devel-
oping an IDE to facilitate these exercises requires substantial time and effort. Game-based exercises have
the students learn programming by writing programs to play visual games in suitably designed environ-
ments. Kanika et al. refer to a study, by Leutenegger and Edgington, where programming was taught
by making students write Java code to display and manipulate objects [43]. Game-based exercises can
be personalized according to the requirements of individual learners, but as with visual programming
exercises, having to develop an IDE is a disadvantage. Pair and collaborative programming exercises
have students write programs in pairs or small groups. Collaborative programming allows students to
get feedback from each other and discuss difficult concepts. However, finding the right group compos-
ition can be a challenge. Robot programming has students write programs to control robots and make
them perform simple tasks in the real world. These exercises are more hands-on and less abstract than
other exercise types. Robot programming has been proved to be quite effective in motivating students
to learn to program, but the availability of robots can be a limitation. Lastly, assessment systems are
programs written by students that are checked and graded automatically. Automatic grading allows stu-
dents to get more feedback when writing a large volume of programs; that otherwise would have to be
checked by teaching assistants or other peers. Automatic grading increases the scalability of the course,
but certain aspects of programming can be difficult to assess automatically. Conclusively, Kanika et al.
claim that developing specialized tools for teaching computer programming can motivate students and
should be utilized more in programming courses [42].

Chirumamilla and Sindre categorize programming exercises into three categories: code tracing, code
writing, and code completion [44]. In code tracing exercises, the code is given, and it is the student’s task
to explain what the code does. Code tracing could vary from exercises that require a brief explanation
to exercises that require a detailed line for line explanation. In code writing exercises, it is explained
what the program is supposed to do, and it is the students’ task to write the code. In code completion
exercises, it is explained what the program is supposed to do, and some code is provided, but the code
is not complete. The student’s task is to fill in, select the missing parts or rearrange the code lines in the
correct order. Code completion exercises could also include exercises where all the code is given in a
shuffled order, and it is the student’s task to rearrange the code to a correct solution. These rearranging
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exercises are often referred to as Parsons problems [44].

2.2 Parsons problems

Parsons problems are the code exercises students will solve with TPP. By reviewing Parsons
problems, their uses, and variants, we will gain a better understanding of how users will in-
teract with TPP and thus help us define our requirement specification.

A Parsons problem is a programming exercise where students rearrange a set of code blocks into a prob-
lem solution [3, 4]. Studies suggest that solving Parsons problems can lead to the same learning out-
come as writing equivalent code. In addition, solving Parsons problems is measured to take less time
than writing equivalent code [19, 20]. This could lead to a faster feedback cycle for the students.

2.2.1 Distractors

Distractors are code blocks that are not useful for solving the Parsons problem. Distractors can be syn-
tactically or semantically incorrect. For example, a distractor could have a missing semicolon or have
the wrong boundary condition. Distractor blocks can be randomly mixed with the correct blocks or
paired such that for each correct block, there is a distractor [20].

2.2.2 Pre-scaffolded and student-scaffolded

In pre-scaffolded problems, students only need to focus on the code block order. On the other hand,
student-scaffolded problems require the student to consider code formatting. For example, a student-
scaffolded problem could require braces in Java or indentation in Python. Research indicates that
student-scaffolded problems are more challenging [46, 4, 45].

2.2.3 Line-based and execution-based feedback

The original creators of Parsons problems had a line-based feedback system where code blocks in the
wrong absolute positions were highlighted [3]. However, later designs also marked incorrectly inden-
ted lines and only showed the first code block in the wrong absolute position. Developers have also
implemented feedback systems for partial solutions by finding the longest common sequence between
student and model solutions. However, the feedback system for a partial solution is not yet tested on
students, according to the study [45].

Some critics of the line-based system claim that it encourages trial-and-error behavior. Line-based sys-
tems also assume that a problem has a single unique solution, which limits the amount of Parsons prob-
lems that can be made [47]. Another feedback system that has been tried with Parsons problems is
execution-based feedback. A study suggests that the students had fewer states where the code would fail
to execute with execution-based feedback. In addition, feedback was requested less frequently when
using execution-based feedback [48, 4].

2.2.4 Part-complete problems

Part-complete Parsons problems provide either completed code lines or partially completed code lines
that need to be completed by the student. A study suggests that part-complete Parsons problems can be
used to reduce cognitive load even further compared to fully-complete Parsons problems, see chapter
2.4.1 [49, 4].
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2.3 Existing Parsons problems software solutions

We did some research on existing Parsons problems software solutions. While we did not find
any existing solutions that allowed for cooperation, we found some solutions that allowed for
creating and solving Parsons problems. In this chapter, we review these and summarize the
ones that seemed the most relevant to our project.

2.3.1 Js-parsons

Js-parsons is a JavaScript library that appears in multiple Parsons problems applications [50]. Js-parsons
includes various features relating to solving Parsons problems. Figure 1 shows an example of a Parsons
problem from their website. This figure shows two fields that can contain code blocks. A user can move
code blocks between these two fields; using drag-and-drop. The left side represents the handout code,
and the right side represents the user’s answer. The answer field considers indentation. Visual feedback
on where a block can be placed is provided by freezing the code block at each indent. The user can check
their answer by pressing the ’Feedback’ button. Js-parsons provides various feedback options, includ-
ing line-based and execution-based feedback, see chapter 2.2.3. Each code block will be highlighted
in green or red based on whether a placement is correct or incorrect. Figure 2 shows feedback for an
incorrect position and incorrect indentation.

Figure 1: A Js-parsons example task.

(a) Feedback in Js-parsons for indicating incorrect
position.

(b) Feedback in Js-parsons for indicating incorrect
indentation.

Figure 2: Feedback in Js-parsons.

2.3.2 Parsons Problem Webapp

Parsons Problem Webapp is an open-source application that allows users to write code into an editor.
The user can then use this code to generate a Parsons problem [51]. Figure 3 shows the editor where the
user has written a program that the Parsons problem will be generated from. This editor includes basic
syntax highlighting and will mark where each indent begins. After providing a title, the user can click
’Create Puzzle’ to generate a Parsons problem. This will open a new page where the user can solve the
task, see figure 4. Each line of code from the editor becomes a code block; in a shuffled order. The page
for solving the Parsons problem utilizes the Js-parsons library, which we covered in detail in chapter
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2.3.1. As the creators of Parsons Problem Webapp mentioned, the URL for the generated Parsons prob-
lem can be used as-is, or it can be embedded into an IFrame as part of a course, for example, in a Jupyter
Notebook code cell [52].

Figure 3: Parsons Problems Webapp editor for writing Parsons problems.

Figure 4: A generated task with Parsons Problems Webapp.

2.4 Learning and cooperation

In this chapter, we present relevant theories on the topics of learning and cooperation. We will
utilize these theories to design TPP in such a way that it can promote learning and socializa-
tion. Additionally, we will review cooperative gamification, which will act as an inspiration
for how to make TPP effective and enjoyable as a user experience.
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2.4.1 Cognitive load

Cognitive load refers to the mental resources that are required by a particular task [53]. Information can
only be stored once the working memory has processed the information. Morin and Kecskemety claim
that a heavy cognitive load can negatively impact one’s ability to solve a task. Morin and Kecskemety
suggest that one way to reduce cognitive load is by using Parsons problems, as it separates syntax and
logic [18].

2.4.2 Transactivity

Transactivity can be used to measure the depth of social interaction between participants in cooperative
activities. Transactivity occurs when a learner engages with and builds on a peer’s learning contribution
or reasoning [26, p. 355]. A paper published by the International Journal of Computer-Supported Collab-
orative Learning claims that higher occurrences of transactivity have been empirically tied to improved
learning outcomes [26, p. 352]. In a transactive discussion, the learner can be encouraged to support
their claims with evidence and explain their reasoning. Transactivity can further be divided into two
categories: dialogic transactivity and dialectic transactivity. Dialogic transactivity is based on building
on the ideas of others; from the point of agreement or elaboration. Dialectic transactivity is based on
building new ideas through conflict and resolution.

2.4.3 Cooperative gamification

Gamification is the process of adding game elements to non-game activities. The purpose of adding
game elements is to give similar experiences as games commonly do. Studies suggest that gamification
can promote motivation and learning [29, 28, 27]. When gamification is added to a cooperative activity,
it is called cooperative gamification. This could, for example, be in a learning system, online community,
or business intranet. The goal of cooperative gamification is to encourage participants to share and in-
teract with each other to solve a shared goal [54, 55, 30]. A study from 2017 compares two information
systems used within an engineering company. Only one of the information systems utilized gamifica-
tion features. Employees that tried the version with gamification expressed that they were more likely to
use the system. According to a questionnaire, the same employees also showed more enjoyment using
this system [30]. Another study from NTNU claims that cooperative gamification can support idea gen-
eration, critical analysis, articulate thinking, and collaboration strategies. The study used a collaborative
card game that was developed for idea generation in the field of internet of things [56].

2.5 Design thinking

Design thinking seemed suitable for incorporating continuous feedback from the target group
throughout development. By utilizing design thinking, we wanted to create a positive user
experience with our game.

Design thinking is a human-centered approach to developing software [57]. In design thinking, the
designers seek to understand the user’s challenges, assumptions, and level of understanding. The iter-
ative process is utilized to acquire knowledge about the users. The Hasso-Plattner model separates the
process into five stages: empathize, define, ideate, prototype, and test. The five stages are not always
sequential, which makes design thinking an iterative and non-linear process [58].

• Empathize: Try to identify as the user.

• Define: What are the user needs and problems?

• Ideate: Generate innovative solutions.

• Prototype: Create an early version of the application.

• Test: What did/did not work with the prototype?

9



2.6 Design science

We used design science to validate TPP. Design science was relevant as we attempted to an-
swer the research questions formulated in chapter 1.3. Design science also seemed to be an
approach that would work well in joint with design thinking.

Design science is a research approach where the goal is to construct a new reality [59]. This distinguishes
design science from research that tries to explain an existing reality. Constructing a new reality can be
interpreted as solving problems. Design science serves two purposes. Firstly, to utilize knowledge to
solve problems. Secondly, to generate new knowledge. Design science consists of three phases. Phase 1
is exploration, induction, and deduction of the problem, the context, the activities, and the hypothesis.
Phase 2 is the design and testing of the solutions. Phase 3 consists of verifying the hypothesis, validating
the research, and generalizing toward other applications. Design science includes six activities:

1. Identification: Defining the research problem and justifying the solution.

2. Definition: Goals and requirements for the solution.

3. Design and development of artifacts.

4. Demonstration: Use the artifact to solve the problem.

5. Evaluation: Compare the goals and requirements to the observed results.

6. Communication: Share the research with other researchers and practicing professionals.

Most design science research focuses on people. Therefore it is essential to use methods from the realm
of user design, such as design thinking [59], see chapter 2.5.

2.7 Universal Design

When designing TPP, we looked at Universal Design as a set of principles to ensure we were
making good design choices; in order to make TPP as accessible, intuitive, and easy to use as
possible.

Universal Design (UD) is a set of principles that attempts to make the design and composition of a phys-
ical or digital environment accessible and understandable for as many people as possible. At its core,
UD is about making design choices that meet the need of anyone who wishes to use it; by considering
the diverse needs and abilities of all. To quote the Centre for Excellence in Universal Design: “Simply
put, universal design is good design” [60]. UD has seven principles, developed by a working group of
architects, product designers, engineers, and environmental design researchers at North Carolina State
University in 1997. These principles act as a guide during the design process. The following list shows
the seven principles. Their website also includes more detailed guidelines for each principle [60].

1. Equitable Use: the design is useful and marketable to people with diverse abilities.

2. Flexibility in Use: the design accommodates a wide range of individual preferences and abilities.

3. Simple and Intuitive Use: the design is easy to understand, regardless of the user’s background.

4. Perceptible Information: the design communicates necessary information effectively to the user,
regardless of ambient conditions or the user’s sensory abilities.

5. Tolerance for Error: the design minimizes hazards and the adverse consequences of accidental
or unintended actions.

6. Low Physical Effort: the design can be used efficiently and comfortably and with a minimum of
fatigue.

7. Size and Space for Approach and Use: the user is provided with appropriate size and space, re-
gardless of the user’s physical attributes.
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2.8 Peer-to-peer

We had to look into suitable network architectures for TPP’s communication; that could fa-
cilitate a multi-user cooperative game. Peer-to-peer became a primary candidate for its low
delay and maintenance.

Peer-to-peer (P2P) is referred to as a network architecture for communication and resource sharing
between computers [61]. In a P2P network, each peer can freely share files and communicate directly
without the need for a separate server, see figure 5. This can make direct messaging between peers faster
compared to a more traditional client-server architecture, as payloads will not have to pass through an
intermediate server. In addition, P2P has the clients take on the roles of both supplier and consumer.
The primary goal of P2P networks is to share resources and help computers and devices work cooperat-
ively, provide specific services, or execute specific tasks [62].

Figure 5: Client-server architecture (left) and peer-to-peer architecture (right).

2.8.1 Technology

A popular framework for facilitating P2P is WebRTC (Web Real-Time Communication) by Google De-
velopers [63]. WebRTC is a free, open-source framework for the web that enables real-time communic-
ation between browsers. This framework consists of standards, protocols, and JavaScript APIs. Most
popular browsers are compatible with WebRTC, which eliminates the need for any intermediate web
servers once the connection is established [64]. However, some services must act as a matchmaker to
manage the connection between the peers. A signaling server usually handles this. The signaling server
does not handle the traffic, but it helps establish, reset and close connections [65].

A signaling server is also required for network address translation (NAT) traversal and Interactive Con-
nectivity Establishment candidate exchange. NAT traversal is a networking technique to establish and
maintain connections across gateways that implement NAT. This means that if a peer is behind a NAT,
the other peers will not be able to communicate with it. One solution for NAT traversal is Session Tra-
versal Utilities for NAT (STUN) [66]. As clients do not know their public IP address, they will have to send
a request to a STUN server to return their public address. This address can then be shared with its peers
to establish the connection [67].

2.8.2 Peer-to-peer in online games

Another use case for P2P communication is in online video games. Again, the benefit is that it eliminates
the need for a separate server that bridges the communication between each peer. Some examples of
games utilizing P2P are Dark Souls, Super Smash Bros Ultimate and Grand Theft Auto Online [68]. P2P
has some benefits like reducing delay, avoiding server issues taking down games, and reducing the cost
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of running and maintaining a central server. However, some drawbacks are cheating through manipula-
tion of data and the requirement that all peers need a good internet connection for the game to function
properly.

Another potential issue of P2P games is that there is no authorization of the game state; since each peer
has it stored locally. A local game state can introduce some de-synchronization issues since there is
no centralized, authoritative server that handles game state updates. Furthermore, if a peer receives a
game state update before it has sent local changes, there is a risk that some actions can be overwritten.
A solution to this is to declare one peer as the ’host’, which will take the role of a dedicated server for the
session. Depending on how the game is implemented, this could mean that each peer sends requests to
the host to change the game state, in which the host forwards the updated game state to all peers [68].

2.9 System Usability Scale

For assessing the usability of TPP, we looked for a tried and tested method. After doing some
research, we were made aware of the System Usability Scale, a reliable and valid tool for meas-
uring the usability of a system or service.

System Usability Scale (SUS) is a tool created by John Brooke in 1986 for measuring the usability of
various products and services, including hardware, software, websites, and applications [69]. SUS is in-
dustry standard and is referenced in over 1300 articles and publications. Some of the benefits of SUS are
that it is easy to scale, can be used on a small sample size with reliable results, and is valid in differen-
tiating usable and unusable systems. When using SUS, participants are asked to score ten statements
with one of five responses that range from ’Strongly agree’ to ’Strongly disagree.’ These scores are then
condensed into a single score ranging from 0 to 100. The score rates the system’s performance in effect-
iveness, efficiency, and overall ease of use. Table 1 lays out a general guideline on the interpretation of
the SUS score according to UIUXTrend [69]. A score above 68 is considered acceptable. The following
template shows the ten questions the participants are asked to answer:

1. I think that I would like to use this [product] frequently.

2. I found the [product] unnecessarily complex.

3. I thought the [product] was easy to use.

4. I think that I would need the support of a technical person to be able to use this [product].

5. I found the various functions in this [product] were well integrated.

6. I thought there was too much inconsistency in this [product].

7. I would imagine that most people would learn to use this [product] quickly.

8. I found the [product] very cumbersome to use.

9. I felt very confident using the [product].

10. I needed to learn a lot of things before I could get going with this [product].

Each question weighs 10 points. Every odd-numbered question yields a positive score, and every even-
numbered question yields a negative score. Looking at the odd-numbered questions, if a user strongly
agrees with one statement, the maximum point is 10. By subtracting 1 from each odd-numbered ques-
tion, the minimum point is 0. By multiplying this point by 2.5, the maximum score of 10 is ensured
for each question. For example, if a user strongly agrees with question 1, the calculation would be as
follows: (5 - 1) x 2.5 = 10. This calculation works the same for the even-numbered questions, but here
’strongly agree’ yields a minimum point of 0. Therefore, we subtract the points of each question from 5
to ensure the minimum is 0. Figure 6 shows how the SUS score is calculated.
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X = Sum of the points for all odd-numbered questions – 5

Y = 25 – Sum of the points for all even-numbered questions

SUS Score = (X +Y )x2.5

Figure 6: Formula for calculating the System Usability Scale score.

SUS Score Grade Adjective Rating
>80.3 A Excellent
68 - 80.3 B Good
68 C Okay
51 - 68 D Poor
<51 F Awful

Table 1: Grades and adjective ratings of System Usability Scale scores.

2.10 Thematic analysis

To answer our research questions, we looked at methods for analyzing the qualitative data
from our user test surveys. After doing some research, we found thematic analysis to be cited
as an accessible form of analysis for qualitative research, particularly for those who are unfa-
miliar with qualitative analysis methods [70, p.81].

Qualitative research often aims to generate knowledge from subjective information such as experiences,
views and opinions. This information is usually collected from semi-structured interviews and open-
ended surveys. However, qualitative research can generate a vast quantity of data that can be hard to
deduct any meaning from. There are many methods for analyzing qualitative data, and thematic ana-
lysis (TA) is one of them [70]. TA aims to provide a flexible and intuitive approach that can be utilized for
many kinds of research. TA works by recognizing patterns in the data to find overarching themes that
can help identify its meaning. This process is driven by the research questions that help define what
kinds of themes to look for.

TA consists of 6 phases as outlined by Braun and Clarke [70]. However, this guideline is not a rigid set
of rules as researchers are recommended to alter them as they seem fit for their research. They also
recommend not treating these phases as linear but rather as an iterative process where researchers are
recommended to go back as they get a better understanding of the data. Table 2 gives an overview of the
6 phases [70, p. 89]. The first phase is to get familiar with the data. Familiarizing means reading and re-
reading the data to get a good overview while also taking initial notes for later. Next is the coding phase,
where the analyst highlights text sections and comes up with shorthand labels, or ’codes,’ to describe
their content. Each code describes an idea or feeling expressed in that part of the text. Finally, the data
is collated together into groups, identified by their code.

Phase 3 is to generate themes by identifying patterns in the codes created in the previous phase. A theme
will usually be a combination of several codes, but sometimes a code can work as a theme by itself.
The next phase is to review the themes by comparing them to the data. The themes should accurately
represent the data in order to be useful. If there are any issues with the themes, the analyst can split
them up, combine them, discard them, or create new ones. When a final list of themes is constructed,
the analyst can move to phase 5. Here the themes are further defined and named to avoid confusion
or misinterpretation. Lastly, phase 6 is to write the report, including the described themes, and provide
examples that meaningfully contribute to the research questions.

When performing TA, researchers must decide if they want to take an inductive or deductive approach.
An inductive approach means the identified themes are strongly linked to the data. This means that the
researcher will not try to fit the coded data into a pre-existing coding frame, as the identified themes may
bear little relation to the specific questions that were asked. On the contrary, the deductive approach,
also called ’theoretical’ thematic analysis, would tend to be driven by the researcher’s theoretical or ana-
lytic interest in the area. This makes the approach more explicitly analyst-driven [70, p.84]. In addition,
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Phase Description of the process
1 Familiarizing yourself with

the data
Transcribing data (if necessary), reading and re-reading the
data, and noting down initial ideas.

2 Generating initial codes Coding interesting features of the data in a systematic fashion
across the entire data set, collating data relevant to each code.

3 Searching for themes Collating codes into potential themes, gathering all data relev-
ant to each potential theme.

4 Reviewing the themes Checking if the themes work in relation to the coded extracts
(Level 1) and the entire data set (Level 2), generating a them-
atic ‘map’ of the analysis.

5 Defining and naming
themes

Ongoing analysis to refine the specifics of each theme and the
overall story the analysis tells, generating clear definitions and
names for each theme.

6 Producing the report The final opportunity for analysis. Selection of vivid, compel-
ling extract examples, the final analysis of selected extracts, re-
lating the analysis to the research question and literature, pro-
ducing a scholarly report of the analysis.

Table 2: The six phases of thematic analysis.

the deductive approach is the most applicable if the data is coded for a specific research question. In
contrast, the inductive approach allows the research question to evolve over time.

Another decision that must be made for TA is at which ’level’ the themes should be identified at. With a
semantic approach, the data is analyzed explicitly and on a surface level. In contrast, the latent approach
attempts to identify the more profound meaning and subtext of the data. The researcher must then
decide if they are interested in the participant’s stated opinions or what their statements reveal about
their assumptions and social context.

2.11 Game theory and game design

When designing TPP, we reviewed literature on the topics of game design and game theory.
By utilizing game design and game theory, we were able to make more informed decisions
regarding the game aspects of TPP.

2.11.1 The four fun keys

Lazzaro tries to define what makes a game fun in the article ’The four fun keys.’ [71]. She argues that
games are played for fun, distinguishing them from traditional software where usability and productivity
are more important. According to Lazzaro, fun corresponds to certain emotions. These emotions are
categorized into four keys: hard fun, easy fun, serious fun, and people fun. Emotions can be triggered
in games through choices and feedback. Choices and feedback are later referred to as game mechanics.
See figure 7 for the emotions involved in each key.

Hard fun is about providing challenges for the player. If the game is too easy, the player might get bored.
If the game is too hard, the player might give up and quit in frustration. Different players prefer different
levels of challenge. Examples of mechanics in hard fun includes goals, obstacles, puzzles, and score.
These mechanics could lead to frustration, boredom and fiero. Fiero is an Italian word meaning triumph
over adversity.

Easy fun is about giving the player the freedom to explore the game. Good games offer interactions
outside the main challenges to inspire imagination and capture attention. Players often switch from
hard fun to easy fun when a challenge becomes too hard. Examples of mechanics in easy fun include
role play, exploration, experimentation, and fooling around. These mechanics could lead to curiosity,
surprise, wonder, and awe.

Serious fun is where players create value outside of the game itself. This could, for example, be relax-
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(a) Hard Fun PX Spiral. Fiero, meaning triumph over
adversity in Italian, is crucial for hard fun.

(b) Easy Fun PX Spiral. Leave the player in awe and
wonder through exploration.

(c) Serious Fun PX Spiral. Create something of value
outside of the game itself.

(d) People Fun PX Spiral. Players experience amuse-
ment through player interaction, leading to social
bonding.

Figure 7: The Player Experience (PX) spirals for the four fun keys.

ation after a hard day at work, exercising, or learning something new. Serious fun could be described
as gamification the other way; see chapter 2.4.3. Serious fun adds traditional elements to a game, while
gamification adds game elements to traditional software. Games that lack serious fun might feel like a
waste of time. Examples of mechanics in serious fun include practice, completion, meditation, or study.
These mechanics could lead to relaxation, excitement, and self-esteem boosts. Emotions in serious fun
are related to values such as killing time, losing weight, or developing skills.

People fun comes from social interaction. People that play together in the same room express more
feelings compared to people playing the same game in different rooms. Emotions can also be triggered
through the use of non-player characters. Examples of mechanics in people fun could be cooperation,
competition, and communication. These mechanics could lead to amusement, social bonding, envy,
love, gratitude, generosity, and schadenfreude. Schadenfreude is a German word meaning happiness
over others’ suffering.

2.11.2 Buchinger and Hounsell’s 19 design guidelines

Buchinger and Hounsell present a paper that provides a list of guidelines for designing games that in-
volve collaboration, competition, and learning. The first nine guidelines are a result of a literature study.
Buchinger and Hounsell used these guidelines as a baseline for designing a game. The last ten guidelines
are observations from testing that game [72]. Table 3 shows the complete list of guidelines.
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Number Guideline Explanation
1 Intra Players Inter-

action
Decide whether or not there are fixed teams or if the players are free
to decide with whom to co-operate. In fixed teams, it needs to be
decided if the players can choose their own team since friendship can
both improve performance and act as a distraction. If they are free to
decide, it is important to study player behavior.

2 Synchronization Synchronous games provide quicker gameplay and feedback. Turn-
based games give players more time to think about their actions, but
long waiting times lead to boredom.

3 Roles If collaboration is the most important, players should have different
roles. Players should have the same role if the content is the most
important.

4 Resources Could be used for stimulating collaborative and competitive behavi-
ors in the game.

5 Score Could be used to motivate and stimulate competitiveness and dis-
courage player error.

6 Challenge Players that are challenged with the right amount of difficulty leads
to motivation. In terms of competitiveness, balanced teams motivate
players; unbalanced teams do not motivate.

7 Reward Extrinsic motivation, such as ranking and achievement, works. Rank-
ing means showing the best scores in public. Achievements in games
relate to distinctions by completing objectives.

8 Artificial Intelli-
gence

Can contribute to immersion and challenge.

9 Operationalization Consider hardware requirements, the number of players that need to
get together simultaneously, and the possibility for players to invent
new ways of playing.

10 Number of players The number of students in a classroom might not be a multiple of the
number of players needed. Therefore the team size should be flex-
ible. The game should also consider that players might quit during
the game.

11 Amount of playtime Study when players fatigue to find the ideal amount of playtime.
12 Communication Study how players communicate.
13 Completeness A self-contained game that explains itself is more likely to be used.
14 Infrastructure Game designers should know about the available hardware for the

target group.
15 User background Game designers should consider the target group’s knowledge about

digital devices.
16 Domain experts and

supporters
Welcome domain experts and supporters when designing.

17 Follow up Arrange an activity in the classroom to inform students of the correct
answers. Players can have misunderstandings after playing a learning
game.

18 Assessment It is interesting for researchers and educators to study how players
performed. The players could be sorted into different groups, in the
next game, based on assessment.

19 Conflict manage-
ment

Collaborative, competitive, and pedagogical aspects need to be bal-
anced since they can be in conflict with each other. Choose what to
prioritize.

Table 3: Buchinger and Hounsell’s 19 guidelines for designing games.
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2.12 Zhang’s ten design principles

While doing research for TPP’s design, we found a paper from Zhang that proposed a variety of system
design principles and characteristics related to human motivational needs. These principles would help
us make more informed decisions when designing TPP to enhance its use.

Zhang presents ten design principles, see table 4, for creating motivational affordances [73]. Affordances
are a design thinking term, meaning the property of an object that defines its possible uses [74]. For
example, an affordance for a chair could be sitting.

Motivational Sources and Needs Design Principles Some examples

Psychological:
Autonomy and the Self

Principle 1: Support autonomy.
Principle 2: Promote creation and

representation of self-identity.

Desktop skins, ring tones,
online avatars.

Cognitive: Competence
and Achievement

Principle 3: Design for optimal challenge.
Principle 4: Provide timely and positive feedback.

Games and learning systems
with various challenge levels and

immediate performance feedback.

Social & Psychological:
Relatedness

Principle 5: Facilitate human-human interaction.
Principle 6: Represent human social bond.

Group chat, visualizations of
email exchanges over a period

of time to show both tasks
and social related messages.

Social & Psychological:
Leadership and

Followership

Principle 7: Facilitate one’s desire to
influence others.

Principle 8: Facilitate one’s desire to be
influenced by others.

Blogs, virtual communities
where leaders emerge

Emotional: Affect and
Emotion

Principle 9: Induce intended emotions via
initial exposure to technology.

Principle 10: Induce intended emotions via
intensive interaction with technology

Slick/attractive look of cellphones,
engaging games, technology that induce

optimal flow experience.

Table 4: Zhang’s ten design principles for motivational affordances.

17





3 Methodology

This chapter will describe our methodology as we worked on the various TPP iterations. Each iteration
consisted of: requirement specification, design, development, and user testing, see figure 8. These relate
to the phases in design thinking and design science; see chapter 2.5 and 2.6. Each iteration would start
with a requirement specification. In this phase, we considered any feedback from the previous user
test and updated our requirements accordingly. After this, we moved on to the design phase, where we
sketched out and finalized a design that addressed the requirements. Next, we developed the iterated
version of TPP by following the updated design documents. The development followed 2-week Sprint
cycles, starting with a Sprint meeting and ending with a Sprint Review meeting with our supervisor.
After we finished development, we moved to user testing to gather feedback from students in our target
group. Once we completed the user test, the iteration was complete, and the next one started. Figure 9
shows a timeline of the development of TPP.

Figure 8: The four phases of our iterative process.

3.1 First iteration

In the first iteration, we followed the design thinking methodology to empathize, define, ideate, proto-
type, and test. We managed to empathize with the users as we had also been novice programmers at one
point. However, it had been some years since we first started to learn how to code. We would define the
students’ needs and draft a few possible solutions. These hand-drawn drafts were then tested on stu-
dents. We also followed the design science methodology during this iteration. Firstly, we identified the
problem by gaining insight into the field. Secondly, a low-fidelity prototype was designed and evaluated.
Lastly, we formulated a definition through early goals and requirements.

3.1.1 Requirement specification

During the first meeting with our supervisor, we discussed our main project goal: to create a multiplayer
code-puzzle game where students cooperate to solve Parsons problems, see chapter 2.2. We specified a
few requirements, which were used as a baseline for the first designs:

• The game shall be multiplayer.

• The players shall cooperate on solving Parsons problems.

• The code blocks shall be distributed between the players to encourage communication.
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Figure 9: Timeline showing key events, when primary functionality was implemented, and the duration
of the four iterations. It also shows when TPP fulfilled all of its requirements from a certain priority
category (Prototype and MVP), see appendix A.3.

3.1.2 Design

We drafted two designs in this iteration which would later be used in an A/B test. Both designs consisted
of initial sketches and refined versions, which acted as prototypes for user testing. Design A had a simple
and streamlined look; see figure 10. The main feature of this design was the separation of the code
blocks the player possessed (left) and the solutionfield where the blocks should be placed (right). This
design focused on emphasizing these two elements to make it intuitive where the code blocks should
go. Design B had a more game-like look; see figure 11. Initially, we discussed referencing traditional
card- and board games where each player possessed cards with code that could be placed on a table.
Design B implements this idea by placing a solutionfield in the center and surrounding it with player
icons. This design emphasized the game’s multiplayer aspect as each player was represented within the
interface. At this point, we had also decided that we wanted TPP to include at least three out of the four
fun keys, see chapter 2.11.1. Firstly, we wanted TPP to include hard fun through challenging puzzles and
accomplishments. Secondly, learning would represent serious fun. Lastly, we wanted people fun to be
represented through social interaction.
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Figure 10: Design A: a simple and streamlined design.

(a) The solutionfield in the center with surrounding player icons (b) Code blocks

Figure 11: Design B: a board game design.

3.1.3 Development

The development phase consisted of the design process of the low-fidelity prototypes. The prototypes
were sketched and refined on paper. After some discussion, we chose a design based on the feedback
from our user test participants.

3.1.4 User testing

We invited five students to user test the prototypes. These participants consisted of both well-experienced-
and novice programmers. The tests were done digitally due to the Covid-19 situation. The goal of this
user test was to get feedback on each design. This feedback would be crucial as it would dictate the
design for future iterations. First, the participants were presented with prototype A (the simple and
streamlined version) and then prototype B (the game-like version). An interview guide was created for
this user test. The interview guide is presented below:

1. Ask what they initially thought the designs were supposed to convey in terms of functionality and
use.
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2. Explain the prototype in more detail and ask them to solve a simple Parsons problem.

3. Ask a set of questions regarding each design.

4. Ask which design they preferred and why.

The user tests suggested that the participants preferred prototype B. To quote one of the participants:
“version B seems more game-like and fun”. In addition, prototype B showcased the multiplayer as-
pect more clearly. However, prototype A seemed more intuitive, according to the user testers. We also
gathered feedback on other elements of the designs, such as buttons, whether other players’ code blocks
should be visible, and interactions of the code blocks themselves. See appendix B.1 for a summary of
the feedback from this user test.

3.2 Second iteration

In the second iteration, we used the feedback from the first prototype to get a better understanding of
the users’ needs. Based on the feedback, we drafted an iterated version of the prototype using a digital
design tool called Figma [75]. This new prototype would be used as part of the second user test to gather
more feedback on the design.

3.2.1 Requirement specification

We started the second iteration by discussing the feedback from iteration one. This discussion led to
a thorough requirement elicitation phase where we created scenarios, use cases, sequence diagrams,
and a domain model. From these artifacts, we elicited functional and non-functional requirements.
This process covered the ’definition’ activity from design science, see chapter 2.6. We categorized these
requirements into four priority groups, where 1 is the highest priority, and 4 is the lowest priority. Func-
tionality relating to moving code blocks was considered to be of the highest priority. See appendix A for
the final version of the requirement specification. The following list shows the categories we defined to
help prioritize the requirements. Figure 9 shows when TPP entered a new phase; when all requirements
from the previous category were completed.

1. Prototype : Core functionality necessary to interact with blocks.

2. Minimum Viable Product (MVP): Functionality for students to join games and solve tasks to-
gether. MVP is a term used for describing the minimal functionality a product can have and still
be used. [76]

3. Minimum Lovable Product (MLP): Functionality that improves the user experience but are not
crucial for solving tasks. MLP is a term used for describing the minimal functionality a product
can have and still be loved by the users. [76]

4. Nice to have: Functionality that further improves the user experience.

3.2.2 Design

After discussing the feedback from the user tests in iteration one, we agreed to continue with the board
game design of prototype B, see figure 11. We then sketched a new design that improved on aspects of
the initial version. We recreated this design in Figma, an interface design tool, see figure 3.2.2. In this
snapshot, two blocks are moved into the solutionfield by player three. This design is a refined version of
the board game design utilizing colors, grouping of buttons, and centering of relevant interface elements
for problem-solving. See appendix C.3 for additional figures demonstrating other functionality.

21



Figure 12: Design created in Figma in iteration two.

There were a few changes in this design compared to the previous version. First, the solutionfield now
extends to the bottom of the screen to allow longer code sequences. We moved the player icons and their
respective code blocks to the left and right sides. Additionally, we placed some of the buttons in a sidebar
to the right of the solutionfield. The reason for these changes was that we wanted the solutionfield to be
the main focus of the interface. Our goal was to make it unambiguous where the players should focus
their attention and where the code blocks should go. This design decision, among others, attempts to
follow principle three of Universal Design: making the user interface intuitive and straightforward to
use, see chapter 2.7. This design also features a refined topbar. The topbar displays the player name, the
player’s assigned color, the current problem description, the remaining time for the current task, and
the number of points the team has accumulated. The problem description and timer were placed in
the center as we wanted to highlight the elements we deemed important for the players. We moved the
team name and points to the side, which are not as relevant during problem-solving.

Lastly, this design also featured colors. The solutionfield and problem description fields received a light
yellow color to make them stand out against the grey background and blue topbar. We made this design
choice to direct the players’ focus toward the center. Blue was used on the top-and sidebar as we felt
it took on a more calm look. The code blocks also featured a color based on their code category; for
example, red indicating variable declaration. We also decided to grey out the other players’ code blocks
to convey that the player cannot interact with them. A player should only be able to move their own
code blocks into the solutionfield as we wanted to encourage communication between players in order
to avoid one player taking control. The buttons on the sidebar received colors and icons. For example,
the submit button features a paper plane icon to symbolize sending something, which is frequently
featured in mail applications. Having the button be green also signals a sense of "finality" as the players
submit the solution for assessment. On the other hand, the clean button, which clears the board of code
blocks, effectively erasing the task’s progress, received an orange color to signal that pressing the button
has an irreversible effect. Finally, these buttons were moved to opposite ends of the sidebar to prevent
a player from accidentally clearing the board when trying to submit. This acts as a tolerance for error,
relating to Universal Design principle 5; see chapter 2.7.

We also consulted Buchinger and Hounsell’s 19 design principles for this design. The following list shows
the relevant guidelines at this point in the design:

• Synchronization: The game shall be synchronous as we want quicker gameplay and feedback for
the players. We assumed turn-based gameplay would make the game too slow and frustrating.

• Roles: The guideline states that if the content is important, players should have the same role.
Therefore we designed TPP to not assign different roles.
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• Resources: The code blocks will act as resources to stimulate cooperative and competitive beha-
viors. TPP shall distribute blocks to each player to further enhance this effect as every player has
to contribute.

• Score: TPP shall provide the teams with scores based on their performance. According to the
guideline, this can be used to discourage player error.

• Challenge: The tasks need to provide the right amount of challenge to be motivating. This is also
an important point in hard fun; see chapter 2.11.1.

• Number of players: According to the guideline, the team size should be flexible. TPP shall there-
fore be designed to allow 1 to 4 players.

Lastly, Zhang’s design principles were also consulted during this phase. The following list shows what
design principles we attempted to follow:

• Support autonomy & Promote representation of self-identity: The design shall feature icons and
nicknames to allow for some amount of self-expression. For now, the same player icon is reused
with different colors to separate them.

• Provide timely and positive feedback: Task submission will provide a modal window with feed-
back that highlights correct and incorrect code block placements.

• Facilitate human-human interaction and represent human social bond: These principles will be
present through moving code blocks as a team to solve a task. The teams will also communicate
with each other, either in person or digitally.

• Induce intended emotions via initial exposure/interaction to/with technology: Principles 9 and
10 should be fulfilled through an attractive and simple design, and the game shall give a positive
user experience.

3.2.3 Development

After reviewing the requirements and the user test feedback, we proceeded to work on the updated
design. We started by discussing possible changes to design B, the preferred look by the participants.
After sketching a rough design on paper, we went on to re-create it digitally. With Figma, we created
multiple pages of the interface, which would simulate an interactive interface. The prototype allowed
users to interact with various elements such as the sidebar buttons, the chat, and the code blocks. We
simulated the buttons and the chat with static overlays; to illustrate how they would work in an actual
game. The drag functionality was simulated by creating one page for each dragged code block in the
solutionfield. In addition, we added a transition effect to mimic the drag movement. This interactive
interface would become the prototype for the second user test. We also developed an interview guide.

3.2.4 User testing

The goal for this user test was to get more feedback on the interface design. In this iteration, we wanted
participants that represented our target group, see chapter 1.6. The Covid-19 situation was not as severe
at this point, so we decided to perform the user test in person. We sought out a programming exercise
class with novice programming students. Five students were asked to perform user tests, including one-
and second-year computer science students. Each participant received a movie ticket as a reward for
participating.

This user test followed a similar procedure as the first:

1. Ask what they think the game is supposed to be.

2. Explain the prototype in more detail and ask them to solve a simple Parsons problem; while talking
aloud about their thought process as they performed each action.
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3. Ask a set of questions regarding the design.

The feedback made it apparent that it was not entirely clear what kind of game it was. A few participants
thought that the game’s objective was to compete with the other players. It was also not apparent if the
game was supposed to be turn-based. Additionally, we got feedback that the colors made the interface
look "child-like". However, they thought the colors for the clean, hint, and submit buttons were fitting.
In the end, everyone were able to solve the Parsons problem with little issue. A few attempted to click
on the buttons instead of dragging them. They then expressed that the game should also allow users to
click on blocks to move them. We should emphasize that the code block interaction in this prototype
was limited as there was a set order the blocks could be moved in. However, this was not a big concern
as we primarily wanted feedback on the interface design. We also received feedback on other aspects of
the game, such as how the lobby system should work, leader boards, rewards, other modes, and com-
munication preferences. The interview guide and feedback summary can be found in appendix B.2.

The following list shows a few of the main takeaways from this user test:

1. Update the color scheme to be more appealing to students.

2. Allow both clicking and dragging to move the code blocks.

3. Players shall be able to invite others through an invite link.

4. Include a skippable tutorial so players can get a quick overview of controls and the objective.

3.3 Third iteration

In the third iteration, we started the software development process. The software development process
relates to the ’development of artifacts’; the last part of activity three in the design science methodology,
see chapter 2.6. We used the prioritization table found in appendix A when implementing new features.
The third iteration includes ’evaluation’ and ’communications’; activities five and six in design science.

This iteration started with a roughly 1-month experimentation phase. After we had decided on tech-
nology and frameworks, we sought out libraries that could facilitate drag-and-drop functionality and
communication between players. This experimentation phase also allowed us to try out different solu-
tions on a smaller scale before making any big commitments. Next, we started developing the first fully
playable version of TPP. We were able to cover all the requirements from the first two priority categories.

3.3.1 Requirement specification

Following the user test from iteration two, we reviewed our requirement specification. The feedback
from our participants led to an updated version with new functionality, such as more expansive code
block interactivity, better handling of game invitations, and interface changes to make the cooperative
aspect more apparent. We reviewed our requirement prioritization table to decide what to include in
this iteration. In order to get TPP to a playable state, we had to cover all the requirements from the first
two categories. See appendix A for the final version of the requirement list.

The following requirements were prioritized in this iteration:

• Implement drag-and-drop functionality for code blocks.

• Implement multiplayer to allow for cooperation.

• Implement a simple lobby system to initiate games.

• Allow indentation in the solutionfield.

• Players shall be able to solve a task set.

• Provide feedback on task submission.
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3.3.2 Design

This chapter is split into two: the user interface design and the technical design. The latter includes
frameworks, libraries, and architecture. For more figures showcasing the user interface, see appendix
C.4.

User interface

The user interface did not change drastically from the last iteration, with the layout remaining consist-
ent. However, the color scheme got addressed due to the feedback from the second user test. See figure
13 and 14 for the mockup and final implementation of the improved design. Firstly, the interface re-
ceived a blue and white-grey scheme. As the interface took on a more relaxed look, the code blocks now
stood out more as they maintained their bright background colors based on their code category. In addi-
tion, code blocks now featured an outline with a color based on the player who owns it. We decided that
we wanted to enhance each player’s feeling of contribution as the team cooperates to create the correct
solution. The solutionfield also featured a grey rectangle shape to indicate where code blocks can be
placed. The implemented design also featured a thin line at the left of a code block to show the start of
a new indent. With indentations, we could facilitate student-scaffolded Parsons problems, see chapter
2.2, which we believed would work well for Python due to the importance of correct indentation.

Secondly, Universal Design was applied to ensure the design was accessible to as many people as pos-
sible, see chapter 2.7. Furthermore, we took measures to avoid entirely black and white backgrounds
and applied a 4.5:1 ratio or higher between background and foreground elements. We also reused col-
ors to promote a more consistent look. An example of this was to reuse the green and orange colors of
the code blocks for the clear and submit buttons. Lastly, we tried to make the interface work on a wide
arrange of screen sizes, see figure 15. The interface adapts to the size of the screen by stretching and
moving interface elements around to preserve a functional layout.

Figure 13: Mockup of the user interface in iteration three with improved color scheme and contrast.
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Figure 14: The implemented interface in iteration three with the improved design.

(a) Traditional horizontal layout where the screen width can fit
players on the right and left.

(b) Adapted vertical layout if the
screen width is too narrow.

Figure 15: Adaptive interface layout based on screen size.

Technical

We decided to develop TPP in React, a JavaScript library for developing user interfaces and web applic-
ations. One of the main reasons for this decision was that React seemed to have some existing solutions
for real-time communication and drag-and-drop functionality. After the one-month experimentation
phase, we decided on TPP’s code architecture. See figure 16 for the React component tree diagram.
This figure shows how we would structure our React components. We defined three key areas for our
architecture:

• Communication: These components have the role of managing messages to and from other play-
ers.

• Topbar: These components have the role of displaying information about the game, the game
options, and the left button.
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• Game: These components handle how the game is played. Functionality for drag-and-drop, hints,
clearing the board, and task submission are implemented in these components.

Figure 16: The React component hierarchy model in iteration three.

An important concept in React applications is stateful and stateless components. A state is a built-in Re-
act object which contains data or information about a component. Changes in the state cause the com-
ponent to re-render and update the interface to account for user action or other changes. A principle of
React is data down, which means that data is passed down as properties to child components. When a
change is detected in a component, the updated data is passed down, which causes child components
to re-render. However, we needed the option to pass data across components for our implementation.
For example, when a block is moved from a player to the solutionfield, the components under the Game
category are re-rendered to update the user interface. This change must also be broadcasted to the
other players, which means that the data must be able to move up to the Communication components.
Additionally, the topbar must be updated when a new task is initiated.

We decided to use React-Redux, a state management library that synchronizes applications [77]. Redux
stores all component states into a single repository, the Store, which can make state management easier
as applications grow in size. In order to update a state, a component will dispatch an action to the
reducer. Dispatching an action represents an event that has occurred, which updates the store. The
reducer manages the event and returns the updated state. In TPP, all stateful components use Redux.
For example, when a player moves a block from their hand to the solutionfield, Redux ensures the game
stays synchronized. Moving a block from the hand to the solutionfield requires both the HandList and
the SolutionField components to be updated. Additionally, this information must be broadcasted to the
other players, and Redux facilitates this. Redux will also track when it receives game state updates from
other players and vice versa. We argued that this design would ensure a synchronized game state for all
players.

During the experimentation phase, a few drag-and-drop libraries were considered. Many of these librar-
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ies were designed to be used in list management applications. We wanted to use a library that allowed
us to utilize the drag-and-drop functionality while also being flexible enough to be used in TPP. There
were four libraries considered:

1. Beautiful React Dnd (BRD) [78].

2. React Grid Layout (RGL) [79].

3. Js-parsons [50].

4. React Dnd (RD)[80].

The first library we looked at was BRD, which was quick to set up and had good immediate results.
However, the API was difficult to modify when trying to implement indentation. RGL was another library
considered, but similarly to BRD; it was difficult to modify to our needs. Next, we looked at Js-parsons,
which we reviewed in more detail in chapter 2.3.1. This library provided many features, including both
drag-and-drop and various feedback options. However, after reviewing the source code, we deemed it
too time-consuming to modify Js-parsons. Finally, we chose RD as it provided a simple API to create
components that could take on the role of both draggable and droppable objects. Even though we had
to develop more from scratch, the library proved to be flexible enough for us to implement what we had
envisioned.

The communication between the players was implemented using the LioWebRTC Javascript library [81].
This library builds upon WebRTC, which provides APIs to facilitate peer-to-peer communication in the
browser [64]. Even though servers benefit from being able to store and access game session informa-
tion, we opted for the peer-to-peer architecture. We argued that a peer-to-peer implementation could
provide a lower latency, which would result in smoother and more responsive gameplay.

TPP uses LioWebRTC to inform all peers when someone performs actions in the game. For instance,
when a player moves a code block, the game will broadcast this event to all the other peers in the net-
work, which was established before the game started. This is done by informing the receiver about what
event is being broadcasted, including the necessary data to update the game state. Table 5 shows the
communication protocol in iteration 3.

Event Description Data
Set List Notify other peers that someone moved a block in or

out of the handlist.
2D array with the updated
handlists.

Set Field Notify other peers that someone moved a block in or
out of the solutionfield.

Array with the updated
solutionfield.

Next Task Notify other peers that someone initiated a new task.
This should update the game state for everyone.

The current task number.

Clear Board Notify other peers that someone cleared the board.
This should move all code blocks from the solutionfield
to their respective players.

-

Start Game Notify other peers that someone started the game. This
should direct the players from the lobby to the game
page.

-

Table 5: Communication protocol in iteration three.

WebRTC needs to be facilitated with signaling in order to establish a connection for peer-to-peer com-
munication, see chapter 2.8. Thus we had to set up a signaling server that TPP could connect to. For
this, we opted for SignalBuddy [82], a scaleable socket.io server for WebRTC, NodeJS cluster, and Re-
dis. Since SignalBuddy was developed by the same creator of LioWebRTC and was used as part of the
LioWebRTC demo, it seemed like an appropriate choice. As for hosting the signaling server, we had a
few alternatives: Netlify, Heroku, and Amazon Web Services (AWS) [83, 84, 85]. We were already hosting
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TPP on Netflify, but according to their terms of service, we were not allowed to refer to a Netlify applic-
ation within another. We also attempted to host it on Heroku, but the performance was unreliable. This
led us to host the signaling server on AWS running on a Linux platform. This solution worked well and
provided a solution for TPP to establish peer-to-peer connections.

3.3.3 Development

The user test-from iteration two led to an updated requirement specification. First and foremost, we had
to decide what framework and language to use for developing TPP. We ultimately decided on React, as
it was well documented, had many resources, and seemed to have some existing solutions for the drag-
and-drop functionality and communication. Next, we agreed to set aside one month to explore some
of these solutions. The experimentation phase was beneficial as we could try out various solutions and
technologies before making any big commitments. Additionally, we learned more about React and how
to develop more expansive applications using it.

After the experimentation phase, we started developing the first playable version of TPP. We wanted to
follow test-driven development, so we decided on a test framework for React, including Jest and React
Testing Library. This meant that components were primarily built following the test-driven approach by
first writing test cases according to our requirements and then developing the code to pass these tests.
However, due to some challenges with testing drag-and-drop functionality, we could only create tests
for displaying correct information on rendering.

In order to get an overview of what components we needed for TPP, we sketched our design on pa-
per and labeled what elements would work as components, see figure 17. The development of these
components was primarily built from the bottom-up as we would not need to mock child elements
compared to if we had started top-down. See figure 16 for the React component hierarchy. Later, some
changes required refactoring, specifically how drag-and-drop worked. Initially, the code blocks acted
as both draggable- and droppable objects, but later we separated these. Line-based feedback was also
implemented for when a player submitted a solution, see chapter 2.2.3. The communication was im-
plemented using WebRTC, and a communication protocol was established as development advanced,
see chapter 2.8.1. A continuous integration pipeline was also implemented early to build and test TPP
automatically. Whenever TPP was updated, deployment was done manually by uploading the build to
Netlify, a cloud-based web application hosting service [83]. We used Git as our version control system
for managing the source code.

As the interface, core functionality, and communication reached a more definitive state, we started plan-
ning for the user test. As part of this user test, we had to write a handful of tasks that the participants
were to solve. To help create these tasks, we decided to create a simple task-creation tool in React. See
chapter 3.5 for more information about the tool. This tool created tasks in a JSON file format that we
coordinated with TPP to be compatible. At this point, TPP had most of its requirements fulfilled from
chapter 3.3.1. Lastly, a signaling server was remaining. We utilized SignalBuddy [82] for this purpose
and hosted it on Amazon Web Services.
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Figure 17: Initial sketch of the React components using the user interface design from iteration two.

Before the user test, we decided to perform a technical test to ensure TPP was working as intended. We
invited two classmates from our study program to perform the test. During this test, we encountered a
race condition bug. If two players moved a block into the same code line simultaneously, and overwrite
could occur, resulting in a block either disappearing or being duplicated. This was a game-breaking
bug as the players would not be able to solve the task. The bug had been discovered earlier during a
stress test, but we did not anticipate it to occur during normal play, as we underestimated the number
of simultaneous actions that could occur with more players. To relieve this bug, before the user test, we
decided to limit the network traffic by not sending data as long as the player kept moving pieces. This
created some delay, which resulted in less smooth gameplay. Additionally, we modified the ’clear’ action
to make it restart a task if the bug occurred during the user tests.

3.3.4 User testing

We created a test guide at the end of development phase three. Similar to the previous user test, we
wanted to perform a usability test to identify design issues and better understand our target group’s be-
haviors and preferences. Therefore, we asked two groups of four students to participate in the user test.
In addition, each participant would receive a gift card for the school cafeteria. The test was performed
in person on campus.

The user test used the following structure:

1. Welcome the participants.

2. Perform a pre-test questionnaire to obtain some basic information, such as their experience with
programming and whether they preferred to work in groups.

3. Explain TPP and its controls.

4. Ask the participants to play a game using TPP.
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5. Perform a post-test questionnaire to gather their thoughts on TPP.

6. Have a group discussion with all participants to obtain more feedback and ask questions relating
to the communication and cooperation aspects of the game.

The feedback gave us the impression that they liked the cooperative and interactive elements. The res-
ults showed high scores when asked if the game was fun to use and if they liked to work together, see
appendix B.3. When asked if the game was fun to use on a scale from 1 to 5, 75% answered 4 or higher.
When asked if they enjoyed working in a team on a scale from 1 to 7, 87,5% answered 6 or higher. While
we only tested two groups, this gave an impression that the game could be a fun and social activity. How-
ever, we noticed differences in group communication and their approaches for solving tasks. We had the
impression that a participant in group A took on a leader role. The leader read the task description aloud
and reviewed the solution, with the other team members, before submitting it. This group had a system-
atic approach where members would inform each other if they had a code block they thought could fit
the solution. On the other hand, group B had no clear leader. We experienced this group as more silent,
as the players would initially spend more time looking at their own blocks before trying to solve the task.
As the test went on, they adopted an approach where everyone moved their code blocks into the solu-
tionfield to make all the blocks visible. They then started eliminating the blocks they thought did not fit
the solution.

In the post-test and group discussion, we learned that group A liked that they could not see each other’s
blocks. They argued that it benefited cooperation, similarly to our own argumentation for making them
invisible. On the other hand, Group B disliked this design decision and would prefer if all the blocks
were visible from the start. Moving all the blocks into the solutionfield would act as a workaround, with
one participant arguing that: “getting an overview of all of our options helped solve the task”. These
groups had opposing opinions on this design choice, and we would have to decide how to handle this in
the next iteration. Overall, both groups seemed to agree that the overall user interface design was good.
According to the post-test questionnaire, the minimalistic design, layout, and colors made the interface
“easy to understand” and sayintuitive to use. Besides a few issues like interface elements disappearing
off-screen on smaller displays, and confusion about what the coloring of the code blocks was supposed
to convey, we deemed the design mostly successful.

The race condition bug from the technical test only occurred with group B. We believe this happened
since group A had a more systematic and a slower approach overall when solving the tasks. This resulted
in less simultaneous interactions, decreasing the chance of the bug occurring. Since group B coordin-
ated less when moving blocks, the chances of simultaneous interactions increased; resulting in the bug
happening a few times during the user test. This reaffirmed that this bug was a high-priority issue for
the next iteration. Otherwise, we got some feedback that the interface appeared a bit jittery when blocks
were randomly moved around. We got some feedback that there could be more indication of what blocks
are being interacted with; to add clarity for who is doing what. Both groups also agreed that everyone
should get feedback when someone submits the solution. A few participants also mentioned the idea of
a voting system where all players have to agree when submitting the task. Lastly, we got feedback that a
few participants forgot that certain functionality existed during the test; including hints, double-clicking
and tabbing. We argued that the quick introduction to the game was the main contributor to this as they
did not have much time to get familiar with the interface and controls before play.

The questionnaires and feedback summary can be found in appendix B.3. Here are a few of the main
takeaways from this user test that would be addressed in iteration four:

1. Address the race condition bug.

2. Decide on whether other players’ blocks should be invisible or not.

3. Give all players feedback on task submission.

4. Consider having a voting system before submitting a task.

5. Provide more visual feedback on what blocks are being interacted with and by whom.

6. Address some interface issues like font size and screen size compatibility.
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3.4 Fourth iteration

In the fourth iteration, we refined TPP based on feedback from the previous user test. We experienced
a bug with how TPP handled game state updates when there were a lot of simultaneous code block in-
teractions. Solving this bug would become a top priority for this iteration. We had also received some
feedback that it was difficult to keep track of who was doing what during play. Therefore, we opted to
implement player-indication, based on which blocks the player was interacting with; within the solu-
tionfield. Additionally, as suggested by our participants, we decided to implement a new system for task
submission. With this system, all players would have to lock in the solution in order to submit it.

3.4.1 Requirement specification

Following the user tests from iteration three, we made a summary of all the feedback we received, see
chapter 3.3.4. Due to time constraints, we knew that the development phase had to be reduced to en-
sure we that had enough time to perform the final user test. The short time frame led us to prioritize
game-breaking bugs as well as address some of the other received feedback. For example, one test
group requested a voting system for submitting a solution. We liked this idea and deemed it a high
priority; since this feature also would address feedback from the other group, which expressed that it
was unclear when another team member submitted a task. Additionally, some participants requested
more visual feedback on code block interaction by other team members. Several participants expressed
that they were confused when several players simultaneously interacted with the code blocks. Another
important issue we would address in this iteration was a bug where blocks would occasionally disap-
pear or multiply. This bug resulted from a race condition; caused by multiple simultaneous code block
interactions in the same position, which could overwrite the game state.

After reviewing the feedback, we decided to prioritize these main requirements for the final iteration:

1. Rework communication to address the race condition bug.

2. Add a voting system for submitting solutions.

3. Provide more visual feedback when team members interact with code blocks.

4. Address screen-size compatibility and other minor user interface problems.

3.4.2 Design

A design flaw from the previous iteration was that every peer updated the game state locally before
broadcasting it to the network. We had intended to remove the need for an authoritarian server to reduce
game lag. However, it introduced a race condition. If two messages were broadcasted in a short time
interval, the second message could overwrite the first. If this were to happen, blocks could completely
disappear from the game, and the task would be unsolvable. After researching how other peer-to-peer
games handled communication, we found that a common solution was to set one of the peers as the
host. See chapter 2.8.2 for more information on the topic.

To implement this, we had to re-route network traffic through a host, which in our case was decided
to be the peer that started the game. If the host disconnects during a game, the first peer in the player
order is set as the new host. Once the game has started, each peer who is not the host will send a move
request to the host instead of performing each move locally. The host will check if the move is valid,
update the game state locally, and finally broadcast the updated game state to all peers. See figure 18 for
a simple illustration of how this works. Unfortunately, this solution creates some delay for peers who are
not hosting. However, the host will experience little to no delay when interacting with the game.

We decided to implement a preview to address the delay introduced for non-host peers. The preview
provides the players with instant feedback when moving blocks without affecting the game; see figure 19.
The host overwrites the local previews to ensure synchronization. When implementing the previews, we
faced a problem where players would receive their old move requests, resulting in code blocks skipping
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back and forth. To solve this, we chose to block incoming move requests that appeared right after a
local move request, see the alt fragment in figure 19. Alternatively, we could have blocked move requests
originating from the receiving peer, but we had no way of knowing who sent the message in the current
design.

Figure 18: Sequence diagram of the communication using the player-as-host design. Peers request
moves to the host, which performs it locally and finally broadcasts the updated game state to all peers.

Figure 19: Sequence diagram of the communication using previews. Move request with preview to
provide quicker feedback when moving blocks

Based on feedback from the user tests in the third iteration, we decided to add features to highlight
actions performed by other team members. To address this, we decided to add tiny speech bubbles with
player icons, see figure 21. These symbols are later referred to as player indicators. A player indicator
pops up when another player moves a code block in the solutionfield.

We also decided to add a voting system for task submission, as suggested by the user testers. We imple-
mented this by replacing the ’Submit’ button with a ’Lock in’ button. When a player locks in the board,
they cannot perform additional moves. See figure 22 and 23 for screenshots of this implementation.
The answer is submitted when all players are locked in. We decided to reuse the player indicators for the
voting system.
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Figure 20: Sequence diagram of the communication from a host to a non-host peer. The host moves
locally and updates the other peers game state

Figure 21: Code block interactions are indicated with speech bubbles and player icons.

Figure 22: The lock-in indicator shows that the blue player is locked in and ready to submit the answer.
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Figure 23: The game interface after a player is locked in. The player cannot perform additional moves.

3.4.3 Development

We started the fourth development phase by addressing the race condition bug from the previous it-
eration. After doing some research on peer-to-peer games, we learned that assigning one peer as the
host, which acts as an authoritarian server during play, can solve similar synchronization issues, see
chapter 2.8.2. With this in mind, we sketched some diagrams and proceeded to implement the player
as host design. In our new implementation, all communication went through the host, see figure 18.
Following the new communication flow we sketched out and implemented the player indicators and
the voting system, see figures 21, 22, and 23. We also used the react-responsive library to address screen
size compatibility [86].

By adding these new features, our performance worsened. We measured that a non-host player would
experience a delay of approximately 800 ms between a move and an updated board. We considered
this unacceptable, as this could negatively impact playability and cooperation. The codebase also grew
in the fourth iteration, which impacted maintainability. With this in mind, we started to optimize and
refactor our code. We used the React Profiler to assist us with this [87]. The Profiler calculated the time
spent by each React component, which indicated where we should focus our efforts. Optimization did
improve performance, but it was not enough to affect the player experience. To target player experience,
we opted to implement a local preview, see figure 19.

3.4.4 User testing

In the fourth user test, we focused on gathering data for our research questions. Five groups of first-year
programming students were recruited to participate in this user test. In order to get quantifiable data
on TPP’s usability, we opted for the System Usability Scale, see chapter 2.9. The 10 statements were in-
cluded in the post-test questionnaire, and the score would be calculated after all the tests were done. We
also decided to perform a thematic analysis, see chapter 2.10, to help us interpret our data. Two open-
ended questions relating to research questions 1 and 2 were included in the post-test questionnaire.
Chapter 3.6 explains how we performed the thematic analysis. See appendix B.4 to for the complete
questionnaires and the group discussion questions.

The user test itself followed a similar structure as iteration three:
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1. Welcome the participants and briefly explain our thesis.

2. Perform a pre-test questionnaire to gather basic information about their programming experi-
ence.

3. Ask participants to enter a TPP lobby. Then, have them watch a tutorial video to learn about the
controls and the objective of TPP.

4. Ask participants to solve a task set. The test will stop if the participants solve the task set or 15
minutes have passed.

5. Perform a post-test questionnaire.

6. Have a group discussion to gather more data regarding learning, cooperation, and TPP.

The results from this user test can be found in chapter 4 and appendix B.4. Chapter 5.1 discusses our
findings.

3.5 Task-creation tool

During iteration three, we created Parsons problems tasks for internal testing and the upcoming user
test. With this in mind, we decided to develop a tool for creating tasks and task sets. The development
of this tool followed a similar process as a single iteration. However, we did not test this tool on external
users as it was developed for internal use only. The format for a task can be seen in table 6. Task sets com-
bine multiple tasks into the same file. The following requirements were specified for the task-creation
tool:

1. The interface shall feature a text editor to allow the user to write and paste code.

2. The user shall be able to include distractors.

3. The interface shall feature a task description field.

4. The interface shall feature a hint field where the user can add or remove up to five hints.

5. The interface shall feature an ’attempts’ field where the user can set the number of attempts the
players have to solve the task.

6. The user shall be able to opt for setting an infinite amount of attempts.

7. The code blocks shall be categorized based on function and use, for example, variable declaration
and loops.

8. The task shall be stored in a JSON file format when saved.

9. The task set creation page shall give feedback if the file format is incorrect when selecting tasks.

After creating a simple mockup on paper, we developed the tool in React. The interface is split into two
down the middle. The left side features the text editor, whereas the right side features the fields that
must be filled in. See figure 25 for the implemented design. By grouping the fields on the right side, the
user first writes code on the left before specifying task settings. In order to not clutter up the interface,
the user can add and remove hint text fields by clicking the ’+’ and ’-’ buttons. The ’save’ and ’cancel’
buttons received a green and grey color, respectively, to make it easier to distinguish the buttons.

We decided to have the user write directly into the code editor when adding a distractor. See chapter
2.2.1 for an explanation of distractors. We considered having fields for these, but writing them into the
code editor would make it easier for the user to see where they could fit. For example, if the code has a
line that says ’if a < b:,’ and the user wants to add a distractor that changes the ’<’ to ’>,’ they could add a
distractor prior to the correct line. The user can mark a line as a distractor by prepending the characters
’#$’. We chose to use a special character to indicate the line being a distractor; in this case, ’$’. However,

36



Figure 24: Task format example.

if the user were to prefer writing and running the code in their preferred IDE or environment to test, this
would throw a syntax error upon running. To solve this issue, we made it so that the line has to start with
’#’, which turns the line into a comment. See figure 26 for an example of what distractors look like in the
interface.

From a technical perspective, the tool utilizes a library called ’react-simple-code-editor’ [88]. This JavaS-
cript library creates a code editor with basic syntax highlighting. When the user saves a task, the tool
splits the code into code lines. These lines are filtered to remove blanks and comments. This process
also separates legitimate code blocks and distractors. The indentation was calculated from the number
of spaces used in the code editor. Additionally, the code blocks were categorized using regular expres-
sions. These expressions were tested with unit tests to cover various ways of expressing a certain code
category. The task data is downloaded to the user’s computer as a JSON file after the filtering process.
Tables 6 and 7 shows the format for a Parsons problem task and for a code block, respectively.

Property Description Type
codeBlocks The code blocks that are part of the solution. Array w/code block objects
distractors The code blocks that are not part of the solution. Array w/code block objects
description The task description. String
hints The hints for the tasks. Array w/Strings
attempts The amount of submit attempts for the current task. Integer or "unlimited"
fields The code blocks that are part of the solutionfield. Array w/code block objects

Table 6: JSON file format for a Parsons problem task.
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Figure 25: The create-task interface features a code editor and fields to set information and properties
for the task.

Figure 26: Distractors are indicated in the create-task interface by using the prefix ’#$’. A comment is
added at the top of the editor to remind the user of how to include distractors.

Property Description Type
code The content of the code block. String
category The category of the block (ex: operator or variable). String
indent The correct indentation for the code block. Integer
id The unique identifier for the code block. String

Table 7: A code block’s class properties.

The task set creation page can be accessed from the select menu, see figure 27. The page consists of
an interface that allows users to upload tasks from their computer. The tool will check if the format
is correct by reassuring that the files contain the correct properties, see table 6. Tasks with an invalid
format will be discarded, and the user will get an alert popup. When one or more tasks are selected, the
user can combine them into a task set by clicking the green button. This creates a new JSON file that is
exported and downloaded to the user’s computer.
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Figure 27: Interface for selecting tasks to be combined into a task set.

3.6 Thematic analysis

In order to answer our research questions, we looked at ways to analyze qualitative data from our user
test surveys. After doing some research, we found thematic analysis (TA), see chapter 2.10, to be cited as
an accessible form of analysis for qualitative research, particularly for those unfamiliar with the various
analysis methods [70, p.81]. We followed TA using the step-by-step guide created by Braun and Clarke,
see table 2 [70]. The data set consisted of answers from two open-ended questions in our post-test
questionnaire during the final user test, see chapter 3.4.4. There were 15 participants in total, which
resulted in 15 answers per question. We decided to perform TA on each question separately.

We decided to take a deductive approach as we already had our research questions defined prior to
the analysis. We also had a theoretical framework from our literature review, see chapter 2. A theoret-
ical framework would allow us to examine the data with some preconceived themes in mind relating
to learning, socialization, cooperation, and gamification. Lastly, we chose to take a semantic approach
when interpreting the data. We argued that the subtext of the participant’s answers would not be rel-
evant for answering our research questions. The semantic approach seemed fitting as we were only
interested in their stated opinions.

Firstly, we familiarised ourselves with the entire data set. We read and re-read the answers to both ques-
tions during this phase while taking notes. Next, we started generating codes for question one. We sys-
tematically went through each answer by highlighting sections of text that we thought expressed some
idea or feeling. We allowed text sections to be coded multiple times if we thought they expressed more
than one idea or feeling. Once we had coded all the data, we went over the answers again to ensure that
we did not miss anything of interest. We also looked for redundant codes that could be merged into one.
When we were satisfied with our codes, we created a new table and extracted all the highlighted texts
sorted by code. According to Braun and Clarke, context can easily be lost in the coding process [70, p.
89], and so we made sure to include some surrounding text in the extracts if we felt it added necessary
context. We also noted how many times a code occurred in the data.

Next, we searched for potential themes by collating related codes. We started this process by writing the
codes onto post-it notes and creating a mind-map. Related codes were placed close to each other on the
map. If any groups of codes emerged, we would consider if we could create a theme that encapsulated
them accurately. We also allowed codes to be present in multiple themes if we thought they fit. When
we were satisfied with our initial themes, we went on to the next phase. We reviewed our themes by
systematically checking if a theme worked in relation to the coded extracts. For example, if a theme
named ’teamwork’ included a code-named ’enforce cooperation,’ we would look at all its extracts and
see if ’teamwork’ accurately represented the data. If it did not, we would consider the following: 1) could
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the extract fit under a different code? 2) does the code fit within the theme? 3) is the theme too broad?
If we thought there were issues with the theme, we would consider splitting it up. We also considered
if the themes were distinct enough to avoid any overlap. When we were done reviewing the themes, we
moved on to phase 5. This phase consisted of defining and naming the themes. We would refine the
specifics of the theme by generating clear definitions and names for each one. When we were satisfied
with the themes for question one, we repeated the process for question two. Finally, we completed the
last phase by summarising the results in our thesis, see chapter 4.1.2 and 4.2.2. We discuss our findings
in chapter 5.1.
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4 Results

In this chapter, we present our findings; based on feedback and observations from our user tests. The
first four subchapters are structured after our four research questions. The findings from the first two
research questions (RQ) include a poll regarding whether the participants agree with a set of statements
relating to fun, enjoyment, and learning outcome. In addition, we performed a thematic analysis (TA)
for research questions 1 and 2. Next, we present our findings on how a team works together to solve
cooperative Parsons problems in a digital space; as a set of characteristics based on our observations.
To answer how a cooperate multi-player Parsons problems game can be designed, we present our final
version of TPP. First, we present the user interfaces and features included in TPP. Secondly, we explain
our architecture. Finally, we present an in-game performance test. At the end of this chapter, we present
other findings, which we consider relevant for the discussion in chapter 5.

4.1 RQ1: Can cooperative Parsons problems be a fun and social activity for novice
programming students?

This chapter presents our findings on whether cooperative Parsons problems can be a fun and social
activity for novice programming students. We present the post-questionnaire polls and the results from
our thematic analysis of the question: How do you think that this game could impact socialization among
students?

4.1.1 Post-questionnaire polls

In the final user test, we asked the participants if they agreed with three statements; relating to enjoy-
ment and socialization. These questions were asked as a part of the post-test questionnaire. The ques-
tions and their corresponding answers are shown in figure 28, 29 and 30. First, we asked whether the
participants thought the game was fun. Secondly, we asked if the participants would have preferred to
play the game alone; to compare cooperative and non-cooperative Parsons problems. Finally, we asked
if the participants thought that the game could improve socialization among students.

Figure 28: Bar chart of the responses to Q1
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Figure 29: Bar chart of the responses to Q2

Figure 30: Bar chart of the responses to Q3

4.1.2 TA1: How do you think that this game could impact socialization among students?

Figure 31: Bar chart of the responses to Q4

In the fourth user test, we asked 15 participants the following question in the post-test questionnaire:
How do you think that this game could impact socialization among students? The participants answered
the question in text. We then used these text-based answers to perform a thematic analysis. The identi-
fied themes from the analysis are shown in figure 31. We identified four major themes: increased team-
work, fun activity, getting to know each other, and imbalance of participation. The y-axis represents
how frequently a theme was mentioned. Note that the same participant might have mentioned a theme
multiple times.
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We define teamwork as the process of working together to achieve a goal. The goal, in this case, is to
solve Parsons problems. In contrast, we define getting to know each other to be socialization without
an external goal. A majority of the participants mentioned that the game was fun; in a question about
socialization. The fun activity and getting to know each other themes were often found together. Some
participants also mentioned the risk of an imbalance of participation. We will have a closer look at this in
chapter 4.3, where we answer the research question how does a team work together to solve cooperative
Parsons problems in a digital space? Below, we included quotes from the user test and their related
themes.

’Right now programming is something you do alone, and I think this is a great way of break-
ing that bubble.’ — Participant, theme: increase teamwork.

’[This game] forces students to talk to each other. Students has to work in a team setting to
solve different tasks.’ — Participant, theme: increase teamwork.

‘[This game] might increase team work between data/informatics students’ — Participant,
theme: increase teamwork.

’[This game] It makes learning much more fun and social’ — Participant, themes: fun activ-
ity and getting to know each other.

’[This game] It is a conversation starter and a fun way to get students to engage socially’ —
Participant, themes: fun activity and getting to know each other.

’I can imagine an instance where one person commands/leads the group while the others
play more of a secondary role. In this case, I believe socialization may be minimal since the
non-leader students would not really be as engaged.’ — Participant, theme: imbalance of
participation.

4.2 RQ2: What are the players’ perceptions of the potential learning outcome from
solving cooperative Parsons problems?

This chapter presents our findings on the participants’ perception of TPP’s potential learning outcome.
We present the post-questionnaire polls and the results from our thematic analysis of the question: How
do you think that this game could impact socialization among students?

4.2.1 Post-questionnaire polls

In the final user test, we asked the participants if they agreed with four statements; relating to learn-
ing outcomes. These questions were asked as a part of the post-test questionnaire. The questions and
their corresponding answers are shown in figure 32, 33, 34 and 35. We wanted to determine whether
the participants thought that the game could be beneficial for learning. First, we asked whether the par-
ticipants agreed that the game could test newly learned programming concepts. We wanted to ensure
that the game could affirm or refute that a player understood a particular topic. Secondly, we asked if
the game can be used to discover weak areas in their programming knowledge. We wanted to know if the
game could clear up misunderstandings. Thirdly, we asked if the game can create discussion about pro-
gramming concepts. We were interested in this since discussions can increase transactivity, see chapter
2.4.2, which is also tied to improved learning outcomes [26, p. 352]. Finally, we asked if the game can
strengthen existing programming knowledge. We wanted to know if the game could function as a repe-
tition activity.
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Figure 32: Bar chart of the responses to Q5

Figure 33: Bar chart of the responses to Q6

Figure 34: Bar chart of the responses to Q7
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Figure 35: Bar chart of the responses to Q8

4.2.2 TA2 : What are your perceptions on potential learning outcomes from this game?

Figure 36: Bar chart of the responses to Q9

In the fourth user test, we asked 15 participants the following question in the post-test questionnaire:
What are your perceptions on potential learning outcomes from this game? The participants answered
the question in text. We then used these text-based answers to perform a thematic analysis. The iden-
tified themes from the analysis are shown in figure 36. We identified 4 major themes: explain code to
others, good for learning how to code, good for beginners, and insufficient feedback. We also included the
theme bad for learning how to code to show some nuance. The y-axis represents how frequently a theme
was mentioned. Note that the same participant might have mentioned a theme multiple times.

Many participants mentioned that it would be beneficial if the entire team understood the problem
before they started solving it. We placed these answers within the theme explain code to others. Most
of the participants wrote that this game was good for learning how to code, especially for "beginners."
However, one of the participants wrote that this game was bad for learning how to code, stating that: “I
don’t think this is the best way to learn to program”. Some of the participants mentioned that we could
improve learning outcomes by changing how the game provided feedback. Below, we included quotes
from the user test and their related themes.

’I believe it [this game] may encourage discussion between inexperienced programmers.
This may be a result of having to compound knowledge in order to completely understand
the problem’ — Participant, theme: explain code to others.

’The [game offers the] opportunity to see how other students think.’ — Participant, theme:
explain code to others.
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’Another learning outcome could come from talking about code more thoroughly, in order
to make sure everyone understands and agrees.’ — Participant, theme: explain code to oth-
ers.

’In this game, we were limited to the handout code, which means that we had to solve the
exercise in a way we normally would not. I think that this game could expose players to
different ways of coding.’ — Participant, theme: good for learning how to code (this quote
was translated from Norwegian to English).

‘The learning outcomes are huge for beginner levels’ — Participant, themes: good for learn-
ing how to code and for beginners.

’It could definitely be used to improve general programming ability, although more complex
concepts could be more difficult to implement — Participant, themes: good for learning how
to code and for beginners.

’I think it would be more educational if there were an explanation after each task detailing
why things work and what every line does.’ — Participant, theme: insufficient feedback.

4.3 RQ3: How does a team work together to solve cooperative Parsons problems in
a digital space?

The findings relating to this research question are a combination of observations, group discussions,
and post-test questionnaire answers. We included the data from 7 user tests, both from iterations 3 and
4. After reviewing our notes and questionnaire answers, we elicited 11 prevalent characteristics of how
a team works together to solve cooperative Parsons problems using TPP. Table 8 presents our findings.

Characteristic Description
C1 Leader emerging In 5 out of 7 teams, a clear leader emerged. This participant often

took the initiative to read the task description aloud, command where
blocks should be placed, request blocks from others, ask if the team
wanted to submit their solution, and review the code. The remaining
teams had a more even contribution among their members.

C2 Passivity There would typically be someone who did not participate as much
as the others. They would contribute with their code blocks and oc-
casionally participate in discussions, but otherwise, they would take
on a more passive role. This was more prevalent in teams where a
leader emerged.

C3 Moving all blocks
into the solution-
field

In 4 out of 7 teams, a strategy emerged where everyone would move
all of their code blocks into the solutionfield. Some teams followed
this strategy from the start, whereas others would adopt it as the tasks
got more challenging. Through a process of elimination, the teams
would remove the blocks they deemed incorrect or irrelevant.

C4 Requesting blocks Teams that did not take on the previous characteristic (C3) would re-
quest code blocks from each other. After they had read the task de-
scription, someone, usually the leader, would request various code
blocks from their teammates. The requests that we frequently ob-
served were function declarations, loops, variable declarations, and
return statements. The others would then respond if they possessed
the requested code blocks and subsequently move them into the
solutionfield.
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C5 Reviewing task de-
scription

In many teams, someone would read the task description aloud at the
beginning of every task. The leader usually initiated this. Otherwise,
the team members would read the task description by themselves un-
til someone requested- or moved code blocks.

C6 Reflection Most, if not all, teams had moments of reflection about the various
programming concepts relevant to the current task they were en-
gaged with. Some examples of reflections were: discussing whether
Python indexes started at 1 or 0 if they needed to use nested-for loops,
reverse, and modulo. Occasionally, this would result in someone ex-
plaining the concept to the other unsure members. This would also
occur during discussions about how the tasks should be solved.

C7 Harder tasks created
discussion

Harder tasks created more discussion compared to the easier tasks.
In the final user test, the first three tasks were relatively easy. This
resulted in minimal discussion as the teams were able to solve the
tasks quickly. We observed that task 4 took a while longer to solve
and created more discussion due to its complexity.

C8 Trial-and-error During the more challenging tasks, some teams started to rely more
on trial-and-error when submitting their solutions. One team, in par-
ticular, asked if they were punished with a lower score if they re-
peatedly submitted the task. When we assured them that their per-
formance was not measured, they became less reluctant to submit.
Especially during task 4, we observed that they would submit more
frequently and use the feedback to assess whether they were improv-
ing their solution.

C9 Reviewing code col-
lectively

A majority of the teams reviewed the code line-by-line when they
were stuck on a task or before submitting. The leader would usually
initiate this process. We observed that two teams, in particular, would
review their solution by themselves and remain silent when they were
stuck on a task.

C10 Lagging behind During the team discussions, we were made aware that there were
instances where some team members would start solving the task
before everyone was done reviewing the task description. One par-
ticipant would usually be reading or attempt to understand the task
while the others were discussing or moving code blocks.

C11 Competitiveness A majority of the teams expressed that they felt competitive during
the user tests. They wanted to solve all the tasks within the time limit
and beat the other teams’ completion times. This was prevalent even
after we made it clear that we were not keeping track of any of the
teams’ performances. They would also show excitement when they
solved tasks.

Table 8: Characteristics for how teams work together to solve cooperative Parsons problems using TPP.

4.4 RQ4: How could a cooperative multi-player Parsons problems game be designed?

The final version of TPP serves as our suggestion for how a cooperative multi-player Parsons problems
game could be designed. First, we will give a walkthrough of the user interface and the implemented
features. Then we will present the architecture of TPP by presenting the different components, how
TPP manages its states, and finally, how the communication is implemented. Hopefully, by showcasing
these various aspects, we will provide some insight into how a cooperative Parsons problems game can
be designed.
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4.4.1 User interface and features

This chapter will give a walkthrough of TPP’s user interface design and features. All player names fea-
tured in the following figures are fictive.

Lobby

A lobby was created to allow matchmaking in TPP. When accessing TPP on its hosted domain, the user
will be prompted to fill in a nickname and select which game lobby to join from a list. If the nickname
field is left empty, the user will receive a nickname based on its own peer id in the network. TPP will
matchmake all players who select the same game lobby. However, TPP will alert the user if they try to
access a full lobby of four players. See figure 37 (a) for the first screen. TPP will display an animated
puzzle GIF while it is connecting. The second screen will display all the players who selected the same
game lobby. Here, the user can click the ’?’ icon to access a tutorial video explaining the game’s mechan-
ics and the objective. The users can also select which task-set they want to solve. Any player can start the
game when the team is ready by clicking the ’Start game’ button. See figure 37 (b) for the lobby screen.

(a) Interface for entering a
nickname and selecting what

game lobby to join.

(b) The game lobby with four players.

Figure 37: The lobby of TPP.

Game interface

The final version of the game’s user interface can be seen in figure 38. This interface consists of a topbar,
four player fields, one solutionfield, and one sidebar. Each of these elements will be covered in the
following chapters. Overall, this interface aims to direct the user’s attention to the solutionfield, as this is
where the players will work together to solve the task. The solutionfield and player fields feature a white
background as a contrast to the grey backdrop. The sidebar and topbar also feature a blue background
to create contrast for the buttons and task description.
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Figure 38: The game’s user interface.

Player fields

Each player has their own field, containing their player icon, nickname, and distributed code blocks.
The code-block list is also referred to as the ’handlist’ to reference the idea that the players are playing a
board game. TPP distributes code blocks to each player at the beginning of each task, which only they
can interact with when positioned in the player field. Figure 39 shows an instance from the blue player’s
perspective where only their code blocks are visible. As stated earlier, this design decision was made
to promote communication between players and avoid that one player solved the task alone. Finally,
each code block features the color of the player who owns it. This was done to strengthen the feeling of
contribution as they work together on the solution.

Figure 39: The player fields from the blue player’s perspective.

Solutionfield

The solutionfield consists of horizontal lines where the code blocks can be placed. There is an empty
line at the bottom of the field to indicate where new blocks can be placed. However, the user can choose
to insert a code block anywhere by moving the code block over an occupied line. Figure 40 shows an
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instance where the players have completed a task by moving their code blocks into the solutionfield. A
pre-pended line to the left of the blocks further indicates indentation.

Figure 40: The solutionfield featuring a potential solution.

Code block interactions

The player can interact with code blocks in a few different ways. The player will primarily move blocks
by using drag-and-drop, see figure 41. The block can be dragged from the player’s handlist field into
the solutionfield and vice versa. The player can also drag a block vertically to change the code block
order. Another way to move a code block from one field to another is by double-clicking the block. This
action will place the block at the bottom of the field it is moved to. A code block can be indented in the
solutionfield by dragging it horizontally. Alternatively, the player can select the block by clicking on it
and using the tab key. The block can be de-selected by clicking on it again. A player can only interact
with code blocks in their own handlist or those placed in the solutionfield. Lastly, visual feedback is used
when hovering over draggable and non-draggable code blocks. For example, hovering over a draggable
block will change its background color and the cursor to a hand to indicate that it can be picked up. See
figure 42 for this implementation.

Figure 41: Player 1 is dragging a block into the solutionfield.

50



(a) Draggable code block. (b) Non-draggable code block.

Figure 42: Visual feedback when hovering code blocks.

Topbar

The topbar contains the task description, which is updated as the players progress throughout the task
set, see figure 43.

Figure 43: The topbar features the task description.

Sidebar

The sidebar is located to the right of the solutionfield, see figure 44. It contains the hint, clear, and lock-in
buttons. The functionality for each of these is covered separately in the following chapters. Each button
contains an icon that attempts to convey its function. For example, the ’Lock in’ button is represented by
a lock; to convey an action where the player ’locks in the answer.’ Colors are also used to convey action.
For example, ’Clear’ features a red-like color to convey an irreversible action, and ’Lock in’ is green to
convey completion.

Figure 44: The sidebar.

Hints

The user can get hints for the current task by clicking the ’Hint’ button in the sidebar. This brings up a
modal window where the user can navigate through the provided hints by clicking the arrow buttons,
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see figure 45. The background is tinted white to direct the focus towards the hint modal window. This
modal window can then be closed by clicking the ’Back to task’ button or outside the modal.

Figure 45: The hint modal window.

Clear board

The user can clear the solutionfield by clicking the ’Clear’ button in the sidebar. This moves all code
blocks in the solutionfield back to their owner, leaving the solutionfield empty. This action must be
confirmed, as it is an irreversible action, see figure 46. Confirming this action also acts as a tolerance
for error to account for misclicks. There is no voting system for clearing, which means that a player can
perform this action without mutual agreement beforehand.

Figure 46: The clear modal window.
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Lock in solution

When someone wishes to submit the current solution, they can lock in by clicking the ’Lock in’ button in
the sidebar. This action makes all code blocks immovable for that player while also signaling to the rest
of the team that they locked in, see figure 47. Additionally, the solutionfield is overlayed with a lock icon
to convey that the player cannot interact with the current solution. All fields featuring code blocks are
also greyed out to convey this state further. The solution will be submitted when all players have locked
in. A player can choose to unlock at any time. If someone clears the board or the submitted solution is
incorrect, TPP will unlock automatically.

Figure 47: The interface when two players have locked in.

Line-based feedback

The solutionfield will be submitted for assessment when all players have locked in. If the solution is
correct, TPP will initiate the next task and inform the players about this. However, if the solution is
incorrect, TPP will open a modal window that provides line-based feedback to the players, see chapter
2.2. Each line is highlighted based on the code block’s absolute position and indentation, see figure 48.
Red and green are used for incorrect and correct lines, respectively.
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Figure 48: Line-based feedback for a submitted solution.

Player indicator

TPP will indicate which code blocks are being interacted with by prepending a code line with icons of the
interacting players, see figure 49. Chapter 4.4.1 gives an overview of the different ways of interacting with
code blocks. Player indication provides the players with an overview of who is doing what in real-time.

Figure 49: Player indicator for a code block interaction.

Adaptive layout

TPP will change its layout dynamically based on the screen size; see figure 15. The ’row’ layout is set as
default which places the players on the left and right sides of the solutionfield. If the screen size is too
narrow, the players will be placed on the top and bottom instead.
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Congratulations screen

When the players complete the task set, they are presented with a screen congratulating them. For now,
the screen only contains a button that takes the player back to the lobby screen; see figure 50. This
screen could display a summary of the performance, including completion time and game score, in a
later iteration.

Figure 50: The screen presented after a finished task set.

4.4.2 Architecture

This chapter will walk through how TPP is implemented by looking at the React component tree, what
states the Redux library manages, and how communication is handled.

React component tree

Figure 51 shows the final version of the React component tree for TPP. The following list will give a brief
explanation of how each component functions:

• Index: The entry point that renders the game.

• JoinGame: Allows the user to enter a nickname and select which game lobby to join.

• CommunicationHandler: Handles all incoming traffic from other peers in the network. This in-
cludes updating the game state when other players interact with the game.

• CommunicationListener: Listens to changes in the Redux Store in order to broadcast them to the
other peers in the network.

• App: Renders the correct state of TPP, including the congratulations screen, the game, or the lobby.

• Finished: A screen that congratulates the player for finishing a task set and allows the user to
return to the lobby.

• MainPage: Contains the topbar and the game components.

• Lobby: The screen displaying a team and their selected task.

• Topbar: Renders the Task component.

• Task: Shows the current task number and description.

• Game: Contains the main elements of the game, including the sidebar, player fields, and the solu-
tionfield.

• Sidebar and SideBarButton: Contains the hint, clear and lock-in buttons.

• Player: A field that contains the player icon, nickname, and its distributed code blocks.
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Figure 51: The final version of the React component tree.

• HandList: A field that contains code lines.

• CodeLine: A field that CodeBlock components can be dropped into. This component is reused in
the SolutionField component.

• CodeBlock: A user interface object that players can move around.

• SolutionField: A field that contains code lines that allow indentation.

Redux Store

TPP utilizes Redux to manage the states of its components. This has two advantages: 1) Redux updates
all components that rely on the same data across the component hierarchy, and 2) Redux allows data
to move up. TPP requires data to be broadcast to other peers in the network, which is handled by the
CommunicationHandler component, see chapter 4.4.2. Redux is used to signal game state updates to
this component. An example of this is when a block is moved into the solutionfield, and this information
must be broadcast to the other peers in the network to ensure everyone’s game states are synchronized.
Figure 52 illustrates this logic.
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See table 9 for an overview of the states Redux manages in TPP.

State Description
clearEvent Inform other players that the board was cleared.
fieldEvent Inform other players that the solutionfield was updated.
listEvent Inform other players a handlist was updated.
taskEvent Inform other players that the next task has been initiated.
finishEvent Inform other players that the final task has been completed.
taskSetEvent Inform other players that the selected task set has been updated.
selectEvent Inform other players that a code line was selected.
lockEvent Inform other players a player has locked in the solutionfield.
handList The code blocks each player possesses.
solutionField The code blocks placed in the game board.
currentTask Information about the current task.
players Information about all the players.
status The status of the game (lobby, finished, game).
host The player that is the host for the game session.
moveRequest The last move request made to the host.
selectRequest The last code line select request made to the host.
lockRequest The last lock request made to the host.

Table 9: Redux store states.

Communication

The communication between peers utilizes the WebSocket protocol. This is a two-way communication
protocol where message events are defined to trigger different actions when received. These messages
are broadcast and received in the CommunicationListener and CommunicationHandler components,
respectively. Broadcasts are triggered by dispatching events using the Redux state management library,
see chapter 4.4.2. When the CommunicationListener component updates, it will check what event was
dispatched by comparing the previous and current states in the Redux store. For example, selecting a
code line will dispatch a "selectEvent" event, which will be caught in CommunicationListener. This will
cause the component to broadcast a message to the other peers. This message contains a payload that
may include any necessary data to update the game state; in this case, what code line is selected and
by whom. This message is then received by the other peers in the CommunicationHandler component,
which will display the player indicator for the selected code line. This logic of broadcasting messages
upon state changes is how TPP ensures all peers are synchronized during play. Figure 52 shows a flow
chart to help illustrate how this logic works. Lastly, an overview of the message events can be seen in
table 10.

Figure 52: Flow chart illustrating how communication is implemented in TPP.

4.4.3 Performance

We chose to time the movement of code blocks since these functions are called the most often, see table
11. The start time was measured when the ReactDnD library or the Redux state registered a player input
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Event Description Payload
SET_LISTS_AND_FIELD Updates the handlists and the solutionfield. Two arrays w/code blocks
MOVE_REQUEST Request to move a code block - sent to host. {id, index, indent, field, timestamp}
SELECT_REQUEST Request to select a code line - sent to host. {index, pid}
SELECT_EVENT Update player indication for a selected code line. {pid, index}
LOCK_REQUEST Request to lock in the solution - sent to host. {forWho}
LOCK_EVENT Toggle the lock for a player. {pids , lock (true/false)}
START_GAME Initiate the game with a task set. {taskSetNumber}
CLEAR_TASK Clear the solutionfield. -
NEXT_TASK Initiate the next task. {task}
FINISHED Inform that the task set is finished. -
SET_TASKSET Update the selected task set in the lobby. {taskSetNumber}

Table 10: Communication protocol in iteration four.

[80]. The end time was measured after the Redux Store had dispatched an update [77]. Subtracting the
start time from the end time gave us the time spent to perform a task. Note that a lot of traffic in-game
will lead to a worse performance than what this benchmark indicates. Internet speed will affect the time
it takes for messages to be sent between peers, thus affecting performance.

Description Time
Time measured between a non-host moving a block and the preview
updating the board.

2.5 ms

Time measured between the host moving a block and the host receiv-
ing an updated board.

4 ms

Time measured between a non-host moving a block and the host re-
ceiving an updated board.

215 ms

Time measured between the host moving a block and a non-host re-
ceiving an updated board.

230 ms

Time measured between a non-host moving a block and another
non-host receiving an updated board.

435 ms

Table 11: Some performance benchmarks for moving code blocks. The times are calculated as approx-
imate average values.

4.5 SUS score

In the final user test, we asked our participants to answer a questionnaire; after they had used TPP for
about 15 minutes. The participants answered ten statements in order to measure the System Usability
Scale (SUS) score, see chapter 2.9. Table 12 shows the calculated SUS score for all participants and the
mean score. The mean score was 77.5, which according to table 1 gives an adjective rating of GOOD. As
the score is well above 68, it is also considered acceptable.

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
72.5 77.5 67.5 92.5 52.5 87.5 75 87.5 77.5 77.5 92.5 65 72.5 75 90
MEAN SCORE 77.5 - GOOD

Table 12: System Usability Scale scores from final user test.
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4.6 Other findings

This chapter highlights findings relevant to the discussion but not directly tied to any of the research
questions. These questions were asked as a part of pre-test questionnaires. How do you prefer to work?
was asked in the final user test; see figure 53. The other questions, see figures 54, 55 and 56, were asked
in both user test 3 and 4.

Figure 53: Bar chart of the responses to Q10

Figure 54: Bar chart of the responses to Q11

Figure 55: Bar chart of the responses to Q12
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Figure 56: Bar chart of the responses to Q13
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5 Discussion

In this chapter, we discuss our findings and evaluate our project. We start this chapter by evaluating our
findings relating to our research questions. Next, we evaluate our methodology, our potential solution
for a cooperative Parsons problems game, and our fulfillment of the project goals. We also address some
of the limitations of this project. Lastly, we present our recommendations for further work.

5.1 Evaluation of findings

In this chapter, we will discuss our results relating to the research questions defined in chapter 1.3. For
each research question, we will summarize our findings and discuss how our results relate to the motiv-
ation from chapter 1 and literature review from chapter 2.

5.1.1 RQ1: Can cooperative Parsons problems be a fun and social activity for novice programming
students?

Studies report that students in higher education are feeling lonely [31, 32, 33, 34, 35]. Loneliness, as a
mental distress, is claimed to negatively affect a student’s academic study and overall well-being [36,
37]. We theorized, in chapter 1.1, that the introduction of cooperative learning and gamification could
promote socialization through cooperative structures and positive goal interdependence. We asked our
user testers if they thought TPP could fit that role. Additionally, we wanted to know if they found the
game to be fun, as we considered it an important motivational factor for learning.

Figure 30 shows that 14 out of 15 the participants agreed that the game could improve socialization
among students. However, 4 out of 15 would rather have played this game alone. We asked whether
the participants preferred to work alone or in teams in the pre-test questionnaire. Interestingly, the par-
ticipants seemed to prefer to work alone in the pre-test questionnaire, see figure 53. The participants
seemed to be more positively inclined to play the game cooperatively than generally working together
in teams. They also claimed that the game could increase teamwork, as evident by the thematic analysis,
see figure 31. In the group discussion, several participants also mentioned that they would rather play
this game with friends instead of it being a "get to know each other" activity. This is also reflected in
the thematic analysis, see figure 31, where there were more mentions of working together to solve a task
compared to mentions of getting to know each other.

Our data suggest that the participants found the game to be fun. A common theme that emerged in our
thematic analysis was fun activity in regards to how TPP could impact socialization among students,
see chapter 4.1.2. All participants agreed with the statement: the game was fun to play; in the final user
test. For example, a participant wrote that “[This game] It is a conversation starter and a fun way to get
students to engage socially”. Another participant mentioned, during the group discussion, that the fun
came from the chaos that emerged; when everyone moved their code blocks simultaneously.

Several participants mentioned that it was the cooperation that made the game fun, both in the group
discussion and in the thematic analysis, see figure 31. This statement aligns with Zhang’s principles for
social relatedness, which state that software should be designed to facilitate human-to-human interac-
tion; see table 4. The people fun key also aligns with the statement that fun and cooperation go hand
in hand. The people fun key suggests that people that play together express more feelings. See chapter
2.11.1 for more information on the people fun theory.

However, several participants mentioned that they thought that the game would become boring quickly.
For example, a participant wrote in the post-test questionnaire that: “I think it [The game] could quickly
become boring after 1 or 2 days”. We also got requests to add competitive elements to TPP; in the form
of a leaderboard. Several participants told us that they were motivated by competition. This trait can
also be seen in the competitiveness (C11) characteristic in table 8. This characteristic also aligns with the
people fun theory in chapter 2.11.1. Other participants pointed out that the introduction of competit-
iveness could demotivate struggling students.
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5.1.2 RQ2: What are the players’ perceptions of the potential learning outcome from solving cooper-
ative Parsons problems?

In chapter 1.1 we presented Parsons problems and how they can be used to help struggling program-
ming students; by reducing cognitive load, see chapter 2.4.1. We theorized that we could increase the
learning outcome even further by introducing cooperative gamification. We based this assumption on
previous studies on transactivity and cooperative gamification. Transactivity is a measurement of the
depth of social interaction in cooperative activities, and transactivity has been empirically tied to im-
proved learning outcomes [26, p. 352]. Cooperative gamification can encourage participants to share
and interact with each other to solve a problem [54, 55, 30]. See chapter 2.4.2 and 2.4.3 for more inform-
ation on transactivity and cooperative gamification. We chose to focus on the perception of learning
since we deemed that we did not have the time to test actual learning outcomes, see chapter 5.4. Per-
ceived learning outcome can also be linked to a player’s motivation, referring to serious fun in chapter
2.11.1.

80% of the participants thought that the game could be useful for testing newly learned programming
concepts; see figure 32. An instructor could, for example, introduce a new topic such as loops or func-
tions. The students would then play the game in teams to ensure that everyone understood the concept.
Figure 34 shows that 70% of the participants thought that the game could create discussion about pro-
gramming concepts. We also observed that the players discussed problems; if they were to disagree
on a task. According to the thematic analysis and our observations, the discussion would often involve
players trying to explain their thought processes. A participant even wrote that: “The [game offers the]
opportunity to see how other students think”. There were 15 mentions of the theme explain code to oth-
ers in the thematic analysis, see figure 36. Transactivity has been empirically tied to improved learning
outcomes, see chapter 2.4.2. Discussion and explain code to others relate to both dialectic and dialogic
transactivity, respectively. However, we observed that an increase in transactivity could result in mis-
understandings, especially if a team was exposed to the leader emerging characteristic (C1), see table 8.
Players tended to agree with the leader, even when the leader was wrong.

Figure 33 shows that just over 50% of the participants agreed with the statement: the game could dis-
cover weak areas in their programming knowledge, whereas 20% disagreed. We argue that we might
have phrased the question incorrectly in the questionnaire. The other questions consider general bene-
fits, while this question asks for their personal gain. The answers might be affected by the fact that the
participants did not consider themselves the target group. The participants were also split on whether
or not this game could be used as a repetition exercise, see figure 35. Just over 50% of the participants
agreed with the statement, whereas 20% disagreed. We observed that the players showed more engage-
ment in tasks that they considered to be more difficult.

The thematic analysis also suggests that the game could be more educational if the game provided better
feedback. A participant wrote that: “I think it would be more educational if there were an explanation
after each task detailing why things work and what every line does”. Some teams essentially submitted
the correct solution but with a wrong index or indent, resulting in feedback with only incorrect lines. In
the group discussions, several participants mentioned that they found this to be frustrating. We noticed
in our observations that complex tasks encouraged trial-and-error behavior, see table C8 8. We theorize
that the trial-and-error behavior could be reduced if we were to include more educational feedback.
Several participants also requested execution-based feedback or debugging functionality. A participant
in a group discussion pointed out the importance of learning how to locate errors through debugging.

We also got feedback on the use of Parsons problems in general. A participant wrote that: “In this game
we were limited to the handout code, which means that we had to solve the exercise in a way we nor-
mally would not. I think that this game could expose players to different ways of coding”. In the group
discussions, we found out that most participants were not as positive about using Parsons problems as
they thought they would learn more from writing code themselves. Several participants also requested
that we should replace drag-and-drop with code writing in TPP. A poll from the pre-test questionnaire
also reflects this; see figure 54. It would be interesting to explore whether it would be possible to replace
drag-and-drop with code writing; in a similar game. However, we suspect that such a game would still
face problems related to intra-group coordination, such as leader emerging (C1) and passivity (C2) in
table 8.
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The results from the thematic analysis suggest that TPP can be good for learning how to code, as sugges-
ted by the themes; see figure 36. The thematic analysis also suggests that TPP would be more suitable for
beginners, as it was another prevalent theme. Therefore, we claim that if TPP were to be used in higher
education it would be mostly beneficial in the early phases of a programming course.

5.1.3 RQ3: How does a team work together to solve cooperative Parsons problems in a digital space?

This research question aims to explore how teams work together when solving cooperative Parsons
problems. In chapter 1.1 we explain that our motivation for this project was to develop software that
could promote socialization, motivation, and learning for novice programming students. In order to
gather more insight on how to promote these themes, we defined this research question. After review-
ing the user tests, we developed a list of characteristics of teamwork when using a game such as TPP.
This knowledge can hopefully be beneficial for design decisions; in future iterations of TPP or for creat-
ing similar cooperative Parsons problems games. Chapter 4.3 presents the results derived from 7 user
tests across two iterations. Keep in mind that these characteristics are our own interpretations from
observations, group discussions, and questionnaire answers.

Firstly, we observed that a leader would emerge in a majority of the teams (C1). The leader would often
take the initiative to request blocks (C4), review the task description (C5), review the code (C9), and in
general, contribute heavily to the overall discussions and interactions within the game. It is not entirely
clear why this happened. It is possible a student’s confidence in their programming abilities can contrib-
ute to this, as they might believe that they can guide the team towards the correct solution. Additionally,
the pre-existing group dynamics could also be a contribution. As we only tested TPP on students who
already knew each other prior to the tests, we cannot speculate too much on this. It would be interest-
ing for future research to observe how teams of strangers would work together in such a game. During a
group discussion on the topic of leadership, one participant said that it is unrealistic to expect everyone
to understand what is going on at any given time. According to the participant, it is therefore beneficial
to have a leader who can coordinate the teamwork.

We also observed that there would typically be one person in a team that took on a more passive role
(C2). This observation is also reflected in the theme imbalance of participation that emerged in our
thematic analysis, see chapter 4.1.2. We prompted the participants on this during the group discussions
by asking how the teamwork was. A few participants said they would sometimes fall behind the oth-
ers (C10). The other members would start solving the task before everyone had finished reading the
task description and understood the objective. Falling behind could lead to passivity for some, as they
struggled to keep up with what the team was doing. Another factor that contributed to passivity was
task difficulty. A participant mentioned during the group discussions that: “if it was a difficult task, I just
put in everything [their code blocks] and let the others solve it”. Another participant said: “I just moved
in all of my blocks and let the other do the work.” According to the theory, see chapter 2.1, while pair
and cooperative programming exercises such as cooperative Parsons problems can be good for creating
discussion, team composition can be challenging. Assuring an appropriate task difficulty, and that the
team members are on a somewhat equal level in terms of programming skills, could help circumvent
this issue. To address this, TPP could measure individual participation in a team. We theorize that some
players would step up if we were to group together individuals with low participation. However, it might
also be the case that participants with low participation require easier tasks.

On the topic of difficulty, we observed that harder tasks created more discussion compared to easier
tasks (C7). There would not be as much discussion during the easier tasks, as the teams were able to
solve them rather quickly. Harder tasks usually led to more reflection as well (C6). Reflection would
usually be followed by ’eureka’-moments when a programming concept or an aspect of the task became
apparent. Another side effect of increased task difficulty was the introduction of trial-and-error beha-
vior (C8). This aligns with the theory that line-based feedback encourages trial-and-error behavior, see
chapter 2.2.3. Since TPP did not punish this behavior, they might have felt inclined to submit more fre-
quently when the tasks got harder. We believe this can be circumvented by implementing scores and a
limited amount of attempts per task. According to the theory, see chapter 2.11.2, scores can discourage
trial-and-error behavior while also creating motivation.

Trial-and-error was one of the strategies we observed during play. Another strategy was moving all the

63



code blocks into the solutionfield at the start of a task (C3). Some participants said they did this to cir-
cumvent the invisible code blocks. Another participant claimed that it became easier to get an overview
of how to solve the task when they could see all of their options. This strategy defeated the purpose of
having the code blocks be invisible, as the feature was indented to promote communication between
the players. On the other hand, the teams that did not follow this strategy relied on requesting blocks
from each other (C4). As previously mentioned, the leader would usually initiate this by asking ques-
tions such as: ’does anyone have a def ?’ or ’can someone place the return statement?’. This strategy
became less prevalent during the harder tasks, usually because the players would simply place all of
their blocks in the solutionfield from the start (C3). Lastly, another strategy that we observed was re-
viewing the code collectively (C9). Once again, the leader would usually initiate this by reviewing the
code line by line, explaining how it works, and asking if the others agreed. This approach often led the
team to discover where the mistakes were located. On the contrary, we observed that teams that did not
follow this strategy would review the code in silence. The latter was less prevalent in teams that featured
leaders.

A majority of teams showed competitive behavior (C11). They would try to solve the tasks quickly and
showed excitement when solving tasks. This evidently resulted from the teams wanting to beat each
other’s times and scores. Occasionally, a few teams would ask if they performed better than some of the
other teams, even though we assured them that we did not measure their performances. It is unclear if
this characteristic would occur naturally in a more realistic classroom setting. Because the groups knew
they were a part of a user test among other participants, they might have felt some inherent desire to
beat their classmates. Implementing scores and leader boards might help create a competitive envir-
onment in a classroom setting. However, this might not be a desirable outcome. While competition
might motivate some, we argue that it could also create unnecessary stress for others. It is also possible
that competition promotes an approach of trying to solve the tasks as quickly as possible, neglecting the
learning aspect of the game, as there might be less discussion and reflection around the relevant pro-
gramming topics. This last point is more speculative and should be explored further in future iterations.

5.1.4 RQ4: How could a cooperative multi-player Parsons problems game be designed?

This research question aims to explore how a cooperative multi-player Parsons problems game can be
designed. As stated in chapter 1.2, we did not find any existing solutions for this type of game. There-
fore, we decided to develop our own game as part of this project. This game, referred to as TPP, was
tested across four iterations, including seven user tests, to gather feedback on how such a game could
be designed. We hope to answer this research question by reviewing what we believe worked and did not
work with TPP; by discussing its features, design, and usability. Chapter 4.4 gives a thorough overview
of the final version of TPP’s user interface, features, architecture, and performance.

With a System Usability Scale score of 77.5, see chapter 4.5, the data suggests that TPP is a GOOD and
usable product. TPP also got positive feedback on its design during the user tests as it was quoted to
be ’intuitive,’ ’simple,’ and ’easy to use.’ One participant wrote: “I like the layout with the code in the
middle and the players surrounding it. It is intuitive mapping and simulates players sitting around a
table in real life. The intuition leads the eyes towards the middle, and you understand quickly how to
interact with the game”. This quote suggests that TPP follows principles 3 and 4 of Universal Design, see
chapter 2.7. We argue that the tutorial our participants were asked to watch before play contributed to
this. It would have been interesting to perform user tests without the tutorial to see if the participants
could independently figure out the controls and the objective.

We also believe TPP fulfills principle 2, Flexibility in Use, by providing the players with multiple options
for moving code blocks. In addition, confirmation modal windows provided tolerance for error, which
follows principle 5 of Universal Design. However, the final design is not without its flaws. A few parti-
cipants expressed that the design looked ’childish’ due to its color scheme. Since TPP was indented to
be used by students in higher education, we think the color scheme could be improved. Lastly, TPP also
has some issues with its layout across various screen sizes and resolutions. During the final user test, we
observed that smaller screen sizes reduced the usability to some extent. Some participants also had to
scroll through the task description field to see the full content. In this regard, TPP fails to some extent to
follow principle 7 of Universal Design: Size and Space for Approach and Use.
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We believe distractors were a good addition to TPP, as they require players to reflect on why the content
of a code block is correct or incorrect. However, we cannot confirm whether distractors made the tasks
harder, as stated in theory; see chapter 2.2. Whether distractors added difficulty could have been tested
by performing a test where the performance was measured based on the inclusion or exclusion of dis-
tractors. In regards to scaffolding, we opted to use student-scaffolding, see chapter 2.2. We deemed it to
be appropriate for the Python language as it requires the players to set correct indentation. One parti-
cipant mentioned that indentation is an important aspect of learning, specifically for languages such as
Python. Since we did not implement pre-scaffolded problems, we cannot draw any conclusions on its
effect. However, participants seemed to handle indentation well. Lastly, we did not test part-complete
problems as a feature since we did not include it in our user tests. However, some participants did sug-
gest that some blocks could already be placed in the solutionfield, for example, function declarations
and return statements. This suggestion would classify as a part-complete problem and could be inter-
esting to test further.

Both drag-and-drop and double-clicking worked well for moving code blocks. We also observed that
both dragging, and using the tab or backspace keys, were used for indenting blocks. Overall, we re-
ceived few complaints regarding code block interaction. However, there were some issues regarding
synchronization when there were a lot of simultaneous code block interactions. In those scenarios, we
observed that blocks would temporarily skip back and forth, which caused the players to exclaim in
confusion. This was a result of the implementation of previews which attempted to fix the delay caused
by the player as host solution, see chapter 3.4. Overall, we believe this issue was not too impeding but
could be mediated by slight adjustments to the preview solution. We evaluate our choice of architecture
in chapter 5.3.2, such as how the peer-to-peer networking architecture worked for TPP.

The user testers had varying opinions on the decision to hide other players code blocks in the handlists.
One participant wrote: “[I think] it is good that you cannot see each other’s code. Instead, you have to
communicate what you need [code blocks], and then you find out what everyone has afterward. There-
fore you have to start with a common understanding and structure of the code, and then cooperate on
how to advance with the code blocks you have received”. However, other players felt it to be cumber-
some as they would rather have all of their options visible to them from the start.

We followed guideline 4 regarding resources, see chapter 2.11.2, where the distributed code blocks ac-
ted as resources. Our intention with this was to promote communication and cooperation between the
players, but as evident by characteristic 3, see table 8, it ended up being counterproductive. We believe
this behavior could be prevented by implementing some restrictions, for example, restricting how many
blocks a player can move into the solutionfield within a certain time frame. One participant also men-
tioned that this strategy would not work as well if there were more distractors. The participant argued
that this behaviour would be discouraged as the distractors would not be useful for the solution. More
research should be done on this aspect in order to decide on the most beneficial design to promote
cooperation.

We received some feedback that it was difficult to maintain a good overview of the code when there
were a lot of simultaneous interactions. Player-indication improved on this from iteration three, but
this feature does not apply when moving a code block from a handlist to the solutionfield. Initially, we
had planned to display all the players’ cursors, something akin to Figma [75]. We believe this feature
could improve clarity, while also providing the players with a tool for communicating within the game
itself by, for example, referring to- or highlighting code with their cursors.

The lock-in system for submitting tasks seemed to be intuitive during user test four. We observed that
when one player locked in, the others would follow. This suggests that the system worked well for co-
ordinating task submission. However, we got feedback that it was cumbersome that all players had to
lock in if they needed to re-submit after making adjustments to the code. Some participants wanted a
quicker submission process, potentially akin to how submission worked in iteration three. We argue that
this could lead to more trial-and-error behavior as the lock-in system inherently adds some resistance
that prevents a player from simply submitting multiple times in rapid succession.

The opinions on the code solution feedback itself were mixed. While some participants thought the
feedback to be intuitive, others were confused as it was not clear that it was line-based, see chapter 2.2.
Since TPP assessed the code based on the absolute position of code blocks, it led to some confusing
scenarios. For example, if the order was correct, but slightly offset by one line, the game would mark
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the entire solution proposal as incorrect. The game does not separate its feedback on whether a code
block is on a wrong line or if the indentation is incorrect. Js-parsons, see chapter 2.3, features this sep-
aration, and we argue it would be a good addition to TPP. We also had multiple participants express that
execution-based feedback would be preferred compared to our line-based implementation, see chapter
2.2. This statement is also reflected in the theme insufficient feedback from our thematic analysis, see
figure 36. One participant, in particular, claimed that it would be beneficial for novice programming
students to see the stack trace, as debugging is an important aspect of being a programmer. The liter-
ature, see chapter 2.2.3, states that students requested less feedback when it was execution-based. This
suggests that this form of feedback was more helpful than line-based, as they were able to solve tasks
with less errors.

The hints did not seem particularly helpful during the user tests based on our observations. When the
participants were stuck on harder tasks, some would resort to opening the hint modal window. How-
ever, it did not seem to help them figure out the solution. We believe this was more of an issue of our
execution rather than the hint functionality being inherently ineffective. Writing helpful hints is there-
fore crucial. The clear functionality was mostly neglected by all groups. If the participants had to make
major adjustments to the code, they would do it manually. However, we acknowledge that 15 minutes
is a relatively short time to fully explore all the features of any program. It is also possible that the par-
ticipants would have requested other hotkeys or features if they had more time to explore and play the
game.

We mentioned in chapter 5.1.4 that player passivity could be caused by the struggle to keep up with the
team during play. Buchinger and Hounsell’s guideline 2, regarding synchronization, states that turn-
based games allow for more time to think about actions, which could help mitigate this issue. However,
the guideline also states that the long waiting times could lead to boredom and slow down the game
dramatically. Ultimately, we believe synchronization was the better alternative for TPP, as we believe the
playability would have suffered if the game was turn-based. We also believe a maximum of 4 players was
appropriate, as bigger teams could have potentially led to more passivity. We also followed guideline 3
regarding roles, see chapter 2.11.2, which states that all players should have the same role if the content is
important. However, as we discussed in chapter 5.1.4, having one player as the leader could be beneficial
for coordination. Other potential roles could be a player that ensures that everyone is heard, and another
player that ensures that the team is reflecting on the various topics of the task. Furthermore, assigning
roles that have different actions in-game is also an interesting idea.

5.2 Evaluation of methodology

This chapter will present the evaluation of our methodology. We will cover the iterative process, devel-
opment process, the user tests and our thematic analysis. In our evaluation of the iterative process, we
discuss whether we followed and benefited from the approach. We then discuss two of the phases in
the iterative process: the development phase and the user test phase. Lastly, we evaluate our thematic
analysis, which we performed after the fourth user test.

5.2.1 Evaluation of the iterative process

We followed an iterative process to fulfill the design thinking and design science methodologies, see
chapter 2.5 and 2.6. We believe that we were able to utilize these methodologies successfully. At first, we
defined what kind of game TPP would be and what problems it would address, see chapter 1.4. Next,
we defined a set of research questions, see chapter 1.3, which would become a primary focus for the
final user test. We then performed the last four phases of design thinking through the iterative process,
including requirement specification, design, development, and user testing, see chapter 3. This process
was performed four times resulting in four complete iterations. These phases also include activities 2,
3 and 4 in design science. Lastly, we evaluated TPP based on the final user test and documented our
findings, see chapter 5.1, which relate to activities 5 and 6 in design science.

A phase of the iterative process involved feedback from user tests. This feedback would occasionally
provide ideas for potential functionality that we later defined as new requirements. However, we did not
manage to implement much of the functionality we got as feedback from the user tests, especially in
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the first two iterations. This somewhat diminished the strength of the iterative process. In addition, the
priority of requirements required us to focus on many of the pre-existing requirements we had elicited in
iteration two. This meant that new feedback regarding potential functionality was moved to the backlog.
If we had more time, or a bigger team, we probably would have been able to benefit more from this
feedback cycle.

We also believe iteration three could have been split into two. Iteration three lasted over three months,
compared to iterations 1, 2 and 4, which lasted between two to six weeks each. The reason for this
was that we needed to implement a substantial amount of functionality to make TPP fully playable in
iteration three. We argue that we could have focused primarily on the moving of code blocks and task
submission in the third iteration, and pushed the lobby and task-creation tool to the following iteration.
This would have allowed us to get feedback on the ’feel’ of the game before developing matchmaking
and task creation.

Overall, we believe the iterative process worked well. It allowed us to set short-term goals, which made
the workload easier to digest in the long term. If we had followed a more linear software development
process, such as the waterfall model, it would have been difficult to make certain design decisions, es-
pecially early on. We argue that a tight feedback cycle during the first two iterations allowed us to create
a well-accepted design, which stayed mostly consistent throughout development. It also allowed us to
gain experience on how to carry out user tests with groups, which benefited us when conducting our last
user test. For example, we were able to set more appropriate difficulty levels for our tasks, and improve
our surveys and group discussions. Surveys and group discussion were especially altered from iteration
three to account for our research questions.

5.2.2 Evaluation of the development process

The development process took elements from the Scrum development methodology; including Sprint
Planning, Sprints, Sprint Review, the Product Backlog and the Sprint Backlog. Each Sprint lasted for
two weeks, including a meeting with our supervisor every other week. Each Sprint started with a Sprint
Review where we summarised what we had accomplished in the previous Sprint, and what needed to be
done for the next one. We considered what activities to prioritize, and placed them in the Sprint Backlog,
which would become the focus for that Sprint. However, we were not strict with our deadlines, resulting
in us not always reaching our biweekly goals. Elements from the previous Sprint would often carry over
to the next. This could have been mediated by spending more time estimating the time necessary to
complete each task. In addition, we could have used planning methods, such as Planning Poker, at
every Sprint Planning meeting to set more accurate goals. Nonetheless, we believe this format worked
well overall for breaking down long-term goals into short-term ones.

We also utilized Trello to help organize our project. Activities were first placed as cards in the Product
Backlog, which would be transferred over to the Sprint Backlog during each planning meeting. We would
then assign ourselves onto an activity card, and move it to the ’In progress’ list. Next, we moved the
activity card to the ’Code review’ list when the activity was complete. During development, we would
review each other’s work, and this list would indicate that something had to be reviewed. We would then
move the activity card to the ’Address feedback’ list if an activity needed revision. Finally, the activity
card would be moved to the ’Done’ list. This system was useful for reviewing work, providing an overview
of what needed to be done, and what activities were in progress. If any of us had any suggestions, we
would also put them on the board. The other person could then add a comment to that card to create
a discussion. Trello thus became the primary way for us to administer work to be done, and to keep an
overview of the development process.

When building the software, we followed test-driven development. We experienced that this process
worked well early on when developing the interface. However, this process became more difficult to
follow when we started developing the more game-like aspects. For example, the drag-and-drop func-
tionality was complicated to test. It is possible that we could have utilized automation tools such as
Selenium [89] for these purposes. The test-driven approach would be abandoned for most of the user-
driven actions. Ultimately, we argue that we did not utilize some of the benefits of test-driven devel-
opment. Being somewhat unfamiliar with React and the libraries used also contributed to this. The
test-driven development was primarily beneficial for the task-creation tool, as the form-like interface
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lent itself better to the testing framework we had chosen.

5.2.3 Evaluation of the user tests

We were primarily concerned with reliability and validity when evaluating the user tests. We use
Lawrence Leung’s paper to define reliability and validity [90]; as we conducted qualitative research. Re-
liability will refer to the replicability of the processes and the results. Therefore, consistency is an import-
ant factor we have to evaluate in the following chapter. Validity is concerned with the ’appropriateness’
of the tools, processes, and data. Therefore, we will have to evaluate whether our choice of methodology
is appropriate for answering any questions we might have had going into each user test.

User test 1

For the first user test, our primary goal was to get feedback on two potential designs for TPP. Based on
this feedback, we would choose what design to move forward with for the second iteration. The par-
ticipants were recruited from personal connections, and had various degrees of experience with pro-
gramming and design. Due to their various backgrounds, we were able to get feedback from different
perspectives. This included experienced developers as well as novice programming students. We believe
this gave us varied and valuable feedback.

The test was performed using a low fidelity prototype on paper over Zoom [23]. Due to the Covid-19
situation, we had to perform the tests digitally and have the participants direct us to move the paper
pieces around. Even though this was less than ideal, we believe it did not impact the quality of the
feedback, as we were only interested in the design aspect of the prototypes.

• Reliability: Each participant went through the same procedure, see appendix B.1. The designs
were presented in the same order, and the same questions were asked for each participant. Natur-
ally, some follow-up questions would differ for each test. The most prominent affecting factor, in
terms of reliability, was the participants themselves. Due to the variance in programming exper-
ience, they would inherently have different perspectives and opinions when evaluating a design.
Overall, we believe there is a strong consistency.

• Validity: We believe the A/B testing method worked well for choosing a design for TPP. Only qualit-
ative questions were utilized in an interview-style question round after they had experienced both
prototypes. Whether or not the data is valid would depend on whether we could interpret their
answers and opinions correctly. This will ultimately be a subjective matter, and is also affected
by our own interpretation abilities. Additionally, we would have to stay neutral, and not let our
own opinions and preferences of the designs dictate how we perceived the feedback. Ultimately,
we believe our methods and interpretations were appropriate for choosing which design to iterate
further.

User test 2

The goal for the second user test was to get more explicit feedback on the design, and get opinions on
some of the functionality. We performed the test on five participants, consisting of first and second-year
programming students. Our intended target group for this project was novice programming students,
which most of our participants were. However, it could be argued that the second-year students would
be considered too advanced. We deemed them adjacent enough, and decided to include them regard-
less.

The tests themselves were performed in-person, using a digital low-fidelity prototype. This prototype
was developed in Figma, where we had to pre-determine the actions that were possible to perform. This
is a limitation of the tool, which created a primarily linear experience for the participants. For example,
they would have to move blocks into the solutionfield in a set order, but some of the buttons like ’hint,’
’clear,’ and ’submit’ could be interacted with at any time.
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• Reliability: Each participant went through the same procedure, see appendix B.2. In terms of
consistency, Figma as a prototype lent itself well for reliability purposes, as the participants were
forced to interact in a set order. We argue that this would have been more of an issue if we were
testing a more traditional user application, as navigation is an important aspect of those inter-
faces. In this user test, we were more so interested in whether the game felt intuitive in regards
to button actions and code block interactivity. We believe there is a strong consistency with the
prototype and the post-test interview.

• Validity: Using a prototype tool such as Figma was a natural progression from the low-fidelity pa-
per prototype in iteration one. We were able to gather more feedback on the chosen design and
the interactivity of the code blocks. An interview was performed afterward, where we gathered
more explicit feedback on specific aspects of the design and functionality. Similarly to the previ-
ous user test, our interpretation abilities would affect the validity of the data. We would discuss
the feedback afterwards, create a summary of changes to be made, and what to prioritize going
forward. Ultimately we believe our testing and feedback gathering methods were appropriate.

User test 3

The user test in iteration three was ambitious in scope. TPP was developed as a fully working game, in-
cluding a lobby system, code block interactivity, solution feedback, task navigation, and network com-
munication between players. We wanted to get feedback on usability, teamwork, and how fun the par-
ticipants perceived the game to be. We recruited two teams of four first year-programming students.
Each team would work together to solve five tasks using TPP. We met at our school campus and per-
formed the tests in person. Each test consisted of a pre-test questionnaire, playing the game, a post-test
questionnaire, and finally, a group discussion.

When the game started, we would observe how they interacted with TPP, and take note of how they com-
municated and cooperated to solve the tasks. We had little to no experience performing user tests with
groups, so getting a complete overview of the whole session proved to be challenging. Especially with
the current iteration, there was little visual feedback on the screen when other players interacted with
code blocks. We would attempt to interpret their body language, spoken words, and watch their screens
to perceive if they at any point felt confused or overwhelmed; when there were a lot of simultaneous
code block interactions. The post-test questionnaire also featured a question that prompted the parti-
cipants on this issue. Similar concerns would also be addressed in the group discussion to elicit more
feedback from the participants.

• Reliability: The same procedure was followed for both teams, see appendix B.3. The participants
were presented with the same tasks, and the teams consisted of four first-year programming stu-
dents. We observed that the first team had a more structured approach for solving the tasks. They
also had a clear leader role emerging that coordinated the teamwork. This contrasted more or less
with the second team, which had less communication and a more ’trial-and-error’ approach in
regards to submitting solutions. Unfortunately, the second team experienced an impeding bug in
the software that the first team did not; see chapter 3.3.4. This forced the team to ’play around’ the
bug, which we argue caused some inconsistency between the two tests. We cannot exclude that
this bug gave the second team a worse user experience, which might have affected their feedback.

• Validity: Performing the user tests with groups was appropriate, as we wanted to observe how the
participants cooperated and how TPP would perform in a more realistic setting. As for the feed-
back, it could have been better to move some of the questions from the post-questionnaire to the
group discussion segment. We suspect it could have been difficult for the participants to express
all of their thoughts accurately in text form, especially with the amount of prompted questions.
In addition, it might have been more appropriate to discuss specific topics with the whole group,
considering TPP is intended to be a cooperative game. We also would have had more opportun-
ities to ask follow-up questions, which might have helped clarify any concerns they might have
had. Lastly, the post-test questionnaires lasted longer than anticipated, resulting in little time for
the group discussions. Ultimately, we were able to answer most of our questions regarding design
and functionality, even though our feedback elicitation approach could have been improved.
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User test 4

The goal for the fourth and final user test was to gather data for the research questions. We solved a
race condition bug in this iteration; that was present during the last user tests. We also recruited five
groups, consisting of 3 to 4 first-year programming students, to participate in this user test. Similar to
the previous user test, each team would work together to solve five tasks using TPP. We met at our school
campus and performed the tests in person. Each test consisted of a pre-test questionnaire, playing the
game, a post-test questionnaire, and a group discussion.

• Reliability: The same procedure was followed for all groups, see appendix B.4. All teams were
asked to solve the same task set with a 15-minute time limit. This time limit was implemented
because we wanted each team to have the same amount of time to solve the tasks, while also
ensuring we had enough time afterward to perform the post-test questionnaires and group dis-
cussions. We experienced one bug that occurred during play for one team. We believe that this
minor inconvenience did not affect the test negatively, as it only lasted about 2 minutes before
we restarted the game. However, there was some inconsistency with the team sizes. We argue
that it was important for the teams to be of similar size, as communication and cooperation was a
major focus for these tests. One team had a few participants missing, resulting in only two mem-
bers. Ultimately, while there were some inconsistencies with the group sizes, we believe it did not
negatively affect the data in any meaningful way.

• Validity: Our approach for this user test stayed mostly the same as the previous iteration. After
evaluating the validity of the previous user tests, we decided to spend more time on the group
discussions. Therefore, we only included two open-ended questions, among a few close-ended
questions, in the post-test questionnaire. In addition, more emphasis was put on the team dis-
cussion by asking more questions in order to create a dialogue between us and the participants.
We argue that this worked well as we were able to gather data for our thematic analysis while also
creating a more fluid and open discussion about the relevant topics. However, we believe that the
format for this user test lacks some validity compared to the previous user test. The participants
only interacted with TPP for about 15 minutes; in both iterations three and four. We argue that
15 minutes was appropriate for iteration three, as we primarily wanted to gather feedback on the
usability and the design. However, we believe this time limit was a limitation in user test four, as
it created an artificial environment for TPP as a game. As one of our participants mentioned, it is
difficult to accurately perceive the effectiveness of the game as a learning and cooperation game
in a user test environment. The participant argued that the time limit does not necessarily reflect
how the game would be used in a real setting. It is possible that the 15-minute time limit con-
tributed to an artificial setting by unintentionally pressuring the participants to solve the tasks as
quickly as possible. Even though we stated that there was no pressure to solve all the tasks, we
cannot disregard the possibility that this affected the performance. We argue that not mentioning
the time limit could have removed this factor.

5.2.4 Evaluation of the thematic analysis

In order to evaluate our thematic analysis, we will use Braun, and Clarke’s 15-point checklist of criteria
for good thematic analysis [70, p.96]. Firstly, all of our data was gathered from an open-ended question-
naire, meaning no transcription was involved. During the coding process, we made sure to give equal
attention to each answer by highlighting sections of text with different colors to separate them. Next,
we generated themes from all of our codes. A mind map was created to group together related codes,
which we then used to generate themes. We avoided themes from only a few vivid examples, which is
point number 3 in the checklist. We also checked all of our themes against the related data extracts and
the entire data set in order to ensure the themes accurately represented them. Next, we ensured that the
themes were internally coherent, consistent, and distinctive. Lastly, we analyzed the data by interpret-
ing them using our themes in relation to our research questions, see chapter 5.1. Ultimately, we believe
the thematic analysis was successful as we were able to analyze and interpret our data systematically
and methodologically in order to discuss and answer our research questions.

70



5.3 Evaluation of TPP

This chapter will first evaluate the functionality by reviewing our requirement specification. Next, we
will evaluate the architecture and performance. Finally we will discuss our choice of technology.

5.3.1 Evaluation of functionality

Table 13 gives an overview of the requirements we completed during the four iterations. We were able
to complete the requirements from priority 1 and 2, and some from priority 3. See appendix A for the
requirement list.

Status Requirements
Complete 1, 2, 3, 4, 6, 8, 9, 20, 21, 22, 25, 26, 27, 29, 30, 31, 32, 33, 34, 35, 36, 37,

38, 39, 40, 41, 45, 46, 47, 48, 49, 50, 57, 58, 59, 60, 61, 62, 63, 64.
Incomplete 5, 7, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 23, 24, 28, 42, 43, 44, 51, 52,

53, 54, 55, 56, 65, 66, 67, 68.

Table 13: Complete- and incomplete requirements.

Completed requirements

Starting with requirements 1-4, creating a new task in the task-creation tool is possible. The tasks are
generated from the correct solutions and task descriptions. The task-creation tool also includes the
option to add distractors and hints. The resulting output can be downloaded as a JSON file. Continuing
to requirement six, multiple solutions for a task are possible, even though it is cumbersome that the
solutions have to be added manually. To address this, we could have modified the task-creation-tool to
calculate other possible solutions. This could be achieved by checking whether or not the last line was
dependent on any previous lines. Fortunately, we did not have to create many tasks for the user tests. If
we were to perform a more extensive user test, it could have been beneficial to automate the process of
finding alternative solutions to a task.

It is also possible to create task sets within the task-creation tool. Initially, we planned to create an in-
structor version of TPP. However, as we deemed it more useful to focus on the student’s view, rather
than splitting our efforts, we chose to develop a task-creation tool for internal purposes. The user must
create a number of tasks before the tasks can be added to a task set. This functionality is relating to
requirements 8 and 9. In order to play the task set, manually add the generated JSON file to the source
code of TPP. Ideally, it should have been possible to upload a task set to a database that could be ac-
cessed from TPP. Since the task-creation tool is only used by us, the developers, we argue that such an
implementation would fall under the category ’nice to have’, and thus be a part of priority 4.

When it comes to starting new games, we managed to implement functionality relating to joining and
starting a game. To join a game, a player needs an invite link from us; see requirement 21. A player is
then asked to fill in a nickname and select what game lobby they want to join; see requirements 25 and
26. If the player submits an empty nickname field, they are granted a random id, which relates to their
peer id from the LioWebRTC library [81]. The player is then presented with a lobby where they can see
their connected team members and select a task set, see requirements 20 and 27. Any player in the lobby
can start the game on behalf of their team; see requirement 22. However, some user testers expressed
that they would prefer if all players had to explicitly confirm that they were ready to start the game. We
could probably have reused the lock-in functionality from solving tasks for this purpose.

We completed 13 out of 16 requirements in the ’solving task’ category. Players can move code blocks
within their own handlist and within the solutionfield according to requirement 30. It is also possible to
select and use tab-keys to change solutionfield indentation according to requirements 37 and 39. Players
can move code blocks between their handlist and the solutionfield by using drag-and-drop according
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to requirement 29. Players can also move code blocks between the handlist and the solutionfield by
double-clicking the code blocks; according to requirements 34 and 35. One could argue such extensive
code block interactivity was unnecessary. However, according to the user tests, all of these different
methods of moving code blocks were requested in earlier iterations and was used intuitively in later
iterations.

We decided that each player should be distributed their own code blocks and that the content of the
other player’s handlists should be hidden and not draggable, see requirements 31, 32, and 33. In the
first two user tests, this functionality was highly requested. However, we got mixed responses on this
functionality in the third user test. It could be interesting to explore whether the handlists resulted in a
better learning outcome or if they facilitated better teamwork. We added hints and clear functionality
according to requirements 40 and 41. ’Hint’ provides tips on how to solve the given task. ’Clear’ moves
code blocks from the solutionfield back to the handlists. This functionality was primarily added based
on existing solutions. We argue that we could have waited for the user testers to explicitly request these
features. However, we did get some feedback on what kind of hints the user testers expected to get.
We also added a tutorial within the game according to requirement 36. The tutorial briefly explains the
game and how to play it. We argue that this tutorial prevented us from observing whether or not our
game concepts were intuitive through use alone.

Based on feedback from iteration three, we decided to implement the player indicator functionality to
add more clarity, see requirement 38. This functionality was reused to show the players who are ready
to submit a task; see requirements 46-49. A player that is ready to submit needs to lock in their answer,
which will prevent them from making additional moves. When all players are locked in, the solution
is submitted. The lock-in functionality seemed to work as intended in the final user test. We observed
that a discussion emerged when a player locked in, which often led to the remaining players to lock in
as well. We also implemented line-based feedback, according to requirements 45 and 50, that showed
whether or not a block was placed correctly.

Regarding the non-functional requirements, based on our results, we argue that we created an intuitive
and synchronous game according to requirements 57 and 58. Since we are not collecting any data as of
now, it is easy to fulfill the privacy requirements, see requirement 59. Furthermore, we created a web-
based game for 1-4 players that allows multiple simultaneous games, see requirements 60-63. We also
made some efforts to create a layout that can support multiple screen sizes according to requirement
64.

Incompleted requirements

Starting with requirement 5, we did not prioritize optional rules or the number of attempts for a task. We
argue that this could confuse a player playing the game for the first time, which would be the case for the
user tests. However, it would be interesting to see how optional rules and the number of attempts could
influence performance. The same applies to requirement 10, which considers time limits for tasks. Re-
quirement 7 states that TPP should be able to estimate the difficulty of a task. To estimate the difficulty, a
function could be implemented to take parameters, such as the number of code blocks, distractors, and
programming concepts, to calculate some sort of score. Some established metrics could also be used for
code complexity, such as cyclomatic complexity, cognitive complexity, or Halstead volume [91, 92, 93].
Since students tend to struggle with different topics, we argue that the difficulty rating might not be that
helpful. For the same reasons, we also dropped requirement 13, which states that a time limit should be
calculated from the difficulty of a task.

Requirements 11-12, 14-16, and 23-24 were dropped since we decided not to focus on the instructor’s
view of the game. Internally, it was enough to edit the JSON files manually, and thus we also dropped re-
quirements 11 and 12. Also, we did not have enough tasks to justify the implementation of requirement
16, which states that TPP should be able to filter tasks based on parameters. We did not include any au-
thentication functionality or databases, as we had no incentive to collect data on student performance
for our prototype, see requirements 17-19. We argue that it could be interesting to see what students
tend to struggle with if such a game were to be used in a course. We did not find the time to add the op-
tion of a team name; see requirement 28. However, a user tester in the second iteration mentioned that
a team name could be a good addition to show that a player has to cooperate and not compete with the
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other players. In later user tests, we explicitly informed the user testers that they were to cooperate. In a
final solution, it might be good idea to add more indication that the game is intended to be cooperative
and not competitive.

When it comes to solving tasks, we did not prioritize a built-in text chat or voice chat, see requirement
42, as we did not find it relevant for the user tests. It is worth mentioning that we added the chat re-
quirement based on suggestions from the first and second user tests. We decided that whether or not
the game should include or use third-party chat functionality is outside the scope of this project. Addi-
tionally, we believe it could be beneficial to be able to highlight and move multiple code blocks at once;
see requirements 43 and 44. However, we think that this functionality is less important than the other
requirements that fall under the same category.

There is more exploration to be done regarding feedback on solutions. For example, we did not consider
consequential errors. We also did not differentiate between the wrong indentation or the wrong index.
Additionally, we did not include execution-based feedback or high scores; see requirements 51-56. It
would be interesting to observe whether execution-based feedback would change how a team works to-
gether, or how competitive aspects could affect motivation and learning outcomes. There is progress to
be made with the non-functional requirements as well, including support for various screen sizes and
resolutions, see requirement 65. We did not prioritize mobile devices, nor did we add functionality to
support touch controls, see requirements 66 and 67. Lastly, we did not include third-party authentica-
tion according to requirement 68.

5.3.2 Evaluation of architecture

After evaluating our architecture, we believe we could have spent more time on the design phases before
development. There were a few instances where the data flow and communication had to be changed to
account for different solutions. While this is to be expected in an iterative process, we feel that the read-
ability and cohesion suffered because of this. Due to the long development cycles, especially in iteration
three, we did not take enough time to step back to consider our design choices. Instead, we would make
impromptu decisions that we believe decreased the overall code quality over time. We had planned to
do a major code refactoring near the end of iteration 4, but ultimately could not due to time constraints.
In the end, we believe the component hierarchy is a bit cumbersome to work with. When implementing
functionality that includes communication between players, changes must be done across various com-
ponents. The flow chart in figure 52 shows how the communication was implemented with this design.
This became difficult to keep track of when TPP grew in size. Future designs should re-consider how the
data flows, in regards to player communication, to avoid the high coupling issue.

We also chose to use a peer-to-peer solution for our game. This choice was based on our initial belief
that a peer-to-peer solution would increase performance. Since our initial implementation turned out
to be buggy, see chapter 3.4, it could have been better to use a client-server solution. On the topic of per-
formance, it is also possible that we could have benefited from using a game engine. Some game engines
include inbuilt support for multiplayer games. However, to what degree a client-server architecture or a
game engine would affect performance remains uncertain. It is also possible that there are other solu-
tions for synchronizing the game state across peers that does not require a player-as-host solution. We
recommend looking into potential alternative solutions for this in future designs.

We intended for TPP to be used in a classroom setting, which requires it to be able to scale up tre-
mendously. For example, in a scenario where close to two hundred students are present, roughly 50
teams would need be created to play together. This would result in 50 simultaneous games, which TPP
would have to support. Even though we have only tested on a small scale, with two teams playing sim-
ultaneously, we are confident that it should be possible to scale TPP to support as many simultaneous
games as needed. Since TPP utilizes peer-to-peer networking, there are no server-bottlenecks that could
hinder performance. As stated, our signaling server only serves to match-make peers together, but from
there, all communication occurs between the peers directly. Thus we believe scaling TPP to support
a classroom exercise is possible. However, further implementation and bug-testing will be necessary
before it can be used in a real classroom environment.

A potential drawback of peer-to-peer is that the players must have a good internet connection to pre-
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vent the game performance from suffering. Additionally, using peer-to-peer can allow cheating due to
manipulation of data, see chapter 2.8.2. We believe this is not as critical because the players would know
that cheating only affected them and their own learning potential. However, if leader-boards and scores
were to be implemented, it could become an issue, if there were to be some incentive to perform well in
the game. These drawbacks must also be considered if peer-to-peer were to be used as the networking
communication architecture for future versions.

5.3.3 Evaluation of performance

In chapter 4.4.3, we timed how long it would take to update the board state after moving a code block.
Local moves, such as host moves and non-host previews, appear almost instantly. We benchmarked
previews and host moves to be 2.5 ms and 4.5 ms, respectively. We believe this performance is accept-
able. Two articles claim that a delay of less than 20 ms is considered exceptional [94, 95]. Although these
articles probably consider latency as part of a server-client architecture, and not with a local preview,
they can give us an idea of whether our delay would appear noticeable to the players. Note that we do
not know whether the opinions from these articles align with the average gamer.

In iteration three, before previews were implemented, it would take roughly 435 ms to update the game
state after performing a move as a non-host. We deemed this performance to be unacceptable. By
implementing previews the performance improved drastically. It is worth noting that TPP still faces the
same 435 ms delay when it comes to traffic between two non-hosts. However, since a player cannot
distinguish whether a move from another player happened 435 ms in the past or, for example, 100 ms in
the past, this issue is not as severe.

We argue that it is more important that the player’s own moves appear "smooth". Even though we deem
the performance between non-hosts as less critical, we still think half a second of delay is too much. Un-
fortunately, this delay is mostly caused by network latency. Whether or not some of this delay is caused
by the LioWebRTC library itself remains uncertain [81]. We benchmarked the game with a fairly good
internet speed; 300 MB upload and 300 MB download. If this game were to be played in an environment
with a worse internet connection, the performance would suffer.

Hewlett-Packard’s (HP) article deems a latency above 150 ms as “less desirable” [94]. The article from
Gamers Guide (GG) deems delay above 300 ms as “unplayable”. GG describes the state as unplayable
when “There is a noticeable lag, long delays in response, inconsistent movements, and lost shots. Ping in
this range will likely be more frustrating than rewarding.” [95]. Although we agree that the latency is too
high, we do not deem the game unplayable, as this delay is relating to updates from other peers and not
the player’s own moves. Additionally, we argue that latency is less important in problem-solving games,
such as TPP, compared to games requiring quick reactions, such as shooters and car racing games. How-
ever, we agree with HP that the current delay is less than desirable.

The latency between host and non-host is not as severe, as the traffic only has to go in one direction,
whereas non-host to non-host communication is bidirectional. According to the GG article, the game
is, in this case, not unplayable, but rather just “poor”. GG describes this state as where “Lags and delays
are common but do not completely disrupt gameplay. You’re likely to encounter dips in performance
and in-game responsiveness.” [95]. We do agree that this description fits our game. For example, if
two players are discussing a solution, and one of them requests a block from the other, the other could
already have made a move prior to the request. This lag is by no means game-breaking, but it can be
frustrating, at least from our own experience.

All in all, TPP’s performance was satisfactory to test the research questions, but we argue that the current
performance is not good enough to be used as part of a programming course. However, we believe that
if the latency was to be reduced to at least 100 ms the game could pass as a real-time cooperation game.
According to the HP article, a 100 ms delay would serve as average latency, and according to GG, it would
serve as a fair latency [94, 95].
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5.3.4 Choice of technology

In our research, we found single-player Parsons problems software implemented in JavaScript, see chapter
2.3. At the time, we argued that we could save development time by reusing some of the functionality
from Js-parsons in our multiplayer game [50]. One could argue that it would have been better to write
the code in pure JavaScript. The choice of React was only based on our own preference. However, we be-
lieve React worked well for us, as we were able to use various libraries, such as react-dnd and LioWebRTC,
to implement the drag-and-drop functionality and peer-to-peer communication.

A weakness of the game is that it utilizes libraries with known vulnerabilities. These libraries are no
longer supported, meaning the vulnerabilities are likely to stay. In our initial requirement specification,
we included several security requirements. However, with time constraints in mind, we deemed it un-
likely to create a game before the final deadline without using the vulnerable libraries. We argue that
this results in a game that only works as a prototype. Therefore, we cannot recommend TPP to be used
as a mandatory exercise. However, we argue it could be used as a voluntary exercise in an introductory
programming course as the risk of a game crash or other issues would not be as severe.

The react-dnd [80] library worked well for implementing drag-and-drop due to its flexibility and ease
of use. We can therefore recommend it for future designs that will utilize drag-and-drop functionality.
Similarly, LioWebRTC [81] worked well for facilitating peer-to-peer communication in TPP. However, as
previously stated, a signaling server has to be set up to allow NAT traversal. Fortunately, the developer
of LioWebRTC has a solution for this called SignalBuddy [82]. Amazon Web Services worked for server
hosting, and we can recommend it for any external servers that might be needed.

5.4 Evaluation of project goals

Initially, we planned to test learning outcomes from playing TPP. The plan was to use the same program-
ming exercises to test both cooperative Parsons problems and traditional code writing. We argued that
we did not have the time to perform such tests as we would need a substantial amount of data to prove
statistical significance. Learning outcome would rely not only on the quality of TPP itself but also on the
quality of the provided tasks, whether the tasks are suitable for the student level, and the in-game team
composition. Ultimately, we were able to complete our result goals through the creation of TPP and the
task-creation tool. However, whether or not we completed our effect goals is up to discussion. Extensive
testing would be required to evaluate whether or not we accomplished these goals.

5.5 Limitations

This chapter will discuss some potential limitations of this project, including; the user tests, the results,
our execution of the questionnaires, and our literature search.

5.5.1 User tests on the wrong target group

We argue that TPP was not tested by the intended target group; novice programming students. In the
first tests in autumn, we had to rely on acquaintances due to the Covid-19 situation. The spring semester
presented us with a new challenge: no students were in their first semester of study. We considered the
second-semester, first-year, students to be the next best alternative; for user tests 3 and 4. The parti-
cipants from the second semester turned out to be experienced programmers. 65% of the participants
had more than a year of programming experience, according to figure 55. One could argue that high
school students in an elective course in programming, currently learning Python, could have been a
better alternative. However, our lack of contacts within a high-school organization made it difficult to
recruit user testers. Furthermore, testing TPP on high-school students would also have required us, or
the high school students, to travel.

In addition, we only tested CPP on students within computer science (CS) and computer informatics
systems (CIS). However, Dawson et al. found that non-CS students tend to perform worse than non-
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programming students [96]. Most non-CS/CIS students who take introductory courses at our university,
NTNU, do so because it is compulsory for their study program. We argue that TPP could benefit these
students as well. It could be interesting to test non-CS/CIS students’ attitudes towards TPP or similar
games.

5.5.2 Risk of misinterpreted data

It might be the case that we recalled a group discussion or an in-game observation incorrectly; since
we did not have the time to write down every word and action during the user tests. We could have
mitigated these sources of errors with the help of recordings. A recording could also have been helpful
for a larger-scale thematic analysis. Unfortunately, we could not collect recordings since they classify as
sensitive personal data; and we were too late to request the necessary permissions.

5.5.3 Risk of misinterpreted questionnaires

We base our results on questionnaires, which we consider a weakness. It is not certain that the question-
naires accurately conveyed what the participants thought. Factors such as misinterpretation or fatigue
might have affected the answers. Contexts represent another weakness of our questionnaires. For ex-
ample, we asked a close-ended question regarding fun, see figure 28, prior to an open-ended question
about socialization, see figure 31. In the question about socialization, we had 12 mentions of the word
fun. It is possible this prompt about fun influenced the participants prior to the open-ended question,
which caused an influx of references to fun.

5.5.4 Risk of dishonest feedback

We got primarily positive feedback on our game. However, it is possible that the participants wanted
to be ’nice’ by telling us what they thought we wanted to hear. Our experience is that the participants
provided more critique in the anonymous questionnaires compared to the group discussions.

5.5.5 Poor basis for comparison between cooperative and non-cooperative Parsons problems

Figure 56 suggests that the participants were unfamiliar with ’drag and drop’ programming exercises.
The phrase ’a lot’ is quite subjective, in our opinion. However, some of the participants answered that
they had no experience at all with drag-and-drop exercises. This might have resulted in a poor basis for
comparison between cooperative and non-cooperative Parsons problems. A source of error could be
that they had experience with drag and drop exercises but were unfamiliar with the term ’drag and drop
exercises.’

5.5.6 Unorganized literature search

As we reviewed other papers during the project, we learned that it is good practice to include a descrip-
tion of how the literature was reviewed. By including our searches, we could have improved reliability.
We know for certain that we used the search engine Google Scholar [97]. Unfortunately, as far as we
know, Google Scholar does not keep track of search history. However, we argue that this is not a severe
issue, as our project did not require a heavy literature search to write a synthesis. Instead, our literature
review summarises the concepts and theories that helped us develop TPP and analyze our results.
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5.6 Further work

This thesis attempts to provide insight into how novice programming students can benefit socially and
academically from a cooperative Parsons problems game; such as TPP. This chapter will present our
recommendations for future research paths, as well as what features TPP could benefit from; based on
our findings, see chapter 5.1.

Firstly, we recommend testing the learning effectiveness of cooperative Parsons problems games, such
as TPP. While the user testers’ perception of the learning outcome is optimistic, we recommend that
further research empirically tests the learning outcome; to ensure that cooperative Parsons problems
have value in education. This could be done by having a group of students take the same pre- and post-
test. The learning outcome could then be measured by comparing the performance of the pre- and post
test after engaging with different programming exercises. One group could engage with cooperative
Parsons problems, while the others engage with other programming exercises, such as single-player
Parsons problems and code writing; both individually and cooperatively. It could also be interesting
to observe whether students continues to use TPP after being introduced to the game. Long-term use
could indicate that the game is valuable, whether it is for socialization, learning or fun.

Next, we will recommend how TPP could be improved further by exploring what features and design
aspects of a cooperative multi-user Parsons problems game we believe are important. While there are
many options, we believe these points are the most crucial and beneficial at the moment:

1. Improve clarity by displaying all the players’ cursors. Many participants expressed that it was
difficult to keep track of other players’ actions; when there were a lot of simultaneous code block
interactions. We believe it would be easier for the players to coordinate if the game displayed their
cursors.

2. Implement competitive elements such as scores and leader boards. This could motivate students
and discourage player error and behavior such as trial-and-error. The score could be calculated
from factors such as correctly submitted tasks, the number of attempts, and the time spent on a
task. However, as competition can be demotivating for some students, it should be optional to
share the results.

3. Improve the feedback by providing more information on why the code is incorrect and what can
be done to fix it. We recommend implementing execution-based feedback, see chapter 2.2; as
several participants requested it during our user tests. This could also benefit learning, as user
testers deemed debugging as an important aspect of programming.

4. Improve performance of the game by decreasing the latency of code block interactions to at least
100 ms. As stated in chapter 5.3.3, a 100 ms delay would serve as a fair latency. While further
optimization of the peer-to-peer solution could work, we also recommend looking into a client-
server architecture as TPP currently mimics this through the player as host design.

5. Ensure that TPP’s layout is adaptable to various screen sizes and resolutions. We observed that the
usability decreased with smaller screens, as the layout would be set to the vertical layout, which
we believe is inferior to our original horizontal design.

6. Expand TPP to make it more suitable for an educational environment. We have a list of require-
ments, see appendix A, that cover this. This includes: a mode for initiating games automatic-
ally for all students in a classroom, implementing a server to access task sets created in the task-
creation tool, and providing statistics on student performance. Statistics on student performance
can provide instructors with insight about what programming concepts their students tend to
struggle with.

7. Consider adding role assignment to TPP; in order to engage all team members. TPP was designed
without different roles, as we wanted the game’s content to be the focus. However, based on our
findings, we theorize that assigning roles to each team member could provide certain benefits,
such as a reduction in passivity.

We believe TPP is a good starting point for further research and development. However, as stated in
chapter 5.3.4, TPP utilized libraries with known vulnerabilities. Therefore we cannot recommend using
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TPP as a mandatory exercise. However, we argue it could be used as a voluntary exercise in an intro-
ductory programming course as the risk of a game crash or other issues would not be as severe. We
do, however, recommend using the current implementation, and this thesis, as a guideline for how fu-
ture cooperative Parsons problems games could be designed. Chapter 2.3 also provides some examples
of existing single-player Parsons problems solutions that can act as inspiration. Lastly, we can recom-
mend using our cooperative Parsons problems solution for testing the learning outcomes of cooperative
Parsons problems games. In fact, we recommend empirically testing the learning outcome prior to in-
vesting time and resources into developing a new product.
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6 Conclusion

Lack of motivation and difficulties in learning how to program has been linked to dropout and failure
rates in higher education. Additionally, loneliness is reported to be a prevalent issue among students in
higher education and is linked to decreased learning, motivation, and health. Studies indicate positive
learning effects of a code completion exercise called Parsons problems. Furthermore, cooperative learn-
ing activities have been shown to increase achievements, as well as social relatedness. In this project,
we set out to create a cooperative Parsons problem game that can promote learning and socialization
in higher education. We called this game Team-based Parsons problems (TPP). The goal of cooperative
Parsons problems is to combine the pedagogical advantages of Parsons problems with the social bene-
fits of cooperation. By utilizing cooperative learning and gamification concepts, we developed a game
that was tested on novice programming students across four iterations to gather feedback from the tar-
get group. Through qualitative and quantitative research, we sought to answer our research questions
relating to learning, socialization, how teams work together, and how a cooperative Parsons problems
game could be designed.

Our results suggest that students perceived cooperative Parsons problems as an educational, fun, and
social activity. The results also indicate that cooperative Parsons problems can facilitate discussion
and reflection about programming concepts. However, as we only gathered the students’ perception
of learning and not measures of actual learning outcome, we cannot make any conclusions on the dir-
ect effects of the game in the short- or long term. We are optimistic about our results, but future research
should focus on testing the learning effectiveness of a cooperative Parsons problems game; by compar-
ing it to single-player Parsons problems and traditional code writing. We also elicited 11 characteristics
of how teams work together to solve Parsons problems digitally; by observing seven teams of students
cooperate to solve tasks using TPP. We believe this information can provide insight into how similar co-
operative software products can be designed to emphasize cooperative learning, fun, and social aspects.
Lastly, we gathered feedback on TPP’s design and received a usability rating of GOOD according to the
System Usability Scale. While the overall feedback was positive regarding the game itself and its design,
we also received suggestions on how it could be improved further. We summarised the most important
points in chapter 5.6.

Currently, we cannot recommend our cooperative Parsons problems solution to be used in mandatory
exercises, as TPP utilizes libraries with known vulnerabilities. Instead, we recommend using the current
implementation, and this thesis, as a guideline for how future cooperative Parsons problems games
could be designed. Since our user testers showed an overall positive response to using TPP, we can
also recommend using it for testing the learning outcome of cooperative Parsons problems. We are
optimistic about the potential of cooperative learning through gamification. Hopefully, our findings
can contribute to future research within these fields that benefit struggling programming students in
higher education.
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Appendix

A Requirement specification

This appendix presents the final version of our requirement specification after the four iterations. These
requirements are updated to include the new requirements added after iterations three and four based
on feedback from our test participants. The requirement specification table has also been updated to
reflect the priority changes during development. Initially, we planned that TPP should allow instructors
to create new tasks for students to solve. However, we changed this to be an internal task-creation tool
to reduce our scope, as we did not have the time to perform user tests on instructors. Therefore, require-
ments targeting instructors can be seen as obsolete. The requirements are categorized as functional and
non-functional. These requirements were then placed in a prioritization table in order of importance.

A.1 Functional requirements

This chapter presents the functional requirements gathered in the requirement elicitation process. They
are categorized as ’Creating tasks,’ ’Creating task sets,’ ’Statistics,’ ’Starting new games’, ’Solving tasks,’
and ’Feedback and submitting solutions.’

Creating tasks

TPP should facilitate the creation of tasks. This functionality was later moved to the task-creation tool.
The tasks should have both required and optional fields and settings. A user can choose to either select
the content of each code block or automatically let TPP do it for them. The instructor will also have to
set a difficulty for the task, but TPP can also suggest this. TPP shall also allow for multiple solutions for
the task.

1. TPP shall allow the creation of new Parsons Problem tasks.

2. Each task requires a description, code blocks, and a solution.

3. TPP shall feature a code editor that will split each line into code blocks.

4. Each task can also include distractors, hints, and amount of attempts.

5. TPP shall clarify if there are any optional rules set, such as the number of attempts during the
game.

6. TPP shall allow for multiple solutions for a task.

7. TPP shall be able to estimate the difficulty of the task.

Creating task sets

TPP needs to facilitate the creation of task sets for students to solve. This functionality was later moved
to the task-creation tool. Task sets should include a time limit. It should be possible to modify a task
set either by editing or deleting them. The task creation tool should also support a filtering of task sets
based on different parameters.

8. When creating a task set, TPP shall allow choosing from already existing tasks in the system.

9. When creating a task set, TPP shall allow creating new tasks from scratch.

10. Each task in a task set has a required time limit field that has to be filled in by the instructor.

11. TPP shall allow an instructor to edit a task set after it’s created using the tool. This includes both
tasks and settings.
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12. TPP shall allow an instructor to delete a task set using the tool.

13. TPP shall give an estimated time limit for each task based on the difficulty.

14. TPP shall have authentication to make sure only instructors can create tasks and task sets.

15. An instructor shall not be able to edit or delete other instructor’s task sets or tasks.

16. TPP shall allow filtering tasks and task sets based on difficulty, amount of tasks, and content within
the task.

Statistics

Initially, we planned to collect data on student performance that instructors could use to adjust courses.
However, we dropped this as we wanted to focus on the students’ views.

17. TPP shall collect statistics on student performance.

18. TPP shall allow instructors to review collected statistics.

19. TPP shall allow an instructor to download statistics locally.

Starting new games

TPP needs to facilitate a lobby system so that instructors and students can create teams to play with.
TPP shall not require authentication for play. In order to join games, a player needs to get an invite link.
If a player does not have a pre-defined group, they can choose to join a random game without the need
for an invite link. An instructor can also host a classroom exercise where all the students present can join
the lobby. This will allow the instructor to use TPP in a classroom setting to create teams automatically.

20. TPP shall allow students and instructors to join a game lobby without being authenticated.

21. Players shall join a specific game using an invite link.

22. A player shall be able to start the game on behalf of the whole team.

23. TPP shall allow instructors to host a game lobby without being authenticated.

24. An instructor shall be able to host a classroom exercise where students who join are put into ran-
dom groups automatically when the instructor initiates the exercise.

25. TPP shall allow players to set a nickname before joining.

26. Players shall be able to select a game lobby to join from a list if not joining from an invite link.

27. A task set must be selected before the game can begin.

28. TPP shall generate a default team name. Any player can change the team name.

Solving tasks

TPP shall have the functionality necessary to solve tasks. This includes moving code blocks and commu-
nication tools to facilitate cooperation. The teams can choose to use the in-game voice chat or highlight
code blocks to communicate. A player shall only be able to move their own code blocks from their code-
block field to the solutionfield. This is to facilitate cooperation as each player has to be active. When the
players are satisfied with their solution, they will submit using a dedicated button. Players can also get
hints, as well as clear the board.
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29. Players shall be able to move code blocks using drag-and-drop between a handlist field and the
solutionfield.

30. Players shall be able to reorder code blocks within the handlist and solutionfield.

31. Each player shall have their own code blocks at the start of the game.

32. A code block’s content shall only be visible within a player’s own hand list and in the solutionfield.

33. A player can only move their own code blocks from their handlist to the solutionfield.

34. Players shall be able to move a code block from a handlist by double-clicking. This moves the code
block to the bottom of the solutionfield.

35. Players shall be able to double-click on code blocks in the solutionfield to move them back to the
owner’s handlist.

36. TPP shall include a tutorial that can be accessed in the lobby before the game starts.

37. Players shall be able to select and focus code blocks by clicking on them.

38. A selected block shall have an indicator of who has it selected.

39. TPP shall allow indenting in the solutionfield; either through drag-and-drop or by using the tab
key on a selected block.

40. Players shall be able to request a hint by clicking the hint button.

41. Players shall be able to clear the solution board by clicking the clear button. This moves each
player’s code blocks back into their hands.

42. TPP shall have built-in voice chat.

43. Players shall be able to highlight code blocks.

44. Players shall be able to drag-select multiple blocks to be moved in the solutionfield.

Feedback and submitting solutions

TPP will give feedback based on submitted solutions. If a task is not correctly solved within a certain
margin of error, they have to redo the task. TPP will also keep track of a score based on performance
and the number of attempts to solve each task. The players shall have the option to skip a task if they
are stuck. If the time runs out before submitting, the task will be marked as not completed, and the next
task in the set will be presented.

45. TPP shall give line-based feedback to all players on the submitted solution by highlighting the
correct and incorrect code blocks.

46. All players have to lock in before the solution is submitted.

47. TPP shall indicate which players have locked in.

48. Locking in shall make all code blocks immovable for that player.

49. TPP shall unlock the solutionfield when someone clears the board or when a wrong task is sub-
mitted.

50. The team has to redo a task if the team’s proposed solution is not approved within a certain margin
of error.

51. TPP shall support execution-based feedback for the submitted solution.

52. A team shall be able to receive a score based on their performance, such as attempts, remaining
time, and completed tasks.
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53. A team should be able to skip a task.

54. Each task-set or class exercise shall have support for a high score calculated by the score from each
task.

55. If the time limit runs out before the team has submitted, the current task is marked as ’not com-
pleted’ and will move on to the next one in the set.

56. TPP shall have a leaderboard with the scores of finished games.

A.2 Non-functional requirements

As TPP is a cooperative game, it has to update all players for each action in real-time. TPP shall be
available in the browser and should also be accessible on mobile devices. For authentication, TPP shall
use a third-party authentication system in compliance with the university. TPP also has to be scalable in
order to facilitate more teams, and more lobbies are necessary. TPP also needs to be secure and comply
with GDPR and Norwegian law as it will handle performance data on the students.

57. TPP shall update every player’s board when an action is performed, such as moving code blocks,
selecting code blocks, and locking in.

58. Students and instructors shall be able to use TPP without any training.

59. Account information and user statistics shall comply with GDPR and Norwegian law.

60. A game shall have 1-4 players.

61. TPP shall be accessible in the browser.

62. TPP shall be scalable to support as many simultaneous games as needed.

63. A classroom exercise lobby shall be scalable to support as many players as needed for any given
course.

64. TPP shall update the layout based on screen size.

65. TPP shall support various screen sizes and resolutions.

66. TPP shall be accessible on mobile devices.

67. TPP shall support touch controls.

68. TPP shall support third-party authentication systems used by the university.

A.3 Requirements priority

Requirements are categorized into four priority groups where 1 is the highest priority and 4 is the lowest
priority. Functionality linked to how the student used the game was considered the highest priority.
Functionality that is not directly linked to the students was considered to be of the lowest priority.

1. Prototype : Core functionality necessary to interact with blocks.

2. Minimum Viable Product (MVP): Functionality for students to join games and solve tasks to-
gether. MVP is a term used for describing the minimal functionality a product can have and still
be used. [76]

3. Minimum Lovable Product (MLP): Functionality that improves the user experience, but are not
crucial for solving tasks. MLP is a term used for describing the minimal functionality a product
can have and still be loved by the users. [76]

4. Nice to have: Functionality that further improves the user experience.
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Category Requirements
Prototype 29, 30, 57, 58, 59, 60
MVP 1, 2, 3, 8, 20, 21, 22, 31, 32, 33, 34, 35, 45, 61, 62
MLP 4, 5, 6, 9, 10, 11, 12, 23, 24, 25, 26, 27, 36, 37, 38,

39, 40, 41, 46, 47, 48, 49, 50, 63, 64
Nice to have 7, 13, 14, 15, 16, 17, 18, 19, 28, 42, 43, 44, 51, 52,

53, 54, 55, 56, 65, 66, 67, 68

Table 14: Requirement prioritization table.

B User tests

This chapter presents the interview guides we followed for each user test in our iterations and the sum-
marised feedback we received. Each user test followed the same procedure and a set of questions. There
were also impromptu questions asked in-between the set questions that may not be included in this
overview. The summaries were created at the end of each iteration following the user tests. These sum-
maries were used as a basis for the requirement specification phase in the next iteration.

B.1 Iteration 1

Procedure

1. Introduce ourselves and what the user test is for.

2. Ask the participant to think aloud while they are performing the test.

3. Ask the participant to perform the user test for both prototypes.

4. Ask follow-up questions for each prototype - including which prototype they preferred and why.

Questions

• Were you able to interpret what the use case for this program is?

• Are you familiar with Parsons problems?

• Explain: how did you move the code blocks?

• If you wanted to move the code blocks back from the field, how would you go about doing so?

• What do you think [button or icon] means? What would you expect it to do when clicking it?

• How would you want to communicate with your teammates?

• Which design did you prefer, and why?

• Which design was the most intuitive to use, and why?

• Any functionality you thought was missing from these designs?

• Do you have any other input on how the program could be more intuitive, pedagogical, or fun?
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Feedback

• Interpretations of design A: the use case was not entirely clear, but they thought it was used to
solve some sort of task. A participant thought it was a calculator.

• Interpretations of design B: turn-based, multiple players (compared to design A, which looked
like a single-player game), competition between players? (the inclusion of points in the interface),
looks like a board game.

• The participants would move the code blocks using drag-and-drop as well as double-clicking to
automatically move them.

• Reset button should be renamed to "Clear" as some people thought "Reset" meant to restart the
entire game.

• The participants wanted the hint button to give more context and information about the task
without giving the answer away.

• It should be clearer that it is a multi-player game (design B emphasized this more than design A).

• Design A seemed more intuitive and simple. Design B looked more like a game and seemed more
fun.

• Voice chat seemed like the preferred way for the participants to communicate. One participant
suggested having emotes and a pinging system to highlight code blocks with messages.

• Other suggestions from the participants: leaderboard, achievements, and more sound- and visual
effects.

B.2 Iteration 2

Procedure

1. Introduce ourselves and what the user test is for.

2. Ask the participant to think aloud while they are performing the test.

3. Ask the participant to solve a task using a low fidelity prototype.

4. Ask follow-up questions once the participant has finished the user test.

5. Provide the participant with a reward for participating.

Questions

• What did you think of the program? Anything that was confusing or not clear?

• How do you think playing with other players would affect how you used the program?

• How would you want to communicate with your teammates?

• Did all the buttons act as you expected?

• What do you think would happen if the time ran out?

• Was it easy to perceive which player you were?

• How should points (score) be handed out? Would a point score motivate you to perform better?

• Would you use this program (in a complete state) with your classmates as a supplementary to
learning how to program?

• How would you want to invite or be invited to initiate games?

• Any other input on ways to make the game more fun?
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Feedback

• The program was not entirely intuitive for most participants. Some thought it was a competitive
game and not a cooperative one.

• Voice chat is preferred over text chat. They preferred if the voice chat was integrated over having
to use existing solutions like Discord or Zoom.

• The color scheme seemed child-like. We concluded to update the design to address this.

• Multiple participants tried to double click the code blocks to move them. This reaffirmed that we
should allow both dragging and clicking for moving blocks.

• Multiple participants thought the game was turn-based.

• Most participants would prefer an invite link over a game code they would have to type in to join
games.

• Points should be handed out based on if the players can solve the task or not.

• The participants agreed that every player should possess their own code blocks.

• Some thought the timer was meant to indicate the time left for the entire task set and not the
current task.

• The participants did not want to get all the hints at once when pressing the hint button.

• The participants seemed to be content with the number of features currently featured in the pro-
totype.

• No one got stuck solving the task. Everyone was able to solve the task fairly quickly. Granted, this
was a low-fidelity prototype with limited actions available.

B.3 Iteration 3

Procedure

1. Introduce ourselves and what the user test is for.

2. Ask participants to perform a pre-test questionnaire.

3. Explain the application.

4. Ask participants to start the game and cooperatively solve the task set.

5. Ask participants to perform a post-test questionnaire.

6. Have a group discussion to get more feedback from the participants.

7. Provide participants with a reward for participating.

Questions

Pre-test:

• Age and gender

• How well do you know your teammates (context for the communication/cooperation aspect of
the user test)(not well - very well) [1-7]

• How do you prefer to work: 1 is invidually and 7 is in a team ? [1-7]

• Do you use a trackpad or mouse for this user test?
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• How many years of programming experience do you have? [1-7]

• How much experience do you have with drag-and-drop programming exercises (little experience
- a lot of experience)? [1-7]

Post-test:

• How was your overall experience using the program (not good - very good)? [1-7]

• What did you like the best about the program?

• What did you like the least about the program?

• Any frustrating moments while using the program?

• What did you think of the design overall (could use improvement - I liked it)? [1-5]. Elaborate.

• Was the program fun to use (not fun - very fun) [1-5]. Elaborate.

• Was the program easy to understand (hard - easy)?

• Did you find the hints useful (not useful - useful) [1-5]. Elaborate.

• Did you find the feedback on task submission useful (not useful - useful)? [1-5]. Elaborate.

• How was your experience moving the code blocks (not good - very good)? [1-5]. Elaborate.

• How was your experience indenting the code (not good - very good)? [1-5]. Elaborate.

• What did you think of working in a team during this test (did not like - liked it)? [1-7]. Elaborate.

• If you could change one thing about the program, what would it be?

• Any other feedback?

Group discussion:

• What did you think the communication was between you as a team?

• Anything that came in the way of the cooperation?

• Anything that promoted cooperation?

• Were you able to keep track of who did what?

Feedback

• All participants seemed to enjoy playing the game from both observation and from the post-test
questionnaire.

• No complaints about the design except for a few screen size compatibility issues.

• The two groups had conflicting opinions on whether they preferred to not see the other player’s
code blocks or not.

• It was not apparent that the colors of the code blocks indicated their assigned category. It was also
not clear that the border color indicated which player owned the block.

• The participants requested that the solution feedback modal should be visible for all when
someone submits.

• Some participants requested a system where all players have to lock in the solution before sub-
mitting.
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• one group pointed out a race condition bug that occurred during the test.

• Some participants thought it was disorienting when multiple players moved blocks simultan-
eously.

• Some participants forgot certain functionality such as double-clicking, tabbing, and using hints.
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B.4 Iteration 4

Procedure

1. Introduce ourselves and explain the test.

2. Ask participants to perform a pre-test questionnaire.

3. Ask participants to enter TPP’s lobby and watch the tutorial.

4. Ask participants to start the game and cooperatively solve the task set.

5. End the game when all tasks have been solved or 15 minutes have passed.

6. Ask participants to perform a post-test questionnaire.

7. Have a group discussion to get more feedback from the participants as well as discuss relevant
topics such as learning and cooperation.

8. Provide participants with a reward for participating.

Questions

Pre-test:

• How do you prefer to work: 1 is invidually and 7 is in a team ? [1-7]

• How many years of programming experience do you have? [1-7]

• How much experience do you have with drag-and-drop programming exercises (little experience
- a lot of experience)? [1-7]
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• Do you prefer programming exercises where you write the code yourself? [yes/no]

Post-test:

• The game was fun to play [strongly disagree - strongly agree]

• I would prefer playing the game alone (single-player) [strongly disagree - strongly agree]

• The game could improve socialization among students [strongly disagree - strongly agree]

• How do you think that this game could impact socialization among students?

• What are your perceptions of potential learning outcomes from this game?

• We also asked the participants to answer the statements from the System Usability Scale (SUS).
We present the SUS scale in chapter 2.9.

Group discussion:

• How do you think this method of learning compares to writing the code yourself?

• What do you think are the strengths and weaknesses of working together in this game?

• How do you think a single-player version of this game could affect learning outcomes?

• How can working together in this game create discussion around programming concepts?

• What do you think of the group’s communication?

• Were there some aspects of the game that hindered or enhanced communication?

• What did you like or dislike about the game?

• If you could change one thing about the game, what would it be?

• Was there confusion about design or functionality?

• How could this game be used in an introductory programming course?

• How would teamwork be affected by working digitally?

• Do you have any other feedback for us?

Feedback

• The participants seemed to enjoy playing the game. They were competitive and expressed that
the design overall was simple and intuitive.

• There were no major issues or bugs during the tests.

• Most groups followed the strategy of moving all code blocks into the solutionfield.

• The lock-in system seemed to work well. However, some participants expressed that it was cum-
bersome to have all players lock-in when they had to make small adjustments when re-submitting.

• Player indication seemed to improve clarity to some extent compared to the previous iteration.

• Multiple participants requested execution-based feedback in order to see how the program worked
as well as get more direct feedback on how the solution is incorrect.

• The clear functionality was not utilized.

• The hint functionality was utilized, but it did not seem to benefit the participants. Writing good
and helpful hints is therefore crucial.
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• A majority of the participants complained about some minor synchronization issues when they
moved blocks around. This occurred as a result of the preview implementation after the commu-
nication was re-designed.

• Some participants expressed the user interface layout was not optimized for their screen size or
resolution.

• Some participants requested more competitive elements such as scores and leader-boards.
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C Prototypes

This appendix shows how the game evolved throughout the different iterations. We performed user tests
on each iteration of the game, see appendix B. Feedback from the participants served as the baseline for
future iterations.

C.1 Initial sketches

After the feasibility study, the group started sketching possible design solutions. We included some of
our initial sketches in figure 57. Henrik proposed a simple interface that built upon a single-player
design, see (a) and (b) in figure 57. All players can see all code blocks in (a), and the interface is separated
into handout and answer fields. The code blocks can be dragged and dropped within and between the
two fields. Additional buttons are placed in the top bar. This design is largely influenced by Js-parsons
that we reviewed in chapter 2.3.1. However, in version (b), each player has their own code represented
as playing cards. Additional buttons are placed both on the top bar and the left-hand side.

Sindre wanted to create an interface that looked more like a board game. In version (c), the field in the
middle represents a table, and the four players ’sit’ around it. Players should be able to drag and drop
code blocks from their own ’hands’ to the table. The player can request hints, reset (clear) the board,
and submit the solution. Version (c) includes a score in the left corner and a timer at the top. Version (d)
imagines how the game would look if it were to be used for smartphones. We ended up using the task
description component from sketch (d).

All the initial sketches included hint, submit, and clear functionality, which we called reset at that time.
In retrospect, we can see that a lot of our initial design choices were based upon the Js-parsons library
[50]. However, we do not know whether or not this library represents a good design. Another flaw in
the sketching phase was that we talked about possible solutions before we started sketching. If we had
avoided these conversations, we might have had more creative ideas in this phase. This problem is
clearly shown by the fact that both of us included many of the same features. For example, we both
included color codes for different types of code blocks, such as variables, functions, conditions, and
loops. We also both included functionality for requesting hints, reset (clear) the board, and submitting
the solution.

C.2 Prototype 1

After the group had sketched the initial sketches, a meeting was held. In this internal meeting, the group
discussed improvements to the sketches. These suggestions were used to make two paper prototypes
shown in figure 10 and 11. Both versions were used in the first user test.

C.3 Prototype 2

The second prototype was a digital prototype made with a tool called Figma [75]. The digital prototype
had support for a single task that could be solved with drag-and-drop. Figure 58 shows the different
features presented in iteration two as screenshots. The game had support for clearing the board, hints,
and a submit button. The submit button only had feedback for right or wrong. A chat button with a
popup was also included to act as a conversation starter for possible communication tools.

C.4 Prototype 3

Figure 59 shows screenshots of game in iteration 3. This iteration had support for drag-and-drop func-
tionality. A players own code blocks are highlighted in figure 59 (b). These code blocks can be moved
into the solutionfield by the player. Other players’ code blocks cannot be dragged, and their content
appears invisible. Border colors are specific for the player (blue in this case), and background colors are
specific for the code content of the block. The blue background represents variables, yellow represents
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loops, red represents functions, and the green represents conditions. These colors were chosen arbitrar-
ily, and it was not intuitive for the user testers what these colors represented. We decided to remove the
background colors for the next iterations.

Figure 59 (c) highlights the solutionfield. All players can edit the content of this field. The solutionfield
also supported intending at this point. The players had to use the provided blocks to solve the task
presented in figure (d). If a player attempted to submit the answer in the solutionfield, they would either
be presented with figure (g) or (h); based on whether or not they provided a correct solution. Green lines
indicate correct lines in figure (g), and red lines indicate incorrect lines. In iteration 3, other players were
alerted that a player submitted a correct solution. However, this was changed in iteration 4, where all
the players had to submit the solution together.

Figure (c) shows a screenshot of the hint modal. This modal pops up when the player clicks the ’Hint’
button. The modal features a text-based hint and the possibility to toggle hints. Figure (f) shows a
screenshot of the clear modal. The clear modal asks for a confirmation before it clears the board, mean-
ing that all players get their code blocks back from the solutionfield. Iteration 3 also included a welcom-
ing page where players had to enter a nickname and a lobby number. This welcoming page relates to
figure 60 (a), minus the ability to select a room. The lobby relates to figure 60 (b), minus the ability to
select a task set. When a team finishes a task set, they are greeted with a congratulation message before
they are returned to the lobby.

C.5 Prototype 4

Iteration 4, first and foremost, changed the way TPP communicated. We explain this in detail in chapter
3.4. Interface changes in iteration 4 are mostly limited to the player indicators that we added to show if
other team members moved a block, see figure 21. We also made it so that all players had to agree on a
task submission, see figure 22 and 23. A player could choose to lock in their board, thus limiting them
from making any additional move and signaling to the other players that they were ready to submit.

Initially, we wanted to show the cursors of all players in real-time. However, we dropped this, as we
feared that this could lead to problems caused by the sheer amount of messages. We also would have had
to calculate the position of a cursor between different screen sizes. The player indicators thus seemed
like a simpler alternative. Additionally, we also made some minor changes to the lobby in iteration 4.
This version of the lobby lets the user select room and task set.
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D User test tasks

This appendix presents the tasks the user test participants were asked to solve. The tasks were created
with consideration of what topics the students had already learned in novice programming courses at
NTNU at the time.

D.1 User test 1 and 2

User tests 1 and 2 utilized low-fidelity prototypes, so we did not create any proper tasks for these tests.
As we primarily wanted feedback on the designs, we reused a simple program the users had to construct
using code blocks.

1 # Calculate the sum of x and y. Finally , print out the result.
2

3 x = 2
4 y = 3
5 z = sum(x, y)
6 print(z)

Listing 1: Simple task for user test 1 and 2

D.2 User test 3

1 # Create a function that sums elements in a list and returns the sum.
2

3 def sum_list(items):
4 sum_numbers = 0
5 for x in items:
6 sum_numbers += x
7 return sum_numbers
8

9 # Distractors:
10 function sum_list(items)
11 for x in items.length:

Listing 2: User test 3 task 1

1 # Iterate the given list of numbers and print only those numbers which are
divisible by 5

2

3 num_list = [10, 33, 55]
4 for num in num_list:
5 if num % 5 == 0:
6 print(num)
7

8 # Distractors:
9 if num / 5 == 0:

10 for num in range(num_list):

Listing 3: User test 3 task 2

1 # Write a function to return True if the first and last number of a given list is
same. If numbers are different then return False.

2

3 def first_last_same(numList):
4 first = numList [0]
5 last = numList [-1]
6

7 if first == last:
8 return True
9 else:

10 return False
11

12 # Distractors:
13 first = numList [1]
14 last = numList(len(numList))
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15 if first = last:

Listing 4: User test 3 task 3

1 # Write a program to find how many times substring "Emma" appears in the given
string.

2

3 str1 = "Emma is a good writer."
4 str2 = "Emma is a great developer."
5 str = str1 + str2
6

7 answ = str.count("Emma")
8 print(answ)
9

10 # Distractors:
11 answ = "Emma".count(str)
12 answ = "Emma".get(str)
13 answ = str.get(Emma)

Listing 5: User test 3 task 4

1 # Write a function to remove characters from a string starting from zero up to n
and return a new string.

2

3 def remove_chars(word , n):
4 x = word[n:]
5 return x
6

7 # Distractors:
8 function remove_chars(word , n)
9 x.pop(n)

Listing 6: User test 3 task 5

D.3 User test 4

1 # Create a function that sums elements in a list and returns the sum.
2

3 def sum_list(items):
4 sum_numbers = 0
5 for x in items:
6 sum_numbers += x
7 return sum_numbers
8

9 # Distractors:
10 function sum_list(items)
11 for x in items.length:

Listing 7: User test 4 task 1

1 # Iterate the given list of numbers and print only those numbers which are
divisible by 5

2

3 num_list = [10, 33, 55]
4 for num in num_list:
5 if num % 5 == 0:
6 print(num)
7

8 # Distractors:
9 if num / 5 == 0:

10 for num in range(num_list):

Listing 8: User test 4 task 2

1 # Write a function that merges two lists of numbers , such that the new list should
contain odd numbers from the first list and even numbers from the second list.

2

3 def merge_list(list1 , list2):
4 result_list = []
5

6 for num in list1:
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7 if num % 2 != 0:
8 result_list.append(num)
9 for num in list2:

10 if num % 2 == 0:
11 result_list.append(num)
12 return result_list

Listing 9: User test 4 task 3

1 # Create a program that asks for a positive integer n. The program then prints out
the first n numbers in the fibonacci sequence. The first two numbers in the
fibonacci sequence is 0 and 1. The next number is obtained by adding the
preceding two terms.

2

3 n = int(input())
4 count , n1 , n2 = 0, 0, 1
5 if n == 1:
6 print(n1)
7 else:
8 while count < n:
9 print(n1)

10 nth = n1 + n2
11 n1 = n2
12 n2 = nth
13 count += 1

Listing 10: User test 4 task 4

1 # Write a function to check if the given number is a palindrome number. A
palindrome number is a number that is same after reverse.

2

3 def palindrome(num):
4 original_num = num
5

6 reverse_num = 0
7 while num > 0:
8 reminder = num % 10
9 reverse_num = (reverse_num * 10) + reminder

10 num = num // 10
11

12 if original_num == reverse_num:
13 return True
14 else:
15 return False

Listing 11: User test 4 task 5
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(a) Henrik’s initial sketch

(b) Henrik’s initial sketch

(c) Sindre’s initial sketch

(d) Sindre’s initial sketch

Figure 57: Initial sketches for TPP
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(a) Start screen for the digital prototype

(b) The player have used drag-and-drop to move two code blocks from their hand to the solutionfield
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(c) The correct solution state. Submit would at this state tell the user that they have found the correct solution.

(d) The popup related to the hint button.

109



(e) The popup related to an incorrect submit.

(f) The popup related to a correct submit.
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(g) The popup related to the chat button.

Figure 58: Figma prototype, second iteration of TPP
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(a) Start screen for the game, iteration 3

(b) Screenshot that highlights a player’s own code block.
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(c) Screenshot that highlights the solutionfield.

(d) Screenshot that highlights the task bar. This component displays the task description together with the current
task number.
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(e) Screenshot of the hint modal.

(f) Screenshot of the clear modal.
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(g) Screenshot of the incorrect modal; which appears after submitting a solution in the wrong state.

(h) Screenshot of the correct modal; which appears after submitting a solution in the correct state.

Figure 59: React prototype, third iteration of TPP

115



(a) Screenshot of the page that the players would connect to.

(b) Screenshot of the lobby.

(c) Screenshot of the tutorial modal. This modal would appear if the player pressed the ’?’ but

Figure 60: TPP’s lobby in iteration 4
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